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Preface 

Numerical solution of the governing equations of fluid dynamics has been 
both a challenge and a source of useful information in the last fifty years since 
the first electronic computers became available. 

The lack of analytical tools and the pressing need to describe and predict var­
ious astrophysical and geophysical flows and solve many engineering problems, 
prompted scientists and engineers to develop methods to solve approximate 
versions of the fluid dynamics equations. Early attempts were unsuccessful 
due to incomplete theories of errors and the impossibility to perform very 
large amount of floating point operations in reasonable amounts of time. 

These two topics of scientific activity have seen tremendous progress in the 
last years; digital electronic computers have increased in speed and memory 
capacity by many orders of magnitude. Presently, solutions to Navier-Stokes 
equations have been obtained for as many as 20003 = 8 x 109 control volumes 
in clusters of supercomputers as described in the paper authored by Woodward 
et al. in the present volume. Another promising avenue for finding the solution 
for problems requiring intensive numerical calculations is the parallel solution 
of independent segments of the total volume of integration. Although these 
methods are still in the process of being refined, they have proved their use-
fulnes in several important examples of transfer processes in engineering and 
meteorology. Details of such methods are discussed in the papers by Carey et 
al. and Jabouille. 

The recent advances in various areas of computational fluid dynamics have 
transformed the field from a purely academic activity into an intensive topic 
for scientific research and a useful tool for engineering design. Given its im­
portance in many fields, it was considered appropiate to organize a meeting 
where the latest developments in the area were presented by leading specialists. 
With this purpose in mind, the Fourth UN AM Supercomputing Conference was 
held on June 27-30, 2000 in Amoxcalli (Nahuatl for "house of codices"), the 
library and conference building of the School of Sciences on the main campus 
of the National Autonomous University of Mexico (UNAM). This academic 
event had also as an objective bringing together the international and local 
communities to boost computational fluid dynamics research in Mexico. Al­
though the original idea was to discuss exclusively fluid dynamics problems 
that required intensive computing, due to the incipient nature of the Mexican 
CFD community it was decided to include also contributions that contained 
interesting and useful scientific information even when the computational re­
quirements were modest. Also, analytical studies that provided natural checks 
for numerical calculations were presented. A total of 72 participants from 8 
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counries contributed to generate an intense atmosphere during the four days 
that the meeting lasted. The scientific program included 8 invited lectures, 
21 contributed talks and 11 poster presentations. The present volume, which 
contains 27 papers reporting on the work presented at the meeting, is orga­
nized as follows. The first part deals with astrophysical gas dynamics while the 
second part includes papers related to geophysical problems. The third and 
fourth parts contain papers relating to numerical methods and applications, 
respectively. 

The end product is a collection of research papers that reflect the state of 
the art of computational fluid dynamics at an international level with empha­
sis on the work that is being carried out in Mexico. We want to thank the 
members of the scientific committee who reviewed and selected the abstracts 
for inclusion in the conference program and refereed most of the full papers. 
Also, we express our gratitude to the other anonymous reviewers who selflessly 
read and commented on the full papers. Dr. Fernando Magaha, director of 
the School of Sciences of the UNAM kindly allowed us to use the Carlos Graef 
auditorium in Amoxcalli. We appreciate the assistance of the administrators of 
the conference facilities at Amoxcalli, Ma. Elena Abrin and Ruben Alba, and 
the rest of their staff who provided the infrastructure required for the meeting. 
Mr. Roberto Bonifaz coordinated all supporting services and ran a virtually 
trouble-free event; it is a pleasure for us to acknowledge his participation in 
the organizing team. Drs. Victor Guerra and Genevieve Lucet, respectively 
Director General and Director of Computing for Research at UNAM's General 
Directorate of Academic Computing Services (DGSCA) continously supported 
the meeting organization. We also want to acknowledge the assistance of our 
budget managers and graphic designers from DGSCA for their competent and 
efficient work. DGSCA staff volunteered to help us to solve almost all of the 
small (and not so small) last minute problems. We are especially grateful for 
the generous grant provided by Silicon Graphics, S.A. de C.V., which made 
possible the organization of the conference and the production of these pro­
ceedings. 

Eduardo Ramos 
Gerardo Cisneros 

Rafael Fernandez-Flores 
Alfredo Santillan-Gonzalez 
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VERY HIGH RESOLUTION SIMULATIONS 
OF COMPRESSIBLE, TURBULENT FLOWS 

PAUL R. WOODWARD, DAVID H. PORTER, IGOR SYTINE, 
S. E. ANDERSON 

Laboratory for Computational Science & Engineering 
University of Minnesota, Minneapolis, Minnesota, USA 

ARTHUR A. MIRIN, B. C. CURTIS, RONALD H. COHEN, WILLIAM P. DANNEVIK, 
ANDRIS M. DIMITS, DONALD E. ELIASON 

Lawrence Livermore National Laboratory 

KARL-HEINZ WINKLER, STEPHEN W. HODSON 

Los Alamos National Laboratory 

The steadily increasing power of supercomputing systems is enabling very high resolution 
simulations of compressible, turbulent flows in the high Reynolds number limit, which is of 
interest in astrophysics as well as in several other fluid dynamical applications. This paper 
discusses two such simulations, using grids of up to 8 billion cells. In each type of flow, 
convergence in a statistical sense is observed as the mesh is refined. The behavior of the 
convergent sequences indicates how a subgrid-scale model of turbulence could improve the 
treatment of these flows by high-resolution Euler schemes like PPM. The best resolved case, 
a simulation of a Richtmyer-Meshkov mixing layer in a shock tube experiment, also points 
the way toward such a subgrid-scale model. Analysis of the results of that simulation 
indicates a proportionality relationship between the energy transfer rate from large to small 
motions and the determinant of the deviatoric symmetric strain as well as the divergence of 
the velocity for the large-scale field. 

1 Introduction 

The dramatic improvements in supercomputing power of recent years are making 
possible simulations of fluid flows on grids of unprecedented size. The need for all 
this grid resolution is caused by the nearly universal phenomenon of fluid turbu­
lence. Turbulence develops out of shear instabilities, convective instabilities, and 
Rayleigh-Taylor instabilities, as well as from shock interactions with any of these. 
In the tremendously high Reynolds number flows that are found in astrophysical 
situations, turbulence seems simply to be inevitable. Through the forward transfer 
of energy from large scale motions to small scale ones that characterizes fully 
developed turbulence, a fluid flow problem that might have seemed simple enough 
at first glance is made complex and difficult. Because the turbulent motions on 
small scales can strongly influence the large-scale flow, it is necessary to resolve the 
turbulence, at least to some reasonable extent, on the computational grid before the 
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computed results converge (in a statistical sense). Thus it is that, more often than 
not, turbulence drives computational fluid dynamicists to refine their grids whenever 
increased computing power allows it. In this paper, we give examples of 
computations performed recently which illustrate where increased grid resolution is 
taking us. We focus our attention on the prospect that extremely highly resolved 
direct numerical simulations of turbulent flows can guide the development of 
statistical models for representing the effects of turbulent fluid motions that must 
remain unresolved in computations on smaller grids or of more complex problems. 

2 Homogeneous, compressible turbulence 

Perhaps the most classic example of a grid-hungry fluid dynamics problem is that of 
homogeneous, isotropic turbulence. Here we focus all available computational 
power on a small subdomain that could, in principle, have been extracted from any 
of a large number of turbulent flows of interest. If from such a simulation we are 
able to learn the correct statistical properties of compressible turbulence, we can use 
our data to help test or construct appropriate subgrid-scale models of turbulent 
motions. When our computational grid is forced to contain an entire large-scale 
turbulent flow, we can then use such a model to make the computation practical. In 
the section that follows, we will see an example of such a larger flow in which we 
have used an 8-billion-cell grid in order to resolve both the large-scale flow and the 
turbulent fluid motions it sets up. In the results presented in this section, we will 
encounter signatures of the fully developed turbulence that can be recognized in a 
variety of such larger, more structured flows. 

It is difficult to formulate boundary conditions that correctly represent those for 
a small subdomain of a larger turbulent flow. We use periodic boundary conditions 
here, but these are of course highly artificial, and therefore we must be careful not to 
overinterpret our results. Not only are our boundary conditions problematical, but 
our initial conditions also raise important issues. We rely on the theoretical 
expectation that, except for a small number of conserved quantities such as total 
energy, mass, and momentum, the details of our initial conditions will ultimately be 
"forgotten" as the turbulence develops, so that they will eventually become 
irrelevant. After a long time integration, we will find that the behavior of the flow 
on the scales comparable to the periodic length of our problem domain will remain 
influenced by both our initial conditions and by our periodic boundary conditions. 
However, the flow on shorter scales should be characteristic of fully developed 
turbulence. The flow on the very shortest scales, of course, must be affected by 
viscous dissipation and numerical discretization errors. 

We are interested in the properties of compressible turbulence in the extremely 
high Reynolds number regime; we have no interest in the effects of viscosity, save 
upon the steady increase in the entropy of the fluid via the local dissipation of 
turbulent kinetic energy into heat. Therefore, we use an Euler method, PPM (the 
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Figure 1. A comparison of velocity 
power spectra in 5 PPM runs on pro­
gressively finer grids, culminating in a 
grid of a billion cells. All begin with 
identical initial states and all are shown at 
the same time, after the turbulence is fully 
developed. As the grid is refined, more 
and more of the spectrum converges to a 
common result. Spectra for the solenoidal 
(incompressible) component of velocity 
are shown in the top panel, while the 
spectra of the compressional component 
are at the bottom. The straight lines 
indicated in each panel show the 
Kolmogorov power law. Note that 
agreement between the runs extends to 
considerably higher wavenumbers in the 
compressional spectra than in the 
solenoidal ones. This effect, first noted in 
our earlier work at 5123 grid resolution, 
was confirmed in the incompressible limit 
by simulations by Orszag and 
collaborators. A similar flattening of the 
power spectrum just above the dissipation 
scales has also been observed in data 
from experiments. 

Logk Piecewise-Parabolic Method ~ ), 
in order to restrict the effects of 

viscous dissipation6 to the smallest range of short length scales that we are able. A 
similar approach has been adopted by several other investigators (see e.g. [ " ]). 
We must of course be careful to filter out the smallest-scale motions, which are 
affected by viscosity and other numerical errors, before we interpret our results as 
characterizing extremely high Reynolds number turbulence. This approach is in 
contrast to that adopted by many researchers, who attempt to approximate the 
behavior of flow in the limit of extremely high Reynolds numbers with the behavior 
of finite Reynolds number flows, where the Reynolds numbers are only thousands or 
less. In principle, an Euler computation gives an approximation to the limit of 
Navier-Stokes flows as the viscosity and thermal conductivity tend to zero. For our 
gas dynamics flows, this limit should be taken with a constant Prandtl number of 
unity. Much practical experience over decades of using Euler codes like PPM 
indicates that this intended convergence is actually realized. However, we must be 
aware that for turbulent flows, convergence, of course, occurs only in a statistical 
sense. 

We can verify the convergence of our simulation results in this particular case 
in two ways. First, we can compare results from a series of simulations carried out 
on different grids. To demonstrate convergence, we look at the velocity power 
spectra, in Fig. 1, obtained from these flow simulations. We expect that as the grid 
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Decaying Turbulence, Navier-Stokee ft PPM, T=4 T „ Initial Moch = 0.5 
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Figure 2. PPM Navier-Stokes simulations 
are here compared with the billion-cell 
PPM Euler simulation of Fig. 1. Again, 
decaying compressible, homogeneous turb­
ulence is being simulated on progressively 
finer grids of 643, 1283, 2563, and 512

3 

cells. On each grid the smallest Navier-
Stokes dissipation coefficients are used that 
are consistent with an accurate computa­
tion. Reynolds numbers are 500, 1260, 
3175,8000. All runs begin with the same 
initial condition and are shown at the same 
time, after 4 sound crossings of the princip­
al energy containing scale. As with the 
PPM Euler runs in Fig. 1, this convergence 
study (to the infinite Reynolds number limit 
that we seek) shows that the compressional 
spectra, in the lower panel, are converged 
over a longer range in wavenumber than the 
solenoidal spectra at the top. In fact, the 
solenoidal spectra display no "inertial 
range," with Kolmogorov's k~

5/
3 power law, 

at all. These results and those in Fig. 1 
indicate that the Euler spectra are accurate 
to about 4 times higher wavenumbers than 
Navier-Stokes. 

is successively refined, the velocity 
power spectrum on large scales does not change, while that on small scales is 
altered. The part of the spectrum that does not change on each successive grid 
refinement should, ideally, extend to twice the wavenumber each time the grid is 
refined. That this behavior is in fact observed is shown in Fig. 1, taken from [ ]. 

We would also like to verify that our procedure not only converges, but that it 
converges to the high Reynolds number limit of viscous flows. We can do this by 
comparing Navier-Stokes simulations of this same problem, carried out on a series 
of successively refined grids, with our PPM Euler simulation on the finest, billion-
cell grid. This comparison is shown in Fig. 2, also taken from [ ]. (A similar 
comparison for 2D turbulence is given in [

I2
].) The Navier-Stokes simulations do 

not achieve sufficiently high Reynolds numbers to unquestionably establish that they 
are converging to the same limit solution as the Euler runs. This is because the 512 
grid of the finest Navier-Stokes run has only a Reynolds number of 8000. This 
Reynolds number has been limited by our demand that each Navier-Stokes 
simulation represent a run in which the velocity power spectrum has converged. 
This convergence has been checked, on the coarser grids where this can be done, by 
refining the grid while keeping the coefficients of viscosity and thermal conductivity 
constant and by verifying that the velocity power spectrum agrees over the entire 
range possible. We are confident that, had we been able to afford to carry the 
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sequence of Navier-Stokes simulations forward to grids of 20483 or 40963 cells, we 
would have been able to obtain strict agreement with the already converged portion 
of the PPM velocity power spectrum on the billion-cell grid. At this time, such a 
demonstration is not practical. 

We can use the detailed data from the billion-cell PPM turbulence simulation to 
test the efficacy of proposed subgrid-scale turbulence models. We can filter out the 
shortest scales affected either directly (from wavelengths of 2 Ax to about 8 Ax) or 
indirectly (from about 8 Ax to about 32 Ax) by the numerical dissipation of the PPM 
scheme. We are then left with the energy-containing modes, from wavelengths of 
about 256 Ax to 1024 Ax, and the turbulent motions that these induce, from about 
256 Ax to about 32 Ax. A large eddy simulation, or LES, would involve direct 
numerical computation of these long wavelength disturbances with statistical 
"subgrid-scale" modeling of the turbulence. We can test a subgrid-scale turbulence 
model with this data by comparing the results it produces, in a statistical fashion, 
with those which our direct computation on the billion-cell grid has produced in the 
wavelength range between 256 and 32 Ax. If we were to identify a subgrid-scale 
model that could perform an adequate job, as measured by the above procedure, 
then we should be able to add it to our PPM Euler scheme on the billion-cell grid. 
We will discuss aspects of such a model in the next section. Such a statistical 
turbulence model should, in the case of PPM, not be applied at the grid scale, as is 
generally advocated in the turbulence community, but instead at the scale where 
PPM's numerical viscosity begins to damp turbulent motions. This scale is about 8 
Ax , as can easily be verified by direct PPM simulation of individual eddies, as in 
[6], or by examination of the power spectra in Fig. 1 (see especially the power 
spectra for the compressible modes). 

In earlier articles (see for example [
l3

]) we have suggested that the flattening of 
the velocity power spectra just before the dissipation range, seen in both PPM and 
Navier-Stokes simulations (see Figs. 1 and 2), is the result of diminished forward 
transfer of energy to smaller scales. This diminished forward energy transfer is 
caused by the lack of such smaller scales in the flow as a result of the action of the 
viscous dissipation. Applying an eddy viscosity from a statistical model of turbu­
lence on scales around 8 Ax in a PPM turbulence simulation should, if the eddy 
viscosity has the proper strength, alleviate the above mentioned distortion of the 
forward energy transfer and make the simulated motions more correct in the range 
from 32 Ax to 8 Ax , where we observe the flattening of the power spectra for the 
solenoidal modes in PPM Euler calculations. If the turbulence model, under the 
appropriate conditions, produces a negative viscous coefficient, this should help to 
give the PPM simulated flow the slight kick needed for it to develop turbulent 
motions on the scales resolved by the grid in this same region from about 32 Ax to 
about 8 Ax. Thus we can hope that a successful statistical model of turbulence 
would make the computed results of such an LES computation with PPM accurate 
right down to the dissipation range at wavelengths of about 8 Ax for both the 
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this level of simulation accuracy would 
be maintained for the solenoidal velocity field within turbulent regions as well. 
Such an LES formulation should improve the ability of the numerical scheme to 
compute correct flow behavior, so that in these regions it would match the results of 
a PPM Euler computation on a grid refined by a factor between 2 and 4 in each 
spatial dimension and time. The enhanced resolving power in these regions of such 
a PPM LES scheme over an accurate Navier-Stokes simulation at the highest 
Reynolds number permitted by the grid would be very much greater still, as the 
power spectra in Figure 2 clearly indicate. In this statement, we have of course 
assumed that an approximation to the infinite Reynolds number limit is desired, and 
not a simulation of the flow at any attainable finite Reynolds number. In 
astrophysical calculations, as in many other circumstances, this is generally the case. 

In addition to providing the essential, highly resolved simulation data needed to 
validate subgrid-scale turbulence models for use in our PPM scheme, our billion-cell 
PPM Euler simulation of homogeneous, compressible turbulence gives a fascinating 
glimpse at the process of transition to fully developed turbulence. In the sequence 
of snapshots of the distribution of the magnitude of vorticity in this flow given in 
Fig. 3, we see that the vortex sheet structures that emerged from our random stirring 
of the flow on very large scales develop concentrations of vorticity in ropes that 
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become vortex tubes. These vortex tubes in turn entwine about each other as the 
flow becomes entirely turbulent. We note that our first billion-cell simulation of this 
type was performed in collaboration with Silicon Graphics, who in 1993 built a 
prototype cluster of multiprocessor machines expressly for attacking such very large 
computational challenges. The simulation shown in Figure 3 was performed in 1997 
on a cluster of Origin 2000 machines from SGI at the Los Alamos National 
Laboratory. Although we have used results of this simulation to test subgrid-scale 
turbulence model concepts, we will discuss detailed ideas for such models in the 
context of an even more highly resolved flow. 

3 Turbulent fluid mixing at an unstably accelerated interface 

An example of a turbulent flow driven by a large-scale physical mechanism is that of 
the unstable shock-acceleration of a contact discontinuity (a sudden jump in gas 
density) in a gas. This calculation was carried out as part of the DoE ASCI 
program's verification and validation activity, and it was intended to simulate a 
shock tube experiment of Vetter and Sturtevant14 at Caltech. In the laboratory 
experiment, air and sulfur hexafluoride were separated by a membrane in a shock 
tube, and a Mach 1.5 shock impinged upon this membrane, forcing it through an 
adjacent wire mesh and rupturing it. The interface between the two gases is unstable 
when accelerated by a shock, and both the large-scale flexing of the membrane and 
the wire mesh impart perturbations that are amplified by this Richtmyer-Meshkov 
instability. The conditions of this problem therefore provide a context to observe 
the competition and interaction of small- and large-scale perturbations of the 
interface along with the turbulence that develops. 

In Fig. 4, at the top left on the next page, a thin slice through the unstable 
mixing region between the two gases is shown in a volume rendering of the entropy 
of the gas. The entropy, after the initial shock passage, is a constant of the motion, 
with different values in each gas. In the figure, white corresponds to the entropy of 
the pure initially denser gas, while the pure initially more diffuse gas is made 
transparent. The regions of intermediate colors in the figure show different propor­
tions of mixing of the two fluids within the individual cells of the 1920 x 20482 grid 
(8 billion cells). Below this image, a volume rendering of the enstrophy, the square 
of the vorticity, is shown for the same slice. This simulation was carried out on the 
Lawrence Livermore National Laboratory's large ASCI IBM SP system using 3904 
CPUs. A constraint of this particular supercomputing opportunity was that the 
previously tuned simplified version, sPPM5, of our PPM

 4
 gas dynamics code had 

to be used. This constraint limited us to a single-fluid model with a single gamma-
law equation of state to simulate the air and sulfur hexafluoride system in the 
Caltech experiment. We chose a gamma value of 1.3 and initial densities of 1.0 and 
4.88 to represent the experiment as best we could under these constraints. The 
interface perturbation was 0.01 * [-cos(27tx)cos(27ty) + | sin(10Ttx)sin(10jty) | ]. 
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We initialized the fluid interface as a 
smooth transition spread over a width of 
5 grid cells. This initialization greatly 
reduced the amplitude of the high 
frequency signals that are unavoidable 
in any grid-based method. The sPPM 
method of capturing and adverting fluid interfaces forces smearing of these transi­
tions over about 2 grid cells and resists, through its inherent numerical diffusion, 
development of very short wavelength perturbations. By setting up the initial 
interface so smoothly, we assured that after its shock compression it would contain 
only short wavelength perturbations that the sPPM scheme was designed to handle. 
Nevertheless, the flow is unstable, so one must be careful in interpreting the 
results. 

A detailed discussion of the results of this simulation will be presented 
elsewhere

15
. As with the homogeneous turbulence simulations discussed earlier and 
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compressible 
.6,16,17 

Power spectra for the longitudinal velocity at the 
midplane in 3 Richtmyer-Meshkov simulations 

with sPPM on progressively finer grids. 

our simulations of 
convection in stars6'

16
'
17

, this 
Richtmyer-Meshkov problem demon­
strates convergence upon mesh 
refinement to a velocity power 
spectrum, in this case for the 
longitudinal velocity, shown in the 
figure to the right on this page, that 
demonstrates an energy-containing 
range determined by the initial and 
boundary conditions of the problem 
with a short inertial range with 
Kolmogorov k ~

5n

 scaling. At the 
highest wavenumbers, the numerical dissipation of the sPPM Euler scheme is at 
work, and there is again, just above this dissipation range, a short segment of the 
spectrum with a slope flatter than the Kolmogorov trend. The 8-billion-cell grid of 
this calculation is so fine that it allows us to apply a Gaussian filter with full width at 
half maximum of 67.8 cells, producing a complex filtered flow consisting mostly of 
the energy-containing modes (a 128-cell sine wave is damped by a factor of lie). 
We interpret the many well-resolved modes at scales removed by the filter as fully 
developed turbulence. Using the PPM code, we might hope to capture the modes of 
the filtered fields on a grid of 2563 cells. If we can use our 8-billion-cell data to 
characterize the statistical effects of the turbulent modes beneath the 128-cell scales 
preserved by the filter, then an LES calculation on a very much coarser grid that 
made use of this characterization might succeed in producing the correct statistically 
averaged behavior of the mixing layer. With this goal in mind, we consider the rate, 
FSGS , of forward energy transfer from the modes preserved by the filter to those 
eliminated by it. 

If we denote the filtered value of a variable, such as the density p, by an over-
bar, p , then we will denote by a tilde the result of a mass-weighted filtering, as for 

the velocity: u=pu/p~. With these definitions, the filter when applied to the 
equation of momentum conservation produces the following result: 

dpUi -. . . ^ _ 
+ o jipUtUj) = d.p + d.T,j dt 

where T- PUJUJ - pu/Uj is a quantity that we call the "subgrid-scale" stress 

(considering, for our present purposes, the computed structures below the filter scale 
to be "subgrid-scale" structures in an imagined LES computation). The filtered 

kinetic energy is now K = p~u212, and the equation for dK/dt that can be 

derived from the momentum equation above and the continuity equation contains a 

www.20file.org

www.semeng.ir


12 

term - «. djTy , which is in turn - 3 . (ul Ty ) + (dJui)T\.. The first term in 

this second expression is the divergence of an energy flux, and the negative of the 

second term, — (djU^Ty , we identify as the rate of kinetic energy transfer, FScs, 

from the modes on scales larger than our filter to the "subgrid-scale" modes on 
smaller scales. In the illustrations two pages earlier, this forward energy transfer 
rate, FSGS , is visualized along with the enstrophy (square of the vorticity for u ) and 

the deviatoric symmetric strain, n!=X dx, dx, 
V 

--SyV-U 
3

 J 

J 
Although there is a positive correlation between FSGS and I I , it is clear from 
these images that the forward energy transfer rate is both positive and negative. 
Thus if we use II2 to model FSGS , we must include another factor which switches 
sign at the appropriate places in the flow. The situation is clearest in the region of 
the largest plume in the center of the problem domain. The "mushroom cap" at the 
top of this plume is essentially a large ring vortex, as indicated in the diagram at the 
lower right. Near the top of the plume, the top in the diagram, there is an approxi­
mate stagnation flow, with compression in the direction along the plume and with 
expansion in the two dimensions of the plane perpendicular to this, the plane of the 
original unstable layer. The transfer of energy to small scales is large in this region. 
Here we believe that small-scale line vortices are stretched so that they tend to 
become aligned in this plane in myriad directions, which leads to their mutual 
disruption to produce even smaller-scale line vortex structures. We have observed 
this process in great detail at the tops of rising, buoyant plumes in our earlier high-
resolution simulations of stellar convection (cf. [

17
'
18

] and particularly the movie 
looking down on the top of the simulated 
convective layer). At the base of the vortex 
ring in the diagram at the right, and in the 
lower portion of the "mushroom cap" of the 
large, central plume in the simulated 
Richtmyer-Meshkov mixing layer, the flow 
compresses in two dimensions while it 
expands in the third, the dimension along the 
length of the plume. Here there is energy 
transfer from the small scales to the large, as 
indicated by negative values of Fscs

 m
 the 

volume-rendered image. Here we believe that 
vortex tubes become aligned in the single 
stretching direction, so that they are likely to 
interact by entwining themselves around each 
other to form larger vortex tube structures, a 
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The rate of energy transfer to ; 
*rid scales is strongly ; 

correlated with a 
function, below, 

of the resolved 
fields. 

process that we have also observed in 
greater detail in our stellar convection 
studies (cf. [

17
'
18

] and the portion of the 
movie that shows the conglomeration of 
vertically aligned vortex tubes in the 
downflow lanes along the edges of the 
convection cells). This behavior of the 
forward energy transfer rate, FSGS > 
with its sign dependence on the nature 
of the local flow field, gives us the hint 
that this transfer rate, which must be 
central to any successful subgrid-scale 
model of turbulence, should be 
modeled in terms of the determinant, 
det(n), of the deviatoric symmetric strain tensor for the filtered velocity field, which 
flips sign in the appropriate locations (since the determinant is just the product of the 
3 eigenvalues of the matrix). This yields a much better correlation than using IT , 
as is the more usual choice. The correlation is improved still further by including 
the obvious dependence of FSGS on the divergence of the filtered velocity field, 
which transports turbulent kinetic energy from larger to smaller scales by simply 
compressing the overall flow in a region. Thus we obtain: 

1 

j d 
-.0001 a .0001 

Q016RoDet+DivAA 

i \ SGS •A?fp Qd,Uj\2V'ii + - d e t n / ) 

where 11/ represents n for the filtered velocity field, and Xf is a filter wavelength, 
equal to 128 cells for our Gaussian filter with full width at half maximum of 67.8 
cells. This correlation, which is excellent, is shown in the figure at the top right. 
The data from our billion-cell simulation of homogeneous, compressible turbulence, 
described in the first part of this article, supports this same model for FSG$ with an 
equally strong correlation to that shown in the figure here, even though in that flow 
the divergence of the filtered velocity field, with an rms Mach number of about 1/3, 
tends to dominate the term in 11/ on the right in the above relationship. For this 
data, as described earlier, two filters are used, wim full widths at half maximum of 
67.8 and 6.03 cells. 

The relation for FSGS given above can perhaps be used in building a k-e 
model of subgrid-scale turbulence. In this case, a model for the subgrid-scale stress, 

ty , that produces this relation for FSGS is T^kS.+ATl, where k, the 

&p\dM; and subgrid-scale turbulent kinetic energy, TU , is approximated by A"f p\ 

where A = (A2
f p/2) (de t ( l l ) / |1T | 2 ) can be either positive or negative. This 

suggests a mechanism for incorporating the model into the momentum and total 
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energy conservation laws of a numerical scheme such as PPM while maintaining the 
scheme's strict conservation form. The approximation of k, the subgrid-scale 
turbulent kinetic energy, involving velocity changes on the scale of the filter 
demands that, in proper LES style, the larger turbulent eddies are resolved on the 
grid, so that these velocity changes are meaningful. In the spirit of a k-z model, we 

could replace A,fP\dtUj\ by k in the relation for FSGS and use the resulting 

form for FSGS as the time rate of change of A: in a frame moving with the velocities 

U,, that is, with the resolved velocity field in the LES calculation. A further term, 

related to the e of a k-e model, representing the decay of k due to viscous 
dissipation on scales well below that of the grid would also have to be included. We 
would then have a dynamical partial differential equation for k to solve along with 
the conservation laws for mass, momentum, and total energy. Constructing such a 
subgrid-scale model of turbulence for use with the PPM gas dynamics scheme is a 
subject of future work. 
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BP 4229, 06304 Nice Cedex 4, France 

E-mail:sulem@obs-nice.fr 

Direct numerical simulations of the three-dimensional Hall-MHD equations and 
of a long-wavelength asymptotic model are used to study the instabilities and the 
nonlinear dynamics of a circularly polarized Alfven wave subject to a weak random 
noise. The evolution is shown to be strongly sensitive to the spectral extension of 
the initial noise, due to the presence of competing instabilities. The formation of 
magnetic filaments is usually observed when only large-scale modulational pertur­
bations are permitted, while a more turbulent picture is obtained when small-scale 
unstable modes are initially excited. A filamentary dynamics nevertheless develops 
in the presence of a broad initial spectrum in the case of a right-hand polarized 
pump of long wavelength. 

1 Introduction 

The magnetohydrodynamic (MHD) description of magnetized plasmas con­
centrates on length scales that are much longer than the ion inertial length 
c/u)pi, defined as the ratio of the light velocity to the ion plasma frequency, 
and time scales much larger than the inverse ion gyromagnetic frequency Q,~ . 
When dealing with phenomena whose characteristic scales approach these lim­
its, the Hall term that originates from the ion inertia becomes relevant in the 
generalized Ohm's law. In the absence of significant dissipation, the dynamics 
is then governed by the Hall-MHD equations

1 

dtP + v-(pu) = o (i) 

p(5tu + u-Vu) = -^V/97-r(Vxb)xb (2) 
7 

<9tb-Vx(uxb) = --^-Vx(l(Vxb)xb) (3) 
K{ \p / 

V b = 0. (4) 

As usual, p is the density of the plasma, u its velocity and b the magnetic 
field. The equations are written in a nondimensional form, taking as unity 
the Alfven speed CA = Bo/^inpo, where B0 is the magnitude of the ambient 
magnetic field and po the mean density of the plasma. Furthermore, /? = 
c^/cA, where cs is the sound velocity, 7 is the polytropic gas constant and 
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Ri = CliL/cA, where I is a reference length, denotes the nondimensional 
ion-cyclotron frequency. 

In the presence of an ambient magnetic field taken in the x direction, 
the Hall-MHD equations admit special solutions, named after Ferraro,2 in 
the form of finite-amplitude circularly-polarized Alfven waves by — i<rby = 
Boe'(

kx

~
utS>

 propagating along the magnetic field with, for forward propa­
gation, a dispersion relation w = f|̂ - + k\ 1 + [jjf) where a = +1 or 

— 1, depending on right-hand or left-hand polarization. An important issue 
concerns the instabilities that can affect such pump waves and the forthcom­
ing nonlinear dynamics that can lead to small-scale formation and heating 
of the plasma. For purely longitudinal perturbations, the problem becomes 
one-dimensional and was extensively studied. Depending on the situation, 
solitonic structures, envelope solitons or a turbulent cascade are obtained.

3 

Another special case corresponds to the effect of transverse perturbations. 
For small amplitude waves, the problem is amenable to a multiple-scale anal­
ysis leading to a two-dimensional nonlinear Schrodinger (NLS) equation4 for 
the pump envelope that, in some instances, predicts wave collapse and forma­
tion of intense magnetic filaments (Alfven wave filamentation).

5-7 

When scale separation does not hold, as a consequence of a finite-
amplitude wave or of instabilities at the scale of the pump, the problem is to be 
addressed by numerical simulations. It nevertheless simplifies when the Alfven 
wave is considered in the long-wavelength limit. By means of a reductive per-
turbative expansion, the Hall-MHD equations then lead to long-wave asymp­
totic equations that can be viewed as a three-dimensional generalization

8,9 

of the derivative nonlinear Schrodinger (DNLS) equation
10-14

, including the 
coupling to the magnetosonic waves averaged along the direction of propaga­
tion. These equations provide in particular a description of transverse collapse 
in the case of finite amplitude Alfven waves where filamentation is replaced 
by the formation of "magnetic pancakes" with moderate amplification of the 
wave amplitude but development of strong gradients.1

5 

Simulations are presented here for various regimes of parameters. The 
algorithms used for the three-dimensional Hall-MHD and DNLS equations 
are based on a Fourier spectral method and a third-order Runge-Kutta time 
stepping discussed in the appendix. In all the simulations we used c^/fi; = 
c/uipi as the reference scale L, which implies /?,• = 1. A main observation is 
the sensitivity of the nonlinear dynamics not only to the characteristics of the 
pump wave but also, because of the presence of various competing instabilities, 
to the spectral extension of the initial perturbating noise. 
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2 The special case of longitudinal dynamics 

A first illustration of the multiplicity of regimes developed by dispersive Alfven 
waves propagating along the ambient field is already obtained in one space 
dimension. In the plane (&,/?), the ranges of existence of the various linear in­
stabilities affecting a small-amplitude circularly polarized pump of wavenum­
ber k appear to be delimited by the resonances associated with the equality 

8 
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Figure 1. Instability regions in the plane (/3, k) for a small-amplitude Alfven wave with right-
hand (a) or left-hand (b) polarization. Thick lines delimit the domains of the filamentation 
instability. Points A and B correspond to typical conditions in forthcoming numerical 
simulations. 
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Figure 2. Growth rate versus perturbation wavenumber (both normalized by the pump 
wavenumber k) for examples of decay (a), modulational (b) and long-wavelength modula­
tional (c) instabilities, for a right-hand polarized wave when /? = 2.7. 
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of the sound speed (given by \f]i when the Alfven velocity is taken as unity) 
with the group or phase velocities vg or v$ of the Alfven wave16 (Fig. 1). Note 
that different instabilities can coexist in the case of a left-hand polarized wave. 
As exemplified in Fig. 2(a), decay instability affects wavenumbers larger than 
the pump wavenumber k, while the instability is said modulational in the 
Alfven wave literature17 when the unstable wavenumbers are smaller than k 
(Fig. 2(b)). The rescaling by the pump wavenumber in Fig. 2 is suggested 
by the fact that for a wave perturbation of the form e 'P±tf)*-("±")t], the 
dispersion relation implies that fi/fc depends on K/k and k/Ri. In the spe­
cial case of a "long-wavelength" modulational instability that extends down 
to the zero wavenumber (Fig. 2(c)), the forthcoming nonlinear dynamics is 
amenable to a multiple-scale analysis that leads to a nonlinear Schrodinger 
(NLS) equation 

idTB + ^ B + ^f^\BfB = 0. (5) 

This equation describes in terms of the stretched variables £ = e(x — vgt) 
and r = e2t, the evolution of the Alfven wave amplitude defined, up to sub-
dominant harmonics, by by — iabz = eBel(

kx

~
wt

*> with a — — 1 for left-hand 
polarization and a = +1 for right-hand polarization. In one space dimension, 
the cubic NLS equation is integrable and predicts the formation of envelope 
solitons. In contrast, when the instability takes place at smaller scales (Figs. 
2(b) and 2(c)), the coupling to the magnetosonic waves plays an important 
role, leading to strong nonlinear phenomena with formation of density shocks. 

When the pump wavenumber k is decreased to order e2, while the wave 
amplitude is kept of order e, the dispersion becomes comparable to the non-
linearity and the dynamics is no longer governed by an envelope equation. 
It is nevertheless amenable to a reductive perturbative expansion which, for 
/? 7̂  1, selects the Alfven waves. To leading order, they are governed by 
the previously mentioned DNLS equation for the transverse magnetic field 
by + ibz = cb 

d*b + 4 ( 1 3 ^ {^2 - ^
b

) + W^
 =

 °'
 (6) 

where the brackets indicate averaging along the direction of propagation. The 
stretched variables are defined as £ = e2(x — t) and T = e4t. Like many 
other long-wavelength equations (Korteweg-de Vries, Benjamin-Ono, etc.), 
the DNLS equation is a soliton equation integrable by inverse scattering.1

8 

It involves a complex field because of the degeneracy associated with the 
equality in the dispersionless limit of the phase velocity of the Alfven and 
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Figure 3. Spectral instability range as delimited by 6,, Fourier modes contours (similar pic­
ture with bz) obtained by two-dimensional numerical simulations of Hall-MHD equations, 
for a small-amplitude right-hand polarized Alfven wave with k = 0.5 (a) or k = 0.8 (b) both 
for /? = 2.7, and for a left-hand polarized wave with k = 1 when 0 = 1.5. The (positive) 
longitudinal and transverse wavenumbers are measured in units of Afcii = 1/112 (a), 1/80 
(b), 1/50 (c) and Ak± = 1/72 (a), 1/96 (b), 1/28 (c). 

fast (0 < 1) or slow (/? > 1) magnetosonic waves in the case of propagation 
along the ambient field. It is convenient to introduce a parameter v, mea­
suring the relative magnitude of the dispersion compared to the nonlinearity. 
For this purpose, denoting by bo and k"1 the initial typical amplitude and 
(longitudinal) wavelength of the transverse magnetic field, we rescale b by 
6o, the longitudinal coordinate by k~l and the time by (&6g)

_1
. In Eq. (6) 

the coefficient ^ - is then replaced by v = „„
fc

.2. In the limit of large v 

(very small amplitude wave), the dispersion is dominant and a multiple-scale 
analysis performed on the DNLS equation reproduces the NLS equation (5) 
where the coefficients are taken in the limit k —> 0. The DNLS equation that 
does not retain counterpropagating waves cannot however describe the decay 
instability (that survives in the long-wavelength limit) and is thus restricted 
to plasmas with /? > 1. In this case, quantitative comparisons with the direct 
numerical simulations16 show a satisfactory agreement on times that scale like 
e~4, which validates the asymptotics. 

3 Multidimensional linear instabilities 

The longitudinal instabilities displayed in Figs. 1 and 2 have multidimensional 
extensions and coexist with transverse and oblique instabilities, as seen in 
Fig. 3 for a right-hand polarized wave in typical conditions corresponding to 
points A (k = 0.5, /? = 2.7) and B (Ar = 0.8, /? = 2.7) of Fig. 1(a) and for 
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left-hand polarization with k = 1 and (3 = 1.5. The instability ranges are 
obtained by short-time integrations of the Hall-MHD equations, restricted to 
two space dimensions because of the symmetry of the problem with respect 
to the direction of the transverse component of the perturbation wave vector. 
The nonlinear dynamics is in contrast sensitive to the presence of a third 
dimension. 

As the pump wavenumber is reduced, the dynamics considerably slows 
down and it is convenient in this regime to use a three-dimensional extension 
of the DNLS equation discussed in Section 2. This long-wavelength limit 
involves a scaling of the transverse variables r\ = e3y, £ = e3z and must include 
the coupling to mean fields (denoted by bars or brackets) resulting from the 
averaging of magnetosonic waves along the direction of propagation

8,9 

dTb + d( QfcP + (ux + ±bx)b^j - \dLP + ^ - % 6 = 0 (7) 

dTux=
l-{d*L(bP) + dL{b*p)) (8) 

d& + \{d\b + d1b*)=<i. (9) 

In the above 3D-DNLS system, the notation d± — dv + id( has been in­
troduced. Like the mean longitudinal velocity ux, the induced longitudinal 
magnetic field is rescaled by a factor e and is separated in mean and fluctuating 
parts in the form bx+bx. Furthermore, bx — — jj-g-(' j ~^M) where the con­
stant EM , defined as the average over the whole domain of the magnetic energy 

I6I
2 

density '-^-, is retained to ensure that bx is zero in one space dimension. The 
fluctuations of magnetic pressure are given by P — 2(I-B)(^X + H 2 ~ (l^|2))-
By means of the same change of variables as in one dimension, together with 
the rescaling of the transverse coordinates by (&o&)-1 and of the fields ux, bx, 
bx by 6Q, the coefficient -^- is replaced by the parameter v in Eq. (7). Nu­
merical simulations of Eqs. (7)-(9) show that the range of the unstable modes 
for a left-hand polarized pump in the long-wavelength limit remains qualita­
tively similar to that of Fig. 3(c), with the persistence of significant oblique 
instabilities. In contrast, the spectral instability range strongly simplifies in 
the case of a right-hand pump and concentrates to large-scale modes in the 
purely transverse and longitudinal directions. In this case, for both large 
{y = 50) and moderate (v = 0.5) dispersion regimes, the growth rate in the 
transverse direction is dominant by about one order of magnitude when f3 = 3. 
As checked on direct numerical simulations of the Hall-MHD equations with 
decreasing pump wavenumber, the other instabilities are either suppressed or 
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moved to scales that are too small to be retained by the DNLS asymptotics. 

4 Transverse dynamics and filamentation 

As already mentioned, special attention was devoted to the transverse insta­
bility that affects low frequency modes and is amenable to a multiple-scale 
analysis leading to a two-dimensional NLS equation

6 

idTB + aA,B - kvg ( 1 - ~ ~ ; ) \B?B = 0. (10) 

Here the Laplacian is taken relatively to the stretched transverse variables 
Y — ey and Z — ez. It follows that a right-hand polarized pump wave is 
unstable relatively to a long-wavelength transverse modulation (filamentation 

4 

instability) when v^ < f3 < j ^ y , while a left-hand polarized pump wave is un-

stable when /3 > v\ (Fig. 1). In one dimension, the nonlinear saturation of the 
instability results in the formation of solitonic structures, while much more vi­
olent effects take place in two dimensions where the wave focuses transversally 
and collapses with a local blowup of the field B, associated with a breakdown 
of the multiple-scale asymptotics. In the primitive variables, this corresponds 
to the formation of intense magnetic filaments parallel to the ambient field. 
The question however arises of the relevance of the filamentation phenomenon 
in a context where the dynamics is not restricted to purely transverse insta­
bilities. As seen in Fig. 3, the spectral ranges of the instabilities that develop 
for a pump of moderate wavenumber are rather extended and one may expect 
that the dynamics resulting from a competition of several instabilities will be 
sensitive to the characteristics of the initial noise. 

As already noticed, the situation strongly simplifies in the DNLS descrip­
tion of a right-hand polarized pump, due to the absence of oblique instabili­
ties. Numerical simulations of Eqs. (7)-(9) in the strongly dispersive regime 
[y — 50) with a broad-spectrum initial noise show the formation of magnetic 
filaments.19 In order to resolve the phenomenon of wave filamentation more 
accurately, in a context where only the transverse dynamics turns out to be 
relevant, we chose to present here simulations in a periodic box whose longi­
tudinal extension equals the wavelength of the pump.15 Figure 4(a) displays 
the filamentation that occurs for v = 50 when j3 = 3. The transverse cut pre­
sented in Fig. 4(b) shows that at the end of the simulation, the intensity |6|

2 

has been locally amplified by two orders of magnitude. When the strength of 
the dispersion is reduced (v = 0.5), the transverse dynamics is no longer gov­
erned by the two-dimensional NLS equation. In this case, the amplification 
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0>) 

Figure 4. Magnetic filaments where |6|2 exceeds its initial value by a factor 10 (a) and 
snapshot of | h | 2 in a plane transverse to the ambient field (b) in numerical simulations of 
the 3D-DNLS system with (3 = 3 and u = 50 at resolution 32 X 2562. The arrow refers to 
the direction of the ambient magnetic field. 

(a) (b) 

Figure 5. "Magnetic pancakes" where \b\2 exceeds its initial value by a factor 4 (a) and 
snapshot of \b\2 in a plane transverse to the ambient field (b) in numerical simulations of 
the 3D-DMLS system with 0 = 3 and v = 0.5 at resolution 32 X 1282. 

of the transverse magnetic field is only moderate and its intensity displays 
significant variations in the longitudinal direction, leading to the formation 
of magnetic structures with a pancake shape (Fig. 5(a)). Strong gradients 
develop in planes transverse to the ambient field (Fig. 5(b)) and the question 
arises of the existence of a finite-time gradient singularity. 
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Still in the case of a right-hand polarized pump, it is of interest to con­
sider the effect of increasing the wavenumber to moderate values (point A of 
Fig. 1(a)) for which the longitudinal modulational instability remains at large 
scale with nevertheless the presence of oblique instabilities at small scales 
(Fig. 3(a)). Direct numerical simulations of the Hall-MHD equations show 
that if small-scale modes are initially excited, they will prevent the formation 
of coherent magnetic structures (filaments or pancakes). Instead, small-scale 
structures are randomly scattered within the domain, with no significant am­
plification of the wave intensity. In contrast, when the initial perturbations 
are confined at sufficiently large scales, the oblique instabilities play no role 
and the dynamics, resulting from the competition of comparable large-scale 
transverse and longitudinal instabilities, leads to the formation of elongated 
structures where both the modulation associated with the longitudinal insta­
bility and the effect of the pump harmonics are visible (Fig. 6(a)). 

When increasing further the pump wavenumber, the longitudinal insta­
bility no longer affects the largest scales but rather those comparable to the 
pump wavelength (point B of Fig. 1(a)). Two classes of perturbations are 
then considered. For an initial noise at scales large compared to that of the 
longitudinal instability, only large-scale oblique instabilities can compete with 
the transverse dynamics and filamentary structures weakly modulated by the 
corresponding oblique modes are visible (Fig. 6(b)). At the opposite, with a 
broad-spectrum perturbation, the dynamics is dominantly longitudinal with 
the formation of magnetic pancakes mostly transverse to the ambient field. 

In the context of left-hand polarization, the presence of oblique insta­
bilities extending from large to small scales make the formation of magnetic 
filaments possible only with initial perturbations limited to very large scales.1

9 

Even in this case, the structures are significantly modulated and progressively 
destroyed as the initial spectrum is broadened. 

Finally, as the wave amplitude is increased, one observes on the Hall-
MHD simulations that, like in the DNLS limit, the intense magnetic filaments 
are replaced by magnetic pancakes of moderate amplitude. 

5 Concluding remarks 

The instabilities and the further nonlinear evolution of a circularly polarized 
Alfven wave are analyzed in the context of Hall-MHD that retains dispersive 
effects due to ion inertia. The strong sensitivity of the dynamics to the spec­
tral extension of the initial noise is in particular pointed out. Furthermore, 
the transverse collapse of a small-amplitude wave, leading to the formation of 
intense magnetic filaments parallel to the ambient field, is shown to be espe-
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cially relevant for long-wavelength pumps with right-hand polarization, even 
in the presence of broad-spectrum perturbations that in other regimes may 
induce a more turbulent regime. Wave filamentation provides a mechanism 
for small scale formation that permits acceleration and heating of the plasma 
in a regime where no small-scale instabilities are present, and thus without 
requiring large-amplitude waves or inhomogeneity of the medium. Future de­
velopments should include the influence of finite ion Larmor radius

 20 ,2
1 and 

the role of kinetic effects that are believed to be relevant when the parameter 
/? exceeds unity. In one space dimension, a simple description of the latter 
effects in the long-wave limit is provided by additional nonlocal terms in the 
DNLS equation.

22
-2

4 

Appendix: Numerical schemes 

Both the three-dimensional Hall-MHD and DNLS equations are integrated us­
ing a pseudospectral method based on Fourier mode expansion. The dynamics 
being strongly sensitive to the linear instabilities that affect the system, a spe­
cial attention is to be paid to the choice of the spatial discretization, in order to 
retain the most unstable modes. This may require the use of a computational 
box with different sizes in the longitudinal and transverse directions. 

Concerning the time stepping, the Hall-MHD equations are solved with 

Figure 6. Regions where the transverse magnetic field intensity exceeds its initial value by 
a factor 4.5 in the conditions of point A (a) and by a factor 3.5 in the conditions of point B 
(b), resulting from the instability of an Alfven wave of initial amplitude 0.1, in numerical 
simulation of Hall-MHD equations at resolution 128 x (64)2. 
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a low-storage Runge-Kutta scheme.25 For the DNLS system, symbolically 
written 

the same scheme is used for the nonlinearities N(U), while the Hall term L U 
that in this case is linear and purely longitudinal, is treated exactly, using an 
exponential scheme. The transition from tn to tn+\ — tn+St is then given by 

Vx = e¥^ (un + ±Hi) Hi = StN(Un) 

V2 = c A
f t i

( 7 i + i | jy 2 ) H2 = StNiVi) - ^
StL

H! 

Un+1 = ei
ftL

(y2 + f-5H3) H3 = StN(V2) - ~e*
itL

H2. 

This numerical scheme is slightly dissipative, of an amount consistent with 
the (<W)3-accuracy, which contributes to the numerical stability. 

For the Hall-MHD equations, the maximal time step St allowing numeri­
cal stability varies like TV-2 in terms of the number N of collocation points in 
each direction. The integrations are also very time consuming due to the slow 
growth rate of the modulational instabilities, while the time step (typically 
St = 1.25 • 1CT3 for TV = 128 in the conditions of our simulations that include 
a spherical truncation of the spectral domain) is constrained by stability con­
ditions. As a consequence, the three-dimensional simulations were limited to 
this resolution. 

We also checked on one-dimensional integrations, that with the time step 
retained for the above Runge-Kutta scheme, an Adams-Bashforth scheme 
would be unstable without the inclusion of extra dissipative terms leading 
to an overall dissipation larger than that obtained with the Runge-Kutta 
algorithm. 
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1 Introduction 

Astrophysical jets span an enormous range of characteristic sizes, with lengths 
ranging from ~ 1015 cm (e.g., the "microjets" from T Tauri stars) to ~ 1025 cm 
(for powerful jets from radio galaxies). These sizes are of course in all cases 
enormous relative to the sizes of "aeronautical" or laboratory jets, which range 
from ~ 1 cm to ~ 104 cm. 

However, the differences between astrophysical and laboratory jets are not 
as large as the above discussion appears to suggest. While some extragalactic 
jets appear to have Mach numbers of order unity, most astrophysical jets are 
hypersonic, with a M ~ 5-100 Mach number range. As there are published 
results of laboratory jets with Mach numbers of up to ~20 (see, e.g., Harvey 
and Hunter1), it is clear that the experiments do get into the range of interest 
for astrophysical flows. 

Interestingly, it is hard to estimate the Reynolds number of many astro-
physical jets. The mean free path of the ions and electrons in an extragalactic 
jet is larger than the diameter of the jet beam, resulting in a low Reynolds 
number for the flow, and calling into question whether or not a gasdynamic 
description of this kind of flow is indeed appropriate at all. However, the 
gyroradius of the charged electrons is much smaller than the jet beam diame­
ter, and magnetic field-particle interactions probably provide a large effective 
cross section. It is believed (though not proven in detail) that this kind of 
process does result in a fluid behavior for the jet flow, and that the effective 
Reynolds number of the flow is high. For the case of the much lower en­
ergy (and many times mostly neutral) jets ejected by stars, there is no doubt 
that the Reynolds number is indeed very high, with values in excess of 105. 
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Therefore, it is usually conjectured that astrophysical jets are in the "high 
Reynolds number regime" (Re> 105), in which the properties of the flow are 
independent of the actual value of Re. This high Reynolds number regime is 
easily reached in laboratory experiments of supersonic jets. 

From the above discussion, we see that both the Mach and Reynolds 
numbers of astrophysical jets can be reached with laboratory experiments. 
There are, however, some interesting differences between astrophysical and 
"experimental" jets. 

Both extragalactic and stellar jets show coherent shock structures that 
travel away from the jet source. These structures are produced either as a 
result of an intrinsic variability of the ejection, or as instabilites in the jet 
beam in the region close to the source. If one is to find such type of behavior 
in a laboratory jet, one needs to have a jet production mechanism that can 
vary over very short timescales and a very fast measuring system (since trav­
elling shock waves will be advected down the jet beam in milliseconds). Such 
experiments are indeed possible and will be discussed below. 

Finally, another important difference between astrophysical and labora­
tory jets lies in their radiative properties. While laboratory jets are adiabatic 
(which in the astrophysical vocabulary actually means "nonradiative"), hav­
ing radiative energy losses which are small compared to the total energy of 
the jet, astrophysical jets range from the adiabatic regime (for extragalactic 
jets) to the highly radiative regime (for jets from young stars). Even though 
the effects of a radiative energy loss can be simulated in laboratory flows by 
introducing liquid droplets with an appropriate vaporization latent energy, 
we are not aware of any published results in which this kind of technique has 
been used for supersonic jet flows. 

In this paper, we describe the general characteristics of a new, adaptive 
grid gasdynamic code (section 2). We then present a comparison of "starting 
jet" experiments with numerical simulations carried out with our code (sec­
tion 3). Finally, we discuss the observational properties of a hypersonic jet 
produced by a recently formed star and present numerical simulations of this 
astrophysical object (section 4). 

2 The "yguazii-a" code 

We have developed a new code that integrates the gasdynamic equations, to­
gether with a system of rate equations for chemical/atomic/ionic species, in 
either two (cartesian or cylindrical) or three dimensions. The gasdynamic 
equations are integrated with a second order adaptation of the "flux vector 
splitting" method of Van Leer2, and the microphysical rate terms are inte-
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Figure 1. Schematic diagram showing a cube in grid g (with vertex i,j,k closest to the 
origin of the coordinate system), and the contiguous cubes of grid 3. The thin, solid lines 
show the geometry of the points to be generated on refinement to grid g + 1. Eight of the 
grid g + 1 points coincide with the vertices of the grid g cube. Twelve of the grid g + 1 
points lie along the edges of the grid g cube (e.g., point i + 1/2, j , k) and are assigned flow 
variables corresponding to the straight average of the primitive variables at the contiguous 
vertices. Six grid g + 1 points lie on the center of each of the faces of the cube and are 
assigned values corresponding to the average of the four vertices of the cube face. Finally, 
there is one grid g + 1 point at the center of the cube, to which we assign the average of 
the 8 vertices of the grid g cube. 

grated with a semiimplicit method, which is described in detail by Raga et 
al.3 It is also possible to simultaneously solve a radiative transfer problem (of 
the diffuse and direct radiation), with the method described by Raga et al.

4 

The most interesting feature of the yguazii-a code is its adaptive grid. The 
gasdynamic and rate equations are integrated on an adaptive, binary, hierar­
chical computational grid. The characteristics of the 3D grid are described in 
the following. 
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• Base grid: There are two grids, g = 1 and g = 2, which are defined over 
the whole computational domain. The grid spacings along the three coor­
dinate axes of grid g = 2 are a factor of 2 smaller than the corresponding 
spacings of grid g = 1. 

• Timestep: the timestep is chosen with the appropriate Courant condition, 
and the successive grids are marched forward in time with timesteps 
which differ by factors of 2. 

• Refinements on roundoff error: As an estimate of the roundoff error, we 
use the difference between the values at a given spatial position obtained 
in two successive grids g and g — 1. If at a given time the integrated 
flow variables obtained for any of the vertices of a cube (of consecutive 
points) in the g grid differ from the results obtained in the g — 1 grid (for 
the points defined on both grids) by a fractional amount greater than a 
fixed lower limit e, the vertices of the cube are copied over to a higher 
resolution grid g + 1 (unless this region of the computational domain 
is already defined in the g + 1 grid). The missing points in the region 
of the g + 1 grid contained within the cube are created through linear 
interpolations between the values at the vertices of the g grid cube (see 
Fig. 1). 

• Refinement on proximity of higher resolution grid: If any of the vertices 
of a cube in grid g or any of the vertices of the adjacent cubes (see Fig. 1) 
is defined in grid g + 2, the cube is then copied over and interpolated into 
grid g + 1 (unless the region of the domain is already defined in g + 1). 

• Other refinement criteria: It is straightforward to introduce other refine­
ment criteria. For example, one can limit some of the grid refinements 
to a chosen spatial region, or to a given Lagrangian region of the fluid 
(which can be labeled with a passive scalar). Also, one can refine on the 
value of any of the flow variables, or on their gradients. 

• Derefinements: When the refinement criteria are not met, the correspond­
ing grid points are deleted. 

• Grid boundaries: In carrying out each timestep in grid g, it is necessary 
to use the values of the neighboring points in the grid. If these points do 
not exist, the values for the appropriate position are computed by linearly 
interpolating the primitive variables in both space and time between the 
appropriate points of grid g — 1. 
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With the points discussed above, one can construct a 3D grid system in 
which the whole domain is defined in two grids (g = 1 and 2, with a factor 
of 2 resolution difference along the three axes), and with smaller regions of 
the domain being defined in higher resolution grids (g = 4, 5, . . . , gmax) with 
successive factor of 2 increases in resolution. 

We should note that the characteristics of this adaptive grid are similar to 
the ones of the Cobra code (see, e.g., Falle and Giddings5; Falle and Raga6). 
However, it is not possible to evaluate the differences between the two codes 
as the details of the adaptive grid of the Cobra code have not been published. 

3 Validation of the code 

In order to validate the code, we compute a numerical model of a "starting 
jet" laboratory experiment. In the laboratory experiment, a 100 mJ Nd:YAG 
laser (with a 7 nanosecond pulse duration) is focused inside a 1 cm glass 
bubble. This glass bubble has an exit nozzle, which is directed away from the 
laser. 

An approximately conical region surrounding the beam convergence cone 
(Fig. 2, top panel) is partially ionized by the laser pulse (with an ionization 
fraction of ~ 1 %) and heated to a temperature of « 12,000 K. This high 
pressure region then expands, pushing out a shock wave. 

Part of this shock wave escapes through the exit nozzle, but a large region 
of the shock wave bounces aganist the wall of the glass bubble. This reflected 
shock wave rebounds again in the central region of the glass bubble, producing 
another outwards directed shock wave. Each time that the shock hits the 
surface of the bubble, a compression wave is ejected through the nozzle. For 
times t > 100/is, the gas that was heated by the laser pulse starts to leave 
the glass bubble through the nozzle, producing a very well collimated jet 
travelling into the surrounding atmosphere. The numerical simulation of this 
flow is shown in Fig. 2. 

Figure 3 shows a comparison between the numerical simulation and shad­
owgraphs obtained from the corresponding laboratory jet experiment. It is 
clear that both the initial shock waves, as well as the high temperature (and 
low density) jet are very well reproduced by the numerical simulation. In­
terestingly, at times t — 120-250 ps the head of the jet develops a persistent 
vortex. We find that even the detailed structure of this vortex is well repro­
duced by the numerical simulation. 

Some differences between the laboratory experiment and the numerical 
simulation are also evident in Fig. 3. For example, in the t = 90 fis frames, the 
numerical simulation shows a well defined jet beam and a vortex at the head 
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Figure 2. Numerical axisymmetric simulation of a jet produced by a laser-generated plasma 
bubble inside a glass bubble with an exit nozzle. The density stratifications for times i = 2, 
100, 200 and 400 fis are shown with a linear greyscale and with contours with separations 
of 1 0 - 4 g cm~ 3 . The initially conical plasma bubble expands (top graph), sending out^a 
shock wave that rebounds several times on the walls of the glass bubble. This results in 
the production of a series of compression waves that leave the glass bubble through the 
nozzle. At longer times, the air heated by the laser is ejected from the cavity, resulting 
in the production of a very well collimated jet (bottom graph). Each graph has a vertical 
spatial extent of 2 cm. 

of the jet, while the jet beam is not visible in the corresponding shadowgraph. 
This absence of the jet beam in the shadowgraph is a result of the fact that 
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Figure 3. Density distribution predicted from the numerical simulation (first and second 
columns, also see Figure 2) and shadowgraphs obtained from the experimental jet (third 
and fourth columns) for times ranging from 20 to 250 ^s from the laser pulse (the times 
in microseconds are written on the corresponding plots from the numerical simulation). 
Only the region outside of the exit nozzle is shown. Each of the graphs shows a region of 
1.8 X 1.8 cm. 

because of a shift in the optical components of the experimental apparatus, the 
region of the circular diaphragm close to the exit nozzle has fallen outside the 
CCD chip, and the jet beam is therefore outside of the image. The fact that 
the right hand side of the circular diaphragm falls outside of the imaged field is 
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Figure 4. 3.6 cm radio continuum maps of the NW lobe of the Serpens radio jet obtained at 
three different epochs with the VLA (the Very Large Array interferometer in New Mexico, 
USA). The ordinate is aligned with a NW direction (PA= 48°.55). The proper motions 
and intensity variations of the knots along the jet can be clearly seen. The axes are labeled 
in arcesconds, with the zero point corresponding to the position"of the out low source. The 
identification of the radio knots was taken from Curiel et al?. 

evident in many of the shadowgraphs shown in Fig. 3, and in order to compare 
them with the numerical simulation it is necessary to look at the positions 
of the features of the jet relative to the left edge of the circular diaphragm 
(which in all of the shadowgraphs falls within the CCD chip). Some of the 
differences observed between the numerical simulations and the experiment, 
however, are intrinsic differences, such as the lack of axisymmetry observed 
in the experiment at i = 120 jus, which of course will never be reproduced by 
an axisymmetric simulation such as the one that we have computed. 

4 Observat ions a n d models of a j e t from a young s ta r 

Let us now discuss an application of our gasdynamic code to an astrophysics! 
jet. We model the "triple radio source" in Serpens, which is a bipolar jet 
system ejected from a young star (Rodriguez et a/.7; Snell and Bally8). This 
jet shows several knots, with high proper motions which are clearly seen by 
comparing radio maps obtained over a timespan of a few years (see Fig. 4, 
and Curiel et a/.9»

10
). 

We compute a numerical model of a jet with a sinusoidal variable ejection 
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Figure 5. Column density (left, factor of \ /2 contours), pressure stratification on the cen­
tral, y = 0 plane of the outflow (center, factor of 2 contours) and the points on this plane 
chosen by the adaptiYe grid algorithm (right), for the flow obtained after a 60 yr time inte­
gration. The thick contour in the pressure plot (center) delineates the contact discontinuity 
separating the jet from the environmental material. The axes are labeled in cm. 

velocity of period rv = 10 yr3 half-amplitude Av = 80 km s"""1 and mean 
velocity VQ = 200 km s""1. The injection velocity has a direction at an angle 
of 5° from the z axis, initially lying on the xz plane, and then precessing 
around the z axis with a precession period rp = 50 yr. We also impose an 
initial jet radius rj = 5 x 1014 cm. 

We choose an initial jet density of nj = 104 cm""3 and a nenv = 103 cm™"3, 
uniform density for the surrounding environment. These parameters can be 
deduced from the radio observations of the Serpens triple radio source, using 
analytic models of jets from variable sources. 

The calculation is done on a hierarchical, binary adaptive grid with a 
maximum resolution of 7.81 x 1013 cm (along the three axes). The maximum 
resolution is only allowed in the region of space occupied by the material 
originally coming from the jet, and the region filled by environmental material 
is resolved at most with a grid of 1.56 x 1014 cm spacing. The resulting grid 

www.20file.org

www.semeng.ir


37 

t=10 yr _t= 

-

• 

=20 

A 

B 

I i i i i 

yr 

-f» 

#*• 

CO 

D 

~b 
C\2 

o 
•r-4 

_t=40 yr 

C 

-

" D -

-

-

-

-

-

-5 . 10 5 10 

t = 6 0 yr 

• • 

F — 

10 

10 

10 

Figure 6. 3.6 cm radio continuum maps predicted from the numerical jet model for inte­
gration times from 10 to 60 years. The greyscales are logarithmic, with the range shown by 
the wedge (in erg s

-
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-
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-
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) . The axes are labeled in cm. The successive 

working surfaces formed along the jet flow are labeled A through F, in order to identify the 
individual knots as they travel down the jet flow. 

structure is illustrated in Fig. 5. 
The flow stratification obtained after a t — 60 yr time integration is shown 

in Fig. 5, where we display the column density (integrated along the y axis) 
and the pressure stratification on the xz plane. The grid points on this plane 
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(chosen by the adaptive grid algorithm) are also shown. In this figure, one 
can clearly see four separate working surfaces. The leading working surface 
has a complex structure which results from the merger of a number of knots 
that catch up with the leading bow shock of the jet. 

Figure 6 shows the 3.6 cm, free-free continuum maps predicted from the 
numerical jet model for different integration times. The maps have been 
computed assuming that the xz plane coincides with the plane of the sky. In 
Fig. 6, we see the knots which are produced by the ejection velocity variability 
travelling down the jet flow and eventually catching up with the leading bow 
shock. The successive knots travel in different directions, as a result of the 
precession. It is clear that the knots show a complex time evolution. 

Given the extreme complexity of the flow, it is hard to understand in 
detail the light curves obtained for the successive knots. As pointed out by 
Raga and Noriega-Crespo

11
, the knots produced by a time-dependent ejection 

velocity have an intensity that first increases and then decreases as the knots 
travel away from the source. 

In the present simulation, this effect is combined with the precession, 
which becomes more important at larger distances from the source

12
. As the 

knots diverge from each other at larger distances from the source
13

, the trailing 
knots eventually cross the bow shock wings of previously ejected knots. These 
interactions lead to brightenings of the knots. 

A more dramatic effect is seen when the trajectory of one of the knots 
intersects the leading bow shock of the outflow. This is seen for knot C in the 
t = 50 yr map and for knot D in the t = 60 yr map (Fig. 6). 

5 Summary 

We discuss the characteristics of the new, adaptive grid gasdynamic "yguazu-
a" code. This code can solve 2 or 3D gasdynamic problems with explicit 
microphysics and coupled radiative transfer. 

In order to test the code, we present a comparison between a numerical 
simulation and an experiment of a laser-generated starting jet. This compar­
ison shows that the code reproduces the experimental results in a partially 
satisfactory way, indicating that the code does produce numerical solutions 
that correspond to correct integrations of the gasdynamic equations. 

We then use this code to model an astrophysical jet. We have computed a 
simulation with parameters appropriate for the "triple source" jet in Serpens, 
which shows evidence for both a precession of the outflow axis and for a 
time-variability of the ejection velocity. We find that predictions of radio 
continuum maps from our numerical simulation agree qualitatively well with 
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the observations. The predicted maps have a succession of bright knots which 
show large intensity variations over periods of a few years, also in agreement 
with the observed variability of the Serpens jet . 

This je t simulation is the first astrophysical application of our recently 
developed and tested adaptive grid gasdynamic code. 
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In this paper are presented the main results obtained by the adaptation of the non-
hydrostatic meteorological model MesoNH, developed at CNRM (Centre National 
des Recherches Meteorologiques) in Toulouse (France) to high angular resolution 
astronomical observations. Challenges and perspectives for future progress are 
discussed. 

1 Introduction 

At the present time, as a result of different international scientific collabora­
tions, there are many projects for modern telescopes (diameter > 8 m) and 
interferometers. Telescopes of this dimension could support ambitious scien­
tific programs such as the study of active galactic nuclei (AGN), the detection 
and exploration of extrasolar planets and the study of the circumstellar envi­
ronment of young stars. 

However, the refraction index fluctuations of the atmosphere (optical tur­
bulence: OT), introduce amplitude and phase perturbations in the wavefronts 
coming from the astronomical sources, thus reducing the image resolution to 
that of a telescope of only 10 cm in diameter. So, the potential angular reso­
lution of some microarcseconds is, in the presence of atmospheric turbulence, 
reduced to a few arcseconds. In spite of this, ground observations are com­
petitive with respect to the space-based ones because the financial investment 
is lower and the telescope's life is longer. 

Actually, a considerable amount of progress has already been achieved 
in knowing and correcting the wavefront perturbations (adaptive optics tech­
niques) and, in many cases, ground telescopes can obtain better resolution 
than space-based ones. At the same time, different techniques for the mea­
surement of optical turbulence are known and they have been employed to 
characterize astronomical sites. 

Little has been done with regard to numerical simulations related to me­
teorological models applied to the calculations of optical turbulence. Here we 
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present the adaptation of the nonhydrostatic meteorological MesoNH model, 
developed at CNRM (Centre National des Recherches Meteorologiques) in 
Toulouse (France), to the astronomical context. The optical turbulence was 
parameterized and included in the meteorological MesoNH model

 J
. Many 

advanced modifications were provided and today the model can simulate, in a 
coherent way, many of the principal parameters characterizing the wavefront 
perturbations

2 - 5
. In this work I report the main challenges related to the 

numerical technique and, at the same time, the more recent results that have 
been obtained. 

2 Challenges for a 3D characterization and forecasting of the 
optical turbulence 

Today many different instruments dedicated to OT estimation exist. They 
are mainly based on integrated measurements (such as the optical instruments 
Scidar and DIMM) or in-situ measurements (such as balloon radiosoundings). 
Only numerical simulations can provide a 3D characterization and a forecast­
ing of the OT in time. What are the critical points related to this technique? 

2.1 Contribution of the vegetation in the optical turbulence simulation 

In the feasibility study done on Cerro Paranal2 we used a high horizontal res­
olution (400 m) orographic model coupled to the atmospheric MesoNH model 
to simulate the OT. Because of the lack of vegetation and a low roughness of 
the topography, this can be considered a good model of reality. The San Pedro 
Martir Observatory (SPM), on the other hand, differs from Cerro Paranal in 
that there are tall trees, especially pine forest, all around the site with the 2.2 
m and 1.5 m telescopes. It is evident that, from a dynamical point of view, 
the presence of tall trees affects the friction of the atmospheric flow over the 
ground and the level of turbulence produced will be greater than it would be 
over a bare mountain. Is this increase in turbulence activity quantitatively 
significant for our simulations? In order to give an answer we computed two 
simulations using different values of the roughness over the whole surface. In 
this way we parameterize the vegetation with a roughness value. In the first 
case a constant value of 1 m and in the second case a constant value of 10 cm 
were used. Although this description of the ground roughness is not realis­
tic, the aim of this test was only to estimate the quantitative contribution of 
the vegetation parameter to the optical turbulence production. In a previous 
paper3 we proved that the turbulence distribution is different in the two cases. 
Analyzing the temporal seeing evolution simulated above the SPM Observa-
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tory for the two configurations we computed a difference averaged seeing Ae 
over 1 hour of simulation of about 0.1 arcsec and it seems that the seeing is 
worse for larger values of the roughness. This proves that, for this particular 
case, it would be preferable to couple the orographic to a vegetation model 
and, from a general point of view, that the geographic site characteristics have 
to be well described in order to have a correct OT simulation. 

2.2 Spatial model configuration 

The dimension of the geographic surface analyzed is an important parameter 
for the numerical simulations. The larger the surface, the greater the nec­
essary memory for the computation. For the first time4 we made a test to 
estimate the impact of the size of the surface on the simulations. We studied 
the temporal evolution of the seeing simulated over the SPM Observatory. 
Two different surfaces were analyzed: 60 km x 60 km and 38 km x 38 km. 
The difference in seeing (Ae = 0.05 arcsec) was very small. We concluded 
that, in this case, it would be preferable to use the small configuration if one 
is interested only in the SPM peak. On the contrary, if one intends to charac­
terize the whole region of the park of San Pedro Martir, it would be preferable 
to use the second configuration. 

2.3 Optical turbulence integration along lines of sight other than zenithal 

At the present time all the parameters (such as the seeing e, the isopla-
natic angle 0AO, etc.) coded in the model are integrated along the zenithal 
direction. This is very useful because measurements obtained from optical 
instruments at an angle different from the zenith are systematically corrected 
in order to give the vertical C% (z) profiles'3. In this way the simulations can 
be simply compared with the measurements. This correction consists in mul­
tiplying the integrated quantities by sec(0) where 9 is the angle between the 
line of sight and the zenith. This operation is based on the hypothesis that 
the Cjij horizontal distribution is uniform. This is a strong hypothesis and 
we could show3'4 that it is not necessarily true especially in the first 10 km 
where the orographic effects are more important. This is one reason why it 
would be interesting to introduce another configuration in the model so as to 
have maps of integrated parameters only for the position of the observatory 
but for several lines of sight. This new configuration could be interesting for 
a flexible-scheduling application, for the already existing telescopes. More­
over, the results obtained from these simulations could be fundamental for 

°The Cpj parameter quantifies the OT in the atmosphere. 
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the calibration of instruments such as the Generalized Scidar that measures 
the C%j along a line of sight and not in an atmospheric volume. The numer­
ical problem related to the integration along lines of sight different from the 
zenith is not trivial, particularly because the atmospheric model levels are not 
horizontal. These levels are like sheets following the orographic model. Here 
we show the first results obtained with this modification of the code. To have 
a reference we carried out a 1 hour simulation using the classical configuration 
that we will call site testing configuration in the following. Fig. 1 shows the 
obtained seeing map. The thin black lines mark the altitude isolines of the 
orographic model, the color table the seeing values. One can observe that the 
seeing is higher over the mountain chain and lower over the plateau in the 
South-East part of the map. At the same time one can see that the turbulence 
is not uniform over this region. In the new configuration (which we will call 
flexible-scheduling configuration), we take the central point (SPM Observa­
tory) as a fixed point and we integrate with respect to lines of sight different 
from the zenith. These lines have a sample of 10 degrees in the azimuthal 
angle </> and 5 degrees in the 9 angle. The <f> angle extends over 360 degrees 
and the 9 angle over 40 degrees. The integration with lines of sight having 
9 > 40 degrees is not significant because the theory of small perturbations is 
true only for small 8. There is no consensus in fixing the limit of validation 
of the theory. Roddier9 showed that at about 60 degrees some saturation 
effects begin to appear, so one could consider this as a maximum limit. In 
any case we prefer to use this limit to ensure that the theory used is correct. 
Figure 2 (left) shows the seeing obtained for the SPM Observatory making 
the hypothesis that the optical turbulence is uniform over horizontal planes. 
One can observe a circular symmetry with respect to the center. The only 
factor that modifies the seeing value is the sec(0) factor, with e monotonically 
increasing with 9. Figure 2 (right) shows the seeing obtained integrating the 
real optical turbulence (as shown in Fig. 1) over the whole region. One can 
observe that: (a) The seeing does not have circular symmetry, (b) the dif­
ference |Ae| = \ei,FS — £i,sr\ of seeing between points of the same circle in 
the two different configurations increases with 9, (c) the difference As can be 
quantitatively quite large; for example, one can find differences of the order of 
1.03 arcsec for 9 = 40 degrees; and (d) the difference As can be negative. Also 
along particular lines of sight, the seeing can be better than the one obtained 
for the previously symmetric case. 
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Figure 1. Map of the seeing obtained after 1 hour simulation above a region of 60 km x 60 
km centered on SPM Observatory. The black lines mark the orography and the table of 
color represents the seeing intensity. 

H I M - H D - K T O U * SICK - Ftf>-SC«UING 

Figure 2. Polar map of seeing obtained after a 1 hour simulation having as fixed point the 
SPM Observatory. The center corresponds to the seeing obtained with an integration with 
respect to the zenith over the SPM. The circles drawn with dashed lines correspond to a 
seeing integrated at angles 9 having a sample of 5 degrees. Left: uniform horizontal Cjjj 
distribution. Right: real horizontal C ^ distribution. 
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Parameter [4 - 17.5 krn] 

Wind Intensity 
n 

Wind Direction 
» 

Abs. Temperature 
" 

Dew Point Temperature 
» 

Forecast (UT) 

6 
12 
6 
12 
6 
12 
6 
12 

(%) ef t ,max(%) 

8 4 25 
14 5 36 

10.15 5.7 18.8 
10.36 5.3 16 
0.2 0.1 0.28 
0.3 0.2 0.37 
1 0.14 1.9 

1.18 0.17 23 

Table 1. Relative error between the analysis and forecasts at 6 and 12 hours computed over 
a sample of one year. (31 N, 116 W) are the geographic grid point coordinates for which 
data were extracted from the ECMWF catalog. 

2.4 Forecasting application 

To validate the MesoNH model we initialize it with vertical meteorological 
parameter profiles (absolute temperature, dew point temperature, wind direc­
tion and intensity) obtained from the ECMWF (European Center for Medium 
Weather Forecasts) analysis or radiosoundings. These profiles are extrapo­
lated over the whole analyzed orographic model. To forecast the OT one 
would initialize the MesoNH model with forecasted meteorological parame­
ters (FMP). Thus, the confidence level of the OT forecasts depends on the 
quality of the FMP. In order to characterize statistically the latter we consider 
the analysis as the real meteorological conditions. We computed the relative 
error (FR) between the analysis and forecasts at 6 and 12 hours over the whole 
year 1997 for the San Pedro Martir site. In Table 1 the results obtained for 
each meteorological parameter are reported. One can observe that the tem­
perature and the dew point temperature of the analysis and forecasts present 
an extremely good correlation (e#(%) ~ 1 %). The wind direction and in­
tensity, although not as good {TR(%) < 14 %), present a good correlation 
too. 

2.5 Seeing simulation in the millimetric range 

The atmospheric effects on wavefroht propagation depend strongly on the 
wavelength. The perturbations induced by the atmosphere over the wavefront 
are due to temperature and water vapor fluctuations and, consequently, to the 
refraction index fluctuations. The general expression for the refraction index 
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is: 

n - 1 = 77.6 • 1(T6 J; - 5.6 • 1 ( T
6
^ + 0.375^r (1) 

where T is the absolute temperature, p the partial pressure of dry air and e 
the partial pressure of water vapor in millibar. The first two terms on the 
right-hand side arise from the polarization of gaseous constituents of the air. 
The third term arises from the permanent dipole moment of water vapor. In 
the visible range some strong approximations can be done and the expression 
of the refraction index can be reduced to: 

« - l = 78 .6 - l (T 6 | ; (2) 

The principal difference between the two expressions is the presence of wa­
ter vapor which in the second case can be neglected. For astronomical ob­
servations at millimetric wavelengths the general form Eq. 1 more correctly 
describes the effects of the atmosphere on the wavefront. For millimetric 
observations the water vapor fluctuations are greater than the temperature 
fluctuations

8,1
0 in the sense that they produce the main contribution to the 

final perturbation. Therefore, the spatial-temporal fluctuations of the phase 
of a wavefront coming from a star are mainly due to water vapor fluctuations. 
At present, only the optical turbulence for observations in the visible range 
(Cg ) is parameterized in the MesoNH model. In order to use the model to 
simulate the turbulence that affects the observations in the millimetric range 
we made an analytic development of the refraction index variance and we 
coded it into the model. Here we do not describe the details of the analytic 
development. We recall only that: 

where 9 is the potential temperature, q is the specific humidity, Cf and 
Cg are the temperature and humidity structure parameters and Ceq2 is the 
covariance temperature-humidity structure parameter7. N is the refractivity 
and is equal to (n — 1) • 106. 

We did not yet compare simulations with measurements, but comparisons 
are planned. The MesoNH model would be, thus, a versatile tool for the site 
testing application in the visible and millimetric range. 

3 Conclusions 

In this paper we have exhibited some important issues related to simulations of 
the optical turbulence over an astronomical site. We showed the importance of 
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using a vegetation model when tall trees are present around the site. We gave 
indications of how to optimize the analyzed surface dimension. We showed 
that the numerical technique can provide fundamental information related the 
3D spatial distribution of the optical turbulence. 

About the simulation of seeing in the millimetric range we can say that 
the ability to simulate the Cg profiles depends on the ability to simulate the 

q profiles or, more specifically the gradient (ff )• The specific humidity q is 
a parameter that has characteristic spatial-temporal fluctuations which are 
smaller than the fluctuations of the temperature 9. Moreover, the characteris­
tic scale of the water vapor is only10 1 or 2 km. We think that a higher vertical 
resolution would be necessary to correctly simulate Cg but at the same time, 
it would be probably sufficient to simulate only a part of the troposphere. 
Some questions remain unanswered: (a) Which data is it convenient to use to 
initialize the water vapor in the simulations? (b) Which technique is useful 
for measuring the water vapor? With respect to the latter problem, it ap­
pears that good results can be obtained with radiometer measurements11 of 
the brightness temperature of the atmosphere. 

4 Computer resources 

The simulations presented in this paper were obtained using the Fujitsu 
VPP5000 supercomputer at Meteo France in Toulouse. It has 31 proces­
sors, each running at 9.6 Gflop/s. The MesoNH model can run currently in 
a parallelized version on the Fujitsu VPP5000. MPI interface programs are 
used for communications between the processors. The simulations presented 
in this paper extend over a surface of 60x60 km and an horizontal resolu­
tion of 400 m corresponding to 150x150x40 grid points. The MesoNH model 
was recently installed on the Origin 2000 supercomputer at DGSCA-UNAM 
(Mexico). At present we are testing the performance of the latter supercom­
puter in order to verify the real possibilities of running such an atmospheric 
model (MesoNH) on an Origin 2000. This point is of particular interest be­
cause the Origin 2000 is a more widely available supercomputer that can be 
found in many institutions and universities. 
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We present preliminary results of a series of numerical simulations, in one and 
two dimensions with different resolutions (1024 and 3072 zones for the ID case, 
and of 256X128 and 512 X256 zones for the 2D case), of interplanetary shock waves 
using the magnetohydrodynamic (MHD) numerical code ZEUS-3D. Interplanetary 
shocks are produced by different perturbations associated with solar activity and 
propagate in the interplanetary medium throughout the solar wind. The objective 
of this study is to understand different physical characteristics of the origin and 
propagation of interplanetary shocks. The results of the numerical simulations 
will be compared with in-situ observations of interplanetary shocks by different 
spacecraft. The code ZEUS-3D has been tested and is used efficiently on the 
CRAY Y-MP and SGI Origin 2000 computers at UNAM's Supercomputer Center. 

1 Introduction 

The interplanetary space is immersed in the continual expansion of the so­
lar atmosphere called solar wind. This expanding solar wind plasma and 
the interplanetary magnetic field carried by it, is the propagation medium 
for diverse types of waves and perturbations in interplanetary space. Solar 
flares, erupting filaments and coronal mass ejections (CMEs) are different 
manifestations of solar activity that can produce violent disturbances prop­
agating in the corona and solar wind. Interplanetary shock waves (IPSWs) 
are the strongest perturbations in the solar wind and are related to many 
phenomena in interplanetary physics1. IPSWs play a very important role in 
solar-terrestrial relations and have been studied theoretically, observationally 
and numerically for over forty years. Based on previous experiences using the 
code ZEUS-3D in other astrophysical problems at UNAM's Supercomputer 
Center

2,3
, we adapted the code to study IPSWs. We performed a parametric 

study of different perturbations in density, temperature and velocity injected 
into ambient solar wind to study their evolution. The aim of this investigation 
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Table 1. List of ID numerical simulations. No, To, and Vo, denote the ambient solar wind 
density, temperature and velocity, respectively, at the inner boundary. 

C a s e 

1 
2 
3 
4 

5 
6 
7 

8 
9 

10 
11 
12 
13 
14 
15 

AR 
(AU) 

2 
2 
2 

10 
10 
10 

10 
10 
10 

10 
10 
10 
10 
10 
10 

AN 

WNo 

— 
— 

lOOiVo 
lOJVo 

2N0 

1.5N0 

— 
— 
— 
— 
— 
— 
— 
— 

A T 

10T 0 

— 
— 
— 
— 
— 

lOOXo 
10T 0 

2T 0 

1.5T0 

— 
— 
— 
— 

AV 
( k m / s ) 

— 
Vb + 300 

— 
— 
— 
— 
— 
— 
— 
— 

Vo + 1000 
V0 + 500 
V0 + 100 
Vo + 50 

A t 

(h) 

10 
10 
10 
30 
30 
30 
30 
30 
30 
30 
30 
30 
30 
30 
30 

W 

(ergs) 

5.994 X 1 0 3
0 

5.994 X 1 0 3
0 

3.960 X 1 0 3
1 

1.029 X 1 0
3 3 

1.618 X 1 0
3 2 

8.472 X 1 0 3
1 

7.990 X 1 0 3
1 

1.029 X 1 0
3 3 

1.618 X 1 0 3
2 

8.472 X 1 0 3
1 

7.990 X 1 0 3
1 

3.185 X 1 0 3
4 

7.155 X 1 0 3
3 

2 .131 X 1 0
3 2 

1.298 X 1 0
3 2 

R e s o l u t i o n 

3072 
3072 
3072 
1024 
1024 
1024 
1024 
1024 
1024 
1024 
1024 
1024 
1024 
1024 
1024 

is to illuminate the prime dynamic processes that govern shock evolution in 
the solar wind exploring different types of physical disturbances. 

2 Numerical simulations using the ZEUS-3D code 

The simulations are performed with the MHD code ZEUS-3D (version 4.2), 
which solves the three dimensional system of ideal MHD equations by finite 
differences on an Eulerian mesh4. The code can perform simulations in 3D 
but, in this work we restrict the discussion only to one and two dimensional 
simulations. The numerical experiments in this work illustrate the formation 
and propagation of shock waves in the solar wind based on the simplest pos­
sible quantitative model that contains the physics basic to these phenomena. 
In this model we neglected solar gravity and all magnetic effects, assuming 
the ambient solar wind to be a steady spherically symmetric, radial flow of 
an adiabatic fluid for which 7 = 5/3. Under these assumptions, the so­
lar wind physical characteristics vary with heliocentric distance (R): density 
(p - po/R2), pressure (P0 = P0/R

467

), and sound speed (Cs = CSJR
167

). 
The simulations begin outside the critical point where the solar wind becomes 
supersonic (RQ = 0.18 AU) and thus do not address questions of how the wind 
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0 2 4 6 8 10 0 2 4 6 8 10 0 ~ 2 4~ 6 8 10 

heliocentric distance (AU) 

Figure 1. Temporal evolution of a density perturbation, case 4 (SN = lOOiVo). Plasma 
parameters: velocity, proton density number and thermodynamic pressure at three different 
times. 

and perturbations themselves are initiated. 

3 I D numerical simulations (HD) 

Table 1 shows the list of the ID numerical experiments we performed in the 
parametric study. We analyzed 15 cases; the second column shows the he­
liocentric range, in astronomic units (AU), that covers each simulation. The 
third, fourth and fifth columns show whether the injected perturbation into 
the ambient wind was in density, temperature or velocity, and the increment 
with respect to the ambient solar wind values. The next columns are the 
perturbation temporal duration, the total energy in the perturbation fluid 
{W = J4irr2dr{^pV2 + f-P}), and the mesh resolution for each simulation. 
For these experiments we used spherical geometry (R, 6, </>), injecting the 
flow from the inner boundary and leaving the outer boundary open. To pro­
duce the ambient solar wind we injected plasma at the inner boundary with 
initial values V0 = 410 km/s, N0 = 128 protons/cm3, and T0 = 106 K. Fol­
lowing Riley and Gosling6 and Riley7, the radial grid is filled with this wind 
and the algorithm is allowed to run in time until a dynamic equilibrium is 
achieved. After reaching equilibrium, we obtain at a heliocentric distance of 
1 AU about the same solar wind averaged values measured in-situ by space­
craft (V ~ 450 km/s, N ~ 8 protons/cm3). Now we discuss three cases of 
Table 1 that show how different perturbations have different evolutions. 
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Figure 2. Shock evolution, case 4 (AN = lOTVrj): (a) shock positions (forward and reverse) 
against time, and (b) shock Mach numbers against time. 

3.1 Density perturbation (case 4: AN — lOOA^ 

Figure 1 shows the plots of velocity, density and pressure at three different 
times (100, 300, 600 hours) after the injection of a perturbation with the 
same wind velocity and temperature, but much higher density (AN = lOOTVo) 
during 30 hours. The perturbation produced a spherical high pressure region 
bounded by two shocks propagating in opposite directions with respect to 
each other: a forward (Fs) and a reverse (Rs) shock. Since the ambient wind 
characteristics vary with heliocentric distance there is a different evolution of 
both shocks with time. In order to study the local shock parameters we applied 
Rankine-Hugoniot relations around the shock vicinity and using averaged 
plasma values of the upstream and downstream regions we inferred the shock 
Mach numbers. Figure 2(a) shows the shock positions against time, where 
the two shocks are separating from each other following different evolutions. 
Figure 2(b) shows the shock Mach numbers against time, initially the forward 
shock was stronger but it began to lose strength, and around 400 hours after 
the injection the forward shock was decelerating. The reverse shock initially 
was weaker but it increased its strength continuously during the propagation, 
and after 500 hours it became stronger than the forward shock. 

3.2 Temperature perturbation (case 8: AT = lOOToj 

Figure 3 shows plots of plasma parameters at three different times after the 
injection of a perturbation with the same wind velocity and density, but much 
higher temperature (AT = lOOTo) during 30 hours. Note that the total energy 
(W — 1.029 x 1033 ergs) of this perturbation is exactly the same than in the 
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heliocentric distance (AU) 

Figure 3. Temperature perturbation, case 8 (AT = 100T0). Plasma parameters: velocity, 
proton density number, and thermic pressure at three different times. 

previous example (case 4), but the pressure increment is due to temperature 
instead of density. As in Fig. 1 the perturbation produces a spherical high 
pressure region bounded by a shock pair. However, in this case both shocks 
were stronger and faster, and therefore the reverse shock at the trailing edge of 
the compression region propagated into the inner boundary after the injection. 
The reverse shock appering in Fig. 3 is not the shock bounding the compression 
region, but it is a second reverse shock caused by the implosive wave in the 
rarefaction region. This perturbation in temperature follows a very different 
evolution than the perturbation in density of the previous case. Figure 4(a) 
shows the shock positions against time, note that the forward shock is much 
faster than in the previous example. Figure 4(b) shows the Mach number 
evolution against time. Although in both cases the perturbation internal 
pressure was the same, in this case (AT — lOOTo) the shock strengths are 
about six times higher that in the previous density perturbation (AA^ = 
lOOATo). The forward shock remains very strong, with a Mach number around 
25 and overtakes the outer boundary after 500 hours. On the other hand, the 
second reverse shock diminishes in strength as the perturbation evolves with 
heliocentric distance. 

3.3 Velocity perturbation (case 13: AV = VQ + 500 km/s) 

Figure 5 shows the plots of plasma parameters at three different times after 
the injection of a perturbation with the same temperature and density of the 
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Figure 4. Shock evolution case 8 (AT = 10To). (a) shock positions (forward and reverse) 
against time and (b) shock Mach numbers against time. 

ambient solar wind, but much higher velocity (AV = Vo + 500 km/s) during 
30 hours. The perturbation energy is about seven times higher than in the 
previous two cases (W = 7.155 x 1033 ergs), and the evolution was different. 
In this case, 100 hours after the jet injection there is a strong forward shock 
followed by a rarefaction region. 300 hours after the injection a weak reverse 
shock appears in the rarefaction region (similar to the Rs associated with the 
implosive wave in Fig. 3). 600 hours after the injection the forward shock is 
reaching the outer boundary and the reverse shock is increasing its strength. 
The analysis of the shock Mach numbers (not shown in this case) reveals that 
the forward shock was increasing in strength as propagated outward from the 
Sun with a Mach number around 15 and 17. The shock strenghts were very 
different in the three cases. 

4 2D numerical simulations (HD) 

Figure 6 shows an example of a 2D simulation of an interplanetary shock. 
The computational mesh covers a heliocentric range from 0.18 to 10 AU and 
longitudinal angular range from 0° to 180° with a resolution of 256 x 128 
zones. Now the ambient solar wind was produced with initial values VQ = 740 
km/s, No = 80 protons/cm3, and Ta = 106 K. The perturbation was injected 
into the ambient wind during 30 hours having the same temperature, but it 
was faster (AV = V0 + 600 km/s) and denser (AN = 4AT0) than the ambient 
wind. The two snapshots (Fig. 6) show the perturbation evolution at 50 and 
400 hours after being injected; the perturbation creates a strong interplanetary 
shock that tends to move radially away from the Sun. In the left panel the 
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heliocentric distance (AU) 

Figure 5. Velocity perturbation, case 13 (SV = Vo + 500 km/s) . Plasma parameters: ve­
locity, proton density number and thermic pressure. 

shock is located at 1 AU with a velocity of 800 km/s. Because of the great 
amount of energy that transports the perturbation, the shock will maintain 
the same conditions of velocity and density (800 km/s and 322 protons/cm3, 
respectively) throughout the entire computational mesh. This is clearly seen 
in the right panel, where the shock is at 700 AU of the initial injection. 

5 Conclusions and future work 

We present the first results of a series of numerical simulations of IPSWs in 
one and two dimensions using the code ZEUS-3D. The simulations show that 
different perturbations (density, temperature, velocity) with similar fluid en­
ergy W produce different shocks with different evolutions. We should keep 
in mind that limited to one dimension (the radial direction), the simulation 
code predicts too strong an interaction between newly ejected solar material 
and the ambient wind because it neglects azimuthal and meridional motions 
of the plasma that help relieve pressure stresses. On the other hand the solar 
wind is a very structured magnetohydrodynamic fluid, and the conduction of 
heat by coronal and solar wind electrons leads to a flow that is not adiabatic. 
However, since the solar wind is a supermagnetosonic fluid and its dynamics 
is dominated by its dynamic pressure, these simple simulations help us to illu­
minate the prime dynamic processes of interplanetary disturbances. The next 
step in our study of interplanetary disturbances, is to analyze the heliocentric 
evolution, shock profiles and Mach numbers of the ID experiments compar-
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Figure 6. 2D numerical simulations of an interplanetary shock wave. The sequence shows 
the density (gray logarithmic scale) at two selected times (50 and 400 hours after the 
injection of a CME). 

ing them with solar observations and in-situ solar wind measurements. We 
will use the 2D simulations to study the propagation of interplanetary shocks 
through structured ambient solar wind. 
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A fast radiative shock in the interstellar medium (ISM) is a powerful source of ion­
izing photons. These photons are produced in the hot postshock cooling gas and 
can propagate both upstream and downstream. The photons travelling upstream 
encounter preshock gas and may produce an extensive precursor ionized region, 
while those travelling downstream influence the ionization and temperature struc­
ture of the recombination region of the shock. Supernova remnants (SNR) are a 
source of fast shocks in the ISM. In this work we investigate the influence a SNR 
has on the ionization of the ISM during its lifetime by means of hydrodynamic 
simulations of the evolution of remnants that include a detailed calculation of the 
nonequilibrium ionization state of the gas and radiative transfer of the radiation 
field produced in the postshock cooling region. 

1 Introduction 

Supernova remnants (SNR) are a particularly useful probe of the interstellar 
medium (ISM). These objects, visible in X-rays, optical emission and at radio 
wavelengths at various stages during their lifetimes, are composed of the ISM 
gas which has been swept up, compressed and heated by the blastwave from 
the supernova explosion. Assuming that the initial explosion is isotropic, any 
departure from sphericity and homogeneity in the morphology of the remnant 
and the distribution of emitted radiation tells us something about the nature 
of the ISM into which the remnant is expanding. SNR are relatively large 
objects and can probe the ISM over a wide range of lengthscales. 

A supernova remnant traditionally has four major stages of evolution.
1 

The first, free expansion stage, corresponds to early times in the remnant's 
life, when the supernova blast wave has not yet swept up more than the ejecta 
mass of interstellar material. Once a substantial amount of ISM material has 
been swept up, a reverse shock is driven back into the remnant, thermalizing 
the ejecta gas. The remnant enters the adiabatic phase and its expansion can 
be described by the self-similar Taylor-Sedov equations.2 The hottest gas in 
the remnant is to be found in the centre, where the density is lowest. The 
coolest gas is found immediately behind the shock front. As the shock front 
decelerates, the temperature of the postshock gas becomes lower until it is in 
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the range 105—106
 5
 K, when radiative losses start to become important. In the 

radiative phase, the dynamics of the shock front are affected by the cooling, 
and corresponding pressure changes, in the postshock gas. The final phase 
is when the pressure inside the remnant has dropped to almost the ambient 
pressure and the shock wave is carried forward by its own momentum. 

This traditional evolution can be thwarted by inhomogeneities in the am­
bient interstellar medium. Type II supernovae are the result of the explosion 
of massive stars (> 8M 0 ) . These stars have short lifetimes and are found 
in regions of star formation close to dense molecular clouds, where there are 
large density gradients. Moreover, massive stars modify their surroundings 
with their strong stellar winds and the H II regions created by their ionizing 
photons, leaving low density cavities in the ambient medium into which the 
SNR expand. In such an environment, an SNR will not have an adiabatic 
phase before the blast wave reaches the cavity wall and becomes radiative. 

Radiative shocks in the interstellar medium are a strong source of ionizing 
photons. Cooling of hot gas behind a shock with velocity of a few hundred 
km s _ 1 produces X-rays and EUV photons. This radiation field travels both 
upstream and downstream and can affect both the ionization structure of the 
preshock gas, producing an ionized precursor (H ll) region, and the ionization 
and cooling of the postshock gas.3 For a constant velocity planar shock an 
equilibrium structure is produced, which can be divided into zones according 
to the ionization and cooling history of a parcel of gas as it travels through the 
shock wave. Not all of these zones are important in young supernova remnants, 
since the cooling times are much longer than the age of the remnant. Only 
the ionization zone (where preshock material suddenly finds itself in the hot 
postshock region and rapidly ionizes towards the collisional equilibrium state), 
the radiative zone (where the now-ionized gas begins to cool radiatively), 
and the nonequilibrium cooling zone (where cooling times are shorter than 
recombination times) need be considered. These zones produce a radiation 
field that consists of continuum (thermal bremsstrahlung, two-photon and 
free-bound) as well as line emission. This radiation can photoionize the region 
ahead of the shock wave. For the equilibrium shock model, the ionized region 
produced will be the corresponding equilibrium H II region. 

Ionized precursor regions have been observed around a few SNR. Morse et 
al.4 attributed diffuse emission, brightest in [0 III], to a photoionized precursor 
ahead of the supernova shock in the Large Magellanic Cloud (LMC) remnant 
N132D. Bohigas et al.5 observed decreasing [0 III] and [0 ll] emission with 
increasing distance (up to 15 pc) from the shock front of the Cygnus Loop 
SNR, which they conjectured could be a photoionized precursor region. In 
both of these remnants, the estimated remnant age is too young for the SNR 
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to be in the radiative phase if it were evolving in a uniform medium. Recently, 
Ghavamian et al.6 have obtained evidence for a photoionized precursor around 
Tycho's SNR, where the photoionizing radiation is thought to be He II A304 
photons produced in the immediate postshock region of a 2000 km s

-
1 shock. 

However, in the case of SNR shocks we cannot expect either an equilib­
rium shock structure or an equilibrium precursor H II region. SNR shocks 
decelerate with time, hence the postshock region will be a complicated mix­
ture of ionization regions and radiative zones from a continuous range of shock 
velocities. Furthermore, for young (< 20,000 yrs) SNR, the precursor region 
will not be an equilibrium H n region because the lifetime of the remnant is 
less than the recombination timescale of the precursor gas. A typical recom­
bination timescale is ~ 105/ne yr, where ne is the electron number density of 
the gas. In the region of N132D, the density is ~ 3 cm

- 3
, and the estimated 

remnant age is 3000 yrs, hence any precursor ionized region is likely to be 
far from ionization equilibrium. Similarly, in the case of the Cygnus Loop, 
typical ambient densities are ~ 0.1 c m

-
3 and the remnant age is ~14,000 yrs. 

In this paper, we examine the nonequilibrium H II regions formed around 
young supernova remnants. We perform hydrodynamic simulations, which 
include a treatment of the nonequilibrium ionization state of the gas, the 
calculation of the emergent ionizing spectrum from the postshock region and 
the radiative transfer of this ionizing radiation through the precursor region. 
In particular, we simulate the evolution of a supernova remnant within a 
low-density cavity—the current scenario for the N132D SNR4—to make a 
qualitative comparison with observations of that remnant. 

2 Equations and method 

We perform one-dimensional Lagrangian hydrodynamic simulations using a 
second order spherically symmetric Godunov scheme.7 The advantage of a 
Lagrangian scheme is that there is no mixing of the ionization state between 
adjacent cells, hence the cooling, heating and ionization state can be followed 
accurately. The gas dynamic equations are 

£Q+M;) = H")'
 (1) 

where V = 1/p is the specific volume, u is the velocity, E = pV/(f — 1) + \u
2 

is the specific total energy, p is the pressure, Q = % — C is the energy source 
function (heating minus cooling rate) and 7 is the ratio of specific heats. Here 
m is the mass coordinate, defined by dm = pr2dr. 
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In addition, we have the set of ionization equations, 

~ = £/*_i2/;_i - ( A + Ui)yi + Di+xyi+i , (2) 

where yi is the fractional abundance of ionization state i (with associated 
charge +z,) such that Y2, Vi = 1 f°r

 e a
°h element. Here U, is the total upward 

(ionization) rate from i and D, is the total downward (recombination) rate 
from ion i. The total ionization rate consists of the collisional ionization rate, 
neC\

on

, the photoionization rate, P,-
on

, and the charge exchange ionization 
rate due to collisions with ionized hydrogen and helium. The total recombi­
nation rate is comprised of the recombination rate, neRj

ec

, and the charge 
exchange recombination rate due to collisions with neutral hydrogen and he­
lium. Here ne is the electron density of the gas, where ne = nj J2a

 e

a Yl% Vizi> 
where ni is the number density of nuclei and ea the fractional abundance of 
element a. In this work we use abundances of hydrogen and the 12 next most 
abundant elements pertinent to the LMC,8 that is, the metals are underabun-
dant compared to abundances in the Solar neighborhood (this has important 
consequences for the cooling rate of the gas). 

The ionization equations are coupled to the gas dynamic equations via 
the energy equation, since the net heating rate Q is a function of temperature, 
T, radiation field, J, electron density, ne, and ionization, yi 

G = 7l(Jv,yi)-neA(T,yi). (3) 

Here, A is the cooling coefficient and the temperature is given by T = p/(ni + 
ne)k, where k is Boltzmann's constant. 

The radiation field, Jv, is composed of continuum and line emission pro­
duced by the radiating gas according to its temperature, density and ionization 
state. This radiation field interacts with the gas and is absorbed, emitted and 
scattered. This interaction is described by the equation of radiation transfer, 

d± = Iu-Sv, (4) 
drv 

where /J,(T„) is the specific intensity at frequency v, and SU(TV) is the radiation 
source function (defined as the ratio of emissivity to opacity). The optical 
depth TU is the integrated opacity along the photon path. The mean intensity, 
JV{TU), is the specific intensity averaged over all photon directions. This 
radiation field propagates both upstream, into the preshock gas where it is 
absorbed, thereby causing the gas to be heated and ionized, and downstream, 
where it affects the ionization state of the postshock gas. 

We treat the ionization, the radiation, the energy and the gas dynamics 
as a fully coupled system. The timestep used for advancing the solution is the 
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minimum of the hydrodynamic, cooling and heating timesteps over the whole 
computational grid. In practice, we also consider a large multiple (~ 500) 
of the ionization timescale, which is important in the region just behind the 
shock front. The set of ionization equations is solved implicitly, otherwise the 
calculation becomes prohibitively slow. 

3 Observations of the LMC SNR N132D 

Comparison of X-ray and optical images of the LMC SNR N132D show that 
the diffuse optical emission begins just outside the limb-brightened X-ray rim.

4 

Analysis of this optical emission as a photoionized region gives an electron den­
sity of ne ~ 3 c m

-
3 in this preshock gas.4 From the X-ray data,

4,
9 the X-ray 

flux can be fit by an electron density of ~ 15 cm
- 3

, an X-ray shell thickness of 
2 x 1018 cm, and a temperature Te = 8.4 x 106 K. This corresponds to a shock 
of velocity ~ 800 k m s

-
1 moving into an ambient medium of density ~ 3 cm" , 

consistent with the analysis of the diffuse optical emission. The radius of the 
X-ray remnant is ~ 11 pc and the thickness of the [0 in] diffuse emitting 
region is ~ 1 pc. The X-ray rim can be interpreted as marking the position 
of the SNR shock, and the diffuse optical emission as being the photoionized 
precursor.4 If a Taylor-Sedov model is adopted for the remnant, this leads to 
an inferred supernova energy that is too high (1052 ergs) if the remnant is as­
sumed to have evolved in a constant density medium with no = 3 cm

- 3
, given 

the implied shock velocity. The conclusion of Morse et a/.4 is that the remnant 
has evolved inside a low-density cavity, where no ~ 0.2 cm

- 3
. Hughes,10 on 

the other hand, postulated that the supernova explosion occurred in a cavity 
with density ~ 0.01 cm

- 3
. 

4 Results 

In this work we consider the expansion of a supernova remnant in a cavity of 
radius 10 pc and number density 0.3 cm

- 3
, where the surrounding ambient 

medium has a density of 3 cm~3. These parameters were chosen with a view to 
modelling the LMC SNR N132D. The temperature in the ambient medium is 
set at 2000 K, which means that the gas is essentially neutral here. The cavity 
is in pressure balance with the surrounding medium. Upon reaching the 
cavity rim the shock velocity is Vs ~ 1300 km s _ 1 and the temperature in the 
swept-up cavity gas is high, Te ~ 108 K. This gas emits hard X-rays, which do 
not produce much ionization in the surrounding denser ambient medium since 
the photoionization cross sections are small for these photon energies. When 
the shock hits the cavity wall a slower transmitted shock (Vs ~ 650 km s

_1
) 
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Figure 1. Lejt: Spectrum emerging from the shock into the precursor region. Right: Spec­
trum intercepted by gas a distance 0.8 pc from the SNR shock 
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Figure 2. Left: Temperature (top panel) and hydrogen and oxygen ionization fractions 
(middle and bottom panels) in the immediate postshock and precursor regions. Right: 
Same as left figure but without charge exchange. Key: solid line—neutral species; dashed 
line—singly ionized species; dot-dashed line—doubly ionized species; line with crosses— 
O VII; line with stars—O VIII; line with open circles—O IX. 
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travels into the dense ambient medium. This shock decelerates as the remnant 
expands and the postshock gas starts to cool radiatively. By the time the 
region behind the transmitted shock has a thickness of ~ 1 pc, the shock 
velocity is below 400 km s

_ 1
. The reflected shock that travels back into the 

cavity reheats the hot gas to temperatures Te > 108 K. 
In Fig. 1 (left) we plot a typical spectrum that emerges from the shock at 

a time when the region of swept-up dense material has a thickness of about 
1 pc. At this point the transmitted shock has been travelling through the 
dense gas for some 3,500 yrs and has a velocity of ~ 370 km s

_ 1
. We have 

made no attempt to match this spectrum to the observed Einstein flux in 
the 0.2-4.0 keV band and, in general, the flux in our spectrum is lower, by 
almost a factor of 10, than that observed. In this simulation, this part of the 
spectrum is produced by the extremely hot gas in the low-density part of the 
remnant. This is because the blast wave in the dense medium is not moving 
fast enough to produce this emission. In Fig. 1 (right) we show the spectrum 
intercepted by gas a distance 0.8 pc from the shock at the same time. We can 
see from this figure that the softer part of the spectrum is absorbed close to 
the shock and that only hard X-rays reach gas further out. The lowest-energy 
part of the spectrum is produced in the precursor region and is incapable of 
ionizing the gas. 

The photoionizing radiation produces partial ionization in the precursor 
gas. In Fig. 2 we plot the ionization fractions of hydrogen and oxygen in 
the region immediately pre- and postshock. In the left hand figure charge 
exchange is included: the effect is to tie the oxygen ionization state to that 
of hydrogen. Hydrogen itself is only 10% ionized right next to the shock and 
this fraction falls off with distance. There is no 0

+
+ in the precursor region. 

The right-hand figure portrays the case when charge exchange is omitted. 
Although the postshock ionization structure is the same, in the precursor 
region oxygen achieves a few percent ionization to 0

+ +
. Charge exchange 

explains why oxygen is not more ionized in the precursor region.1
1 

5 Conclusions 

The X-ray emitting gas alone is not capable of producing the [O III] observed 
in the precursor region of the supernova remnant N132D. However, the sim­
ulations described in this paper assume that the remnant is expanding into 
essentially neutral gas at 2000 K. It is possible that if the remnant expands 
into an ionized region (such as the H II region formed by the progenitor star) 
then the ionization state in the precursor region will be higher. Oxygen will 
already be singly ionized in the H II region and it may be possible that the 
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shock photoionizing spectrum can further ionize oxygen to produce the ob­
served [0 III] emission. We will perform new simulations where the remnant 
expands into the H Ii region formed by the progenitor star. 

Morse et al.4 also concluded tha t the X-ray emitting gas alone is not 
capable of producing the observed [0 III] emission. They invoked the EUV 
spectrum of shocked dense cloudlets close to the X-ray rim of the remnant 
as the agent responsible for this emission. Alternative explanations could be 
the relic H II region itself (unlikely, since the progenitor is thought to be a BO 
or later star) , or the flash from the supernova. The N132D remnant contains 
many oxygen-rich filaments, which are seen in [0 III] and [0 Ii] emission. 
These filaments are not emitt ing X-rays,4 however, radiative shocks moving 
through these 0-rich filaments may be an important source of EUV photons. 

In these simulations we were unable to reproduce the shock velocity (~ 
790 km s

_ 1
) required by the X-ray observations. This suggests tha t the cavity 

density used was too high and tha t the density postulated by Hughes1 0 is more 
realistic. A lower cavity density would give a higher shock velocity when the 
remnant encounters the cavity wall. In the future, we will perform simulations 
of this scenario. 
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We present results of numerical simulations performed to study the interaction 
between jets and Supernova Remnants (SNRs). Our aim is to explain the strange 
morphologies some SNRs exhibit in the radio-continuum, such as the case of SNR 
W50 in which a shell is interacting with the jets from the SS 433 source. 

1 Introduction 

At the end of their life, some stars can lose their thermal-gravitational equi­
librium and die as a supernova explosion. A supernova is an event that occurs 
in extremely short timescales (the explosion itself takes just a few seconds, 
but the supernova can be visible for years after the explosion). A supernova 
remnant is composed of a shock wave, generated at the explosion time, the 
material ejected by the star, and the interstellar medium swept up by the 
supernova shock wave. In spite of the short lifetime of supernovae, their rem­
nants can hold on for hundreds of thousand years, drastically modifying their 
environments and emitting energy in the whole electromagnetic spectrum, al­
though the characteristic feature of SNRs is that they are strong sources of 
radio emission of nonthermal origin (synchrotron radiation). 

Astrophysical jets are highly collimated flows which have been observed in 
many types of astrophysical objects (e.g., the nuclei of active galaxies, regions 
of stellar formation and compact objects). 

Previously, there was no interest in studying the interaction between jets 
and SNRs, but recently there is observational evidence which shows that this 
kind of interaction is possible1 ~

 3
. 

In this work we try to explain the strange morphology observed in the 
radio emission of the system composed by the source of relativistic jets SS 
433 and the SNR W50. In order to do it we use a 2D adaptive grid code to 
simulate the encounter of a jet with a SNR shell. 

SS 433 is a compact object (maybe a binary system) which emits two pre-
cessing jets in opposite directions and is located in the center of the supernova 
remnant W50. The precession cone has an initial half angle of 20° and the 
precession time is 164 days4. 
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The SNR W50 shows a morphology at radiofrequencies which is far from 
being a spherical shell (which is the typical morphology of supernova remnants 
expanding into a homogeneous and isotropic medium) because it has two 
lateral extensions or lobes, in the East-West direction. Its angular sizes are 
2° x 1° which correspond to 104 pc x 52 pc assuming a distance of 3 kpc 
(according to the HI study of Dubner et al.

 l

). These radio lobes are aligned 
with the precession cone axis of the SS 433 jets, such as is shown in X-
ray observations2. Furthermore, there is optical emission which looks like 
filaments, located at the beginning of the radio lobes. 

Several authors have given possible scenarios to describe the SS 433/W50 
system, using analytical and numerical models, which can be divided into two 
groups. The models in the first group are based on the hypothesis that this 
system is a bubble which was formed by the interaction between the SS 433 
jets and the surrounding interstellar medium or that the jets are expanding 
into an interstellar medium (ISM) swept up by the wind of a stellar partner 
of SS 433 (e.g., Konig5 and Kochanek and Hawley6). On the other hand, the 
models in the second group consider that the elongated morphology of W50 
is due to the encounter between the jets from SS 433 and the SNR shell

7,8
. 

In view of observational (radio, optical and X-ray) evidences which sup­
port the framework of a jet propagating inside of a SNR, we consider the 
models of the second group as the best possibility for describing this problem. 

Our aim is to try to understand the process of interaction between jets 
and SNRs and to simulate the radio emission (synchrotron mechanism) in 
order to compare the models with observations. 

2 The model 

2.1 General considerations and initial conditions 

As we mentioned in the Introduction, the direction of the jets of SS 433 pre-
cesses, close to the source, within a 20° half opening angle cone with a period 
of 164 days4. However, far from SS 433, the opening angle cone decreases to 
10°. This collimation of the beams could be a consequence of the interaction 
between the jet and SNR shocks, which generates secondary reflected shock 
waves along the symmetry axis. 

The precession period is much shorter than the typical dynamic evolution 
time of the jet, which is defined as tdyn = Ri/Vj — 140 yrs, where Ri and 
Vj are the mean radius of the eastern lobe and the jet velocity, respectively. 
Therefore, in our analysis we can model the SS 433 jet as two oppositely 
directed cones of 10° of half opening angle moving into the surrounding ISM. 
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The flow into the conical surfaces can be taken as continuous since at large 
distances from the center, the gaps between successive coils are expected to 
fill out by the velocity dispersion of the outflowing gas8. 

The calculation was carried out with the Coral code9 on a 5-level binary 
adaptive grid with a maximum resolution of 2.44x 10 i r cm. 

The jet was modeled as a filled cone moving with a velocity of 7x l0 9 cm 
s _ 1 (which is close to the real speed of the SS 433 jets). As initial radius 
and length for the jet we take 1.25x 1018 cm and as initial jet density and jet 
temperature we take 0.5 c m

-
3 and 5x l0 7 K, respectively, after considering 

the X-ray work of Brinkmann et al.
10 

We take the analytical Sedov solution for a strong explosion, to initialize 
the density, velocity and pressure distributions of the SNR. After several tests, 
we have chosen an initial radius and explosion energy of 10 pc (3x 1019 cm) and 
4.5x 1050 ergs (a typical energy for Type II supernova explosions), respectively. 

Finally, for the interstellar medium we have chosen a density of 1 c m
- 3 

and a temperature of 104 K. 

2.2 Simulation of the synchrotron emission 

Following the work of Clarke et al.
11

 and Jun and Norman
12

, the synchrotron 
emission intensity can be written as: 

i(v) = d p1-2" p
2a

(B simp)
a+l

 v~a (1) 

with C\ being a constant, p the density, p the pressure, B the intensity of 
the magnetic field, a the spectral index parameter, ip the angle between the 
direction of the magnetic field and the plane of the sky, and v the frequency. 

The intensity of the magnetic field can be modeled with the relation: 

B = C2 p 2 ' 3 , (2) 

where Ci is a constant. Then, considering Eq. (2), fixing the frequency and as­
suming that the magnetic field is toroidal (B = B 6), Eq. (1) can be rewritten 
as: 

i = Av p(5-4") / 3 p
2a

(cos9)
a+1

 (3) 

where 6 is the polar angle which is related to ip through ip = 7r/2 - 6 (if the 
angle 4> between the jet axis and the plane of the sky is set to 0). 

When the angle <j> between the jet axis and the plane of the sky is nonzero, 
it is straightforward to show that Eq. (3) takes the form: 

i = A, p(5-4°>/3 P

2a

(cos29 + sin2<pY
a+1

^2 (4) 
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We check whether the gas has been shocked by computing the specific 
entropy for each computational cell and comparing it with the entropy of the 
unshocked material. We then set to zero the emission in the region filled 
with unshocked gas. For the W50 case, the spectral index a was fixed at 
0.5, following the work of Dubner et al.1 and we chose <j> = 21° (according to 
Hjellming and Johnston4). 

3 Resu l t s 

We carried out several runs with different geometries to describe the SS 433 
jet. Hollow conical jets and different aperture angles were tried. With this con­
figuration, the obtained results are similar to Kochanek and Hawley6, which 
do not describe well W50's morphology. So, we tried with a filled cone con­
sidering the initial conditions mentioned in §2.1. 

From our simulation we can describe the interaction between a jet and a 
SNR as a process which can be divided in three phases or stages. In the first 
stage, the jet material propagates practically ballistically in the ISM which 
has already been swept up by the SNR shock wave. The jet generates a head 
with a double shock structure (the "working surface"), formed by a bow shock 
moving into the SNR gas, a reverse shock or Mach disk which decelerates the 
jet gas, and a contact discontinuity between them, separating the shocked 
SNR and jet gas. The working surface has a velocity vws (obtained assuming 
pressure equilibrium between the material entering through the bow shock 
and the Mach disk) given by: 

_ P(x) Vj + uSNR{x) 
1 + p[x) 

where Vj is the jet velocity, usnr is the velocity of the gas inside the SNR 
and /3 = \Jpj{x)/ psnr is the square root of the jet to SNR density ratio 
(pj(x) <x x~2 where x is the distance along precession cone axis). 

In the second stage, due to the fact that the working surface is moving 
faster than the SNR shock front, after a time te the jet catches up and collides 
with the SNR shell and begins to push and distort the shell (as is shown in 
Fig. 1, in the t=300 and 600 yr frames). te can be analytically determined 
considering that vws = dxws/dt and integrating Eq. (5). We obtain that the 
jet encounters the SNR shock wave at te = 530 yrs, which is consistent with 
our simulation. 

In the third stage, the jet propagates more quickly into the unperturbed 
ISM forming an elongated lobe. The lobe surface begins to exhibit a wavy 
structure (see Fig. 1, in the 1200, 1500 and 1800 yr frames). The origin of 
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Figure 1. Density stratification of the interaction of a jet with a SNR shell. The successive 
contours correspond to factor of two in the density. 

this wavy structure is beyond the scope of this paper and will be studied in 
future work

13
. We can say in advance that this structure is probably a result 

of the Kelvin-Helmholtz instability between the jet, cocoon (formed by jet, 
SNR and ISM shocked gas) and the external medium. 

In the radial direction, the SNR maintains its spherical shape but in the 
last frames of Fig. 1 (t=1800, 2100, 2400 yrs), the cocoon fills up the SNR 
interior and seems to push out the SNR shell. 

In order to compare these numerical results with radio observations, we 
simulated the synchrotron emission, following the steps described in §2.2. 
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Figure 2. Normalized synchrotron emission of the interaction of a jet with SNR shell. The 
grays range is [0.05,0.250]. The angle of the jet axis with the plane of the sky is 21°. 

Annular structures can be observed in our synchrotron maps (Fig. 2, t=1200, 
1500, 1800, 2100, 2400 yr frames), which have separations of the order of the 
local lobe radius. A similar effect is observed in the real radio image (see the 
eastern lobe in Fig. 1(b) of Dubner et al.1). 

4 Discussion 

We show that a model in which a jet is interacting with a SNR shell success­
fully explains the elongated morphologies of some SNRs, such as the case of 
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the W50 SNR. 
The simulated radio maps reveal the existence of annular structures, 

which are in good agreement with radio maps of W50. 
A preliminary analysis carried out on our simulations shows that the jet 

dominates the dynamics of the lobe, after the encounter between the working 
surface of the jet and the SNR shock wave. 

The cocoon seems to push and accelerate the SNR shell (in the radial 
direction). Several authors use the apparent unperturbed radius of the W50 
shell, to determine the SNR age. If the cocoon is really pushing the shell 
of the remnant , the age will be overestimated. This effect and the origin of 
annular structures observed in the simulated radio maps, will be studied in 
detail in future work

1 3
. 
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We investigate numerically the role of thermal instability (TI) as a generator of 
density structures in the interstellar medium (ISM), both by itself and in the 
context of a globally turbulent medium. Simulations of flows in the presence of 
the instability only show that the condensation process which forms a dense phase 
("clouds") is highly dynamical. Final static situations, characterized by a bimodal 
or single peaked with a slope change density histogram (PDF), may be established, 
but the equilibrium is very fragile. Simulations containing the instability and 
various types of turbulent energy injection show that large-scale turbulent forcing 
is incapable of erasing the signature of TI in the density PDFs, but small-scale, 
stellar-like forcing causes the PDFs to transit from bimodal to a single-slope power 
law, erasing the signature of the instability. The third group of simulations are 
models of the ISM including the magnetic field, the Coriolis force, self-gravity and 
stellar energy injection. These simulations show no significant difference between 
the PDFs of stable and unstable cases, and reach stationary regimes, suggesting 
that the combination of the stellar forcing and the extra effective pressure provided 
by the magnetic field and the Coriolis force overwhelm TI as a density-structure 
generator in the ISM, TI becoming a second-order effect. 

1 Introduction 

The linear stability analysis for TI was first worked out in detail by Field1, 
who clearly delineated the isobaric, isochoric and isentropic modes, and ex­
amined effects such as magnetic fields and conduction. This work has been 
subsequently generalized (e.g., Yoneyama2) and refined (see Wolfire et al.

3 

for a recent discussion). In its simplest form, the isobaric mode of TI occurs 
when a compression leads to such enhanced cooling that pressure in the com­
pressed region decreases. This leads to a picture of dense clouds in pressure 
equilibrium with their surroundings, the basis for the "two-phase" interstellar 
medium (ISM) model of Field et al.4, which explains the existence of dif­
fuse interstellar clouds. This conceptual framework was extended by Cox and 
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Smith5 and McKee and Ostriker6 to include a third, hot phase, but still as­
sumes that clouds form by TI. We are interested in finding whether this sort 
of 2- or 3-phase model is relevant, even as a zeroth-order approximation, in a 
turbulent ISM, and, if not, what sorts of residual effects TI might have. 

The idea that clouds form by TI in the ISM is often justified in terms 
of the near-constancy of the thermal pressure observed over a range of den­
sities (0.1 to 100 cm

- 3
) (e.g., Myers7). However, closer inspection of Fig. 1 

of Myers suggests that instead P ~ p1^4 in that density range, and that, re­
ally, the effective exponent of this relation is a function of the density over 
the whole range of densities considered by Myers. Moreover, as pointed out 
by Ballesteros-Paredes et al.8 (hereafter BVS99), a constant thermal pressure 
does not imply dynamical equilibrium, as there are many other sources and 
sinks in the momentum equation for the ISM. On the other hand, signifi­
cant pressure imbalances between the hot and warm components of the local 
ISM have been reported by Bowyer et al.9 A recent summary of (mostly ob­
servational) arguments against the specific three-phase McKee and Ostriker 
model is given by Elmegreen

10
. Moreover, the conclusion that pressure equi­

librium is unlikely because of the frequency of either cloud collisions or shocks 
from supernovae or cluster superbubbles has been found independently sev­
eral times in the literature (e.g., Stone

11
, Heathcote and Brand

12
, Bowyer et 

al.9, Berghofer et al.
13

, Kornreich and Scalo
14

). 

The basic question is whether dynamics of the gas (shocks, cloud colli­
sions, or the turbulence itself) will disrupt incipient clouds faster than they 
can condense. Even within the context of linear stability analyses, there have 
been several suggestions that motions induced by the condensation process 
and other instabilities can supress TI or disrupt the structures formed by TI 
(e.g., Balbus and Soker

15
, Murray et al.

16

). Thermal instability is not the 
only physical ingredient influencing the dynamics of the ISM; other equally 
important ones include self-gravity, the magnetic field, shear and the Cori-
olis force due to Galactic rotation and, of course, turbulence (operationally; 
the advection [u • Vu] term in the momentum equation). Elmegreen

17,1
8 (see 

also Passot et al.
19

 for the two-dimensional case) has investigated the linear 
stability when all these processes (except turbulence, which is an intrinsi­
cally nonlinear phenomenon) are retained. The combined instability behaves 
very differently from TI alone, so the pure TI may represent an incomplete 
dynamical scenario even in the purely linear case. 

What about thermal instability in a supersonic turbulent medium, like 
the gas in galaxies? (By "turbulent" we mean a disordered but not completely 
random velocity [and density] field covering a large range of scales.) In the ISM 
of the Milky Way there is certainly strong evidence for supersonic motions at 
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all scales above at least 0.1 pc, in every sort of environment. Supersonic spec­
tral linewidths are observed even in regions with no detectable internal star 
formation (e.g., the Maddalena molecular cloud complex; see Williams and 
Blitz

20
) and in diffuse mostly-H I clouds in which self-gravity is unimportant 

(known since the 1950s; see Heithausen21 for a recent study of a subclass of 
such clouds), as well as in the more intensively studied star-forming molecular 
cloud structures. 

Given all the above results, it is important to examine whether the tra­
ditional picture of a multiphase ISM structured by TI should be retained as 
a useful model. By "multiphase" we are referring to a medium containing 
various different thermodynamic equilibrium regimes, some of them possibly 
stable and others unstable, with the requirement that a multiphase medium 
involves fluid parcels undergoing a "phase transition" when transiting between 
these equilibria. The structuring of the density field by the multiphase nature 
of the medium should be reflected in multimodal density and temperature 
PDFs, with gas accumulating in the stable "phases". 

2 The model 

We use the numerical ISM model presented by Passot et a/.
19

, which uses a 
single-fluid approach to describe the ISM on a 1 kpc2 plane on the Galactic 
disk, centered at the solar Galactocentric distance. In this model, various 
physical ingredients can be included at will, such as self-gravity, magnetic 
field, disk rotation, as well as model terms for the radiative cooling, a diffuse 
background radiation, and energy input due to star formation. The equations 
are solved in two dimensions at a resolution of 1282 grid points (implying a 
spatial resolution of 7.8 pc) by means of a pseudospectral method. Further 
details concerning the model can be found in Passot et al.1

9 

In our simulations, the thermal time scales are typically much shorter 
than the dynamical ones, implying that the turbulent motions are quasistatic 
compared to the background heating and cooling rates, and allowing for the 
establishment of thermal equilibrium (see Vazquez-Semadeni et al.

22

'
23

). The 
cooling function is taken as a piecewise power law of the temperature of the 
form A = C,-i,-+iT

/3i
'i+i for T{ <T < T,+i, where the values of the exponents 

and the coeficients are based on a reasonable fit to the radiative cooling curve 
of Dalgarno and McCray24 for a fractional ionization of 10 - 4 at T < 104 K. A 
background heating is included to mimic that due to the diffuse UV radiation 
field or to heating by low-energy cosmic rays, and is taken as a constant 
Yd = To everywhere throughout the duration of the simulations. The value of 
the constant is chosen in order to ensure that T({p)) lies within the unstable 
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range, with (p) = 1. With the adopted power law behavior for these processes, 
the thermal equilibrium pressure has an effective polytropic behavior: 

P„ = ̂ W^Y"-, (1) 
7 \Ci,i+iJ 

where the (piecewise) effective polytropic index is given by -)e
t i+1 = 1 — 

l//?»,»+i- The isobaric mode of Tl, characterized by a decrease in the pressure 
as the density increases, develops when 7e,- ,-+1 < 0, corresponding in this 
case to /?,,,+! < 1 (10 < T < 398 K). Note that the condensation process 
induced by the instability does not stop when the density has crossed the 
values delimiting the unstable range, but at more disparate values of the 
density such that the pressures in the two phases are equal. 

3 Results 

In this section we sumarize our main results. For details concerning the sim­
ulations and a further discussion on the structure of the ISM see Vazquez-
Semadeni et al.

25 

Simulations of the development of the TI alone, starting from small per­
turbations, show that the morphologies that arise depend quite sensitively on 
the proximity of the transition densities p2 and pz (the values of the den­
sity bounding the unstable regime from above and below, respectively) to the 
mean density (p) of the medium. If the lower transition density pz is very 
close to the mean density, a large fraction of the mass remains in the warm 
(low-density) phase, and there is little mass available for forming the dense 
phase ("clouds"), which consists essentially of isolated, roundish structures. 
Conversely, simulations in which pz is significantly smaller than (p) evacuate 
more mass from the warm phase, and develop a transient filament network 
before the filaments are accreted into the actual peaks. These features can be 
seen in Fig. 1, where the PDF resulting from two simulations with different 
heating and cooling functions are plotted. The vertical lines denote the tran­
sition densities />2 and pz for the two runs. In both CcLSGS j EL peak in the PDF 
is observed just below the lower transition density, pz- However, in the case 
of the run with To = 5, pz is significantly different from the mean density, and 
this implies that a substantial amount of mass has to be transferred to the 
dense phase. As a consequence, a noticeable peak appears in the PDF large-
wards of the upper transition density, p^. Instead, for the run with To = 3, 
much of the mass remains in the low density phase, and there is no clear peak 
above p%. Only a change in the slope of the PDF is seen there. Furthermore, 
the PDF for the run with YQ — 3 seems to extend to much higher densities 
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than that of the run with To = 5. We interpret this as a consequence of the 
fact that the former reached a more advanced stage in the development of 
the instability than the latter, so that densities much higher than the transi­
tion value are reached as the densities in each phase approach the equilibrium 
values. 

- ' r0=5 1 

p> p< 
p . p , 

Figure 1. Density PDF for simulations with TI only 

The condensation process which originates the "clouds" appears to be 
highly dynamical, with their boundaries being accretion shocks rather than 
static density discontinuities (see Vazquez-Semadeni et al.

25

). Although in 
principle the formation of the latter is possible, for realistic cooling functions, 
the equilibrium density in the cold phase (subscript "c") depends on that of 
the warm gas (subscript "w") as pc ~ /?w

w
 c

, where 7^ and ~fc respectively 
denote the effective poly tropic exponents of the warm and cold phases. For 
our fits, typically 7w/7c > 2 , so that small changes in the density of the 
warm gas require large changes in that of the dense gas, most likely implying 
the formation of shocks. Furthermore, if the density is continuous from one 
phase to the other, then the two phases must be mediated by larger pressure 
regions, which are expected to induce further motions. In summary, the static 
configuration is possible in principle, but appears highly unlikely. 

The inclusion of energy injection processes ("forcing") has very different 
effects depending on the nature of the forcing. Random, large-scale forcing is 
not able to inhibit the development of the instability, and only distorts the 
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Figure 2. Density PDFs for forced simulations. Runs with ps •. 
forced runs and run 'starf' is a small-scale forced run. 

1 and ps = .5 are large-scale 

structures it forms on time scales longer than the growth rates of the insta­
bility. In fact, large-scale turbulent modes naturally generate compressions, 
so the large-scale forcing actually aids the instability. Instead, small-scale, 
stellar-like forcing systematically injects energy within the structures formed 
by the instability, and is capable of reverting the compression of the dense 
gas and destroying the signature of the instability in the density distribution, 
pushing gas from the dense phase back into the unstable regime. In Fig. 2 we 
show the PDFs resulting from forced simulations, the PDFs corresponding to 
the two runs with large-scale forcing still show a significant slope change above 
the upper transition density. On the other hand, for the small-scale forced 
run the high-density peak spreads out, and in particular invades the unstable 
density region. However, the flow continues to be extremely compressible, as 
indicated by an ever-growing star formation rate and the inability to develop 
a stationary regime. 

Finally, ISM-like simulations, including self-gravity, magnetic field, disk 
rotation and stellar like heating, with and without TI show little difference in 
their PDFs (Fig. 3). The main difference arises at low densities and it seems to 
be a consequence of the fact that the lower transition density for the unstable 
run is very close to the mean density and thus the warm phase is not strongly 
evacuated. Instead, for the marginal and stable runs, the lower transition 
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densities are quite small (0.094 and 0.020). This small difference suggests 
that the combined effect of the stellar-like forcing, the magnetic pressure and 
the Coriolis force overwhelm the thermal pressure deficit in the unstable cases. 
Furthermore, all of the ISM cases reach stationary regimes, indicating that the 
presence of TI in the medium is of relatively minor importance in the overall 
cycle of such a regime, once the first generation of stars has formed. The likely 
disruption of clouds by Kelvin-Helmholtz instability16 suggests that TI, even 
if it can occur in primordial galaxies, will be unable to form stable clouds. 

-

;' 

- .--'" ; / 

-

•f 
•' / 

P! p. 

s unstable! 
\ \ marginah 

\ \ stable I 

V : 

• 

'ogM 

Figure 3. Density PDFs for ISM-like simulations. 

We conclude that TI alone should not be expected to lead to static 
regimes (as also suggested by the recent simulations by Wada et al.

26

, and 
that, in the presence of turbulence with small-scale driving, magnetic field 
and rotation, the resulting density distribution is substantially different from 
that due to TI alone. However, the largest scales (both over- and under-
densities of sizes over 1 kpc) may indeed be formed preferentially by the 
combined thermal+gravitational+magnetic instability, as suggested analyti­
cally by Elmegreen

17
'18 and numerically by Vazquez-Semadeni et al.

27

, and 
confirmed in the nonmagnetic case by Wada et al.

26 
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TURBULENT DISSIPATION IN THE INTERSTELLAR 
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We explore the dissipative ability of turbulent compressible flows that model the 
interstellar medium (ISM) at intermediate-to-large scales. The main feature of our 
simulations is the (realistic) way in which the turbulent kinetic energy is injected to 
the fluid: around the star formation sites, the gas is accelerated radially away from 
the "stars", acquiring a well-defined final velocity difference Uf over a characteristic 
length scale If. We study the dependence of turbulent dissipation on these two 
quantities. The spatially scattered, small-scale nature of this forcing gives rise to 
the coexistence of both forced and decaying turbulent regimes within the same flow. 
In the forced case, the global dissipation time is proportional to (lf/uf)/uIms, where 
Urms is the rms velocity dispersion of the flow. The kinetic energy injection and 
dissipation rates are very close, implying that most of the turbulence is dissipated 
near the localized input sources. In the decaying regime, the kinetic energy decays 
as a power law in time, with an exponent ~ —0.8. Our results, if applicable to 
the vertical direction in the Galactic disk, are consistent with models of galaxy 
evolution in which large-scale star formation is self-regulated by an energy balance 
in the vertical component of the gaseous disk. On the other hand, our results do 
not support galaxy formation models in which the stellar energy injection in the 
disk is required to self-regulate star formation and reheat the gas at the level of 
the whole cosmological halo (of typical sizes 15-20 times larger than the optical 
galaxy). 

1 Motivation 

The thermal state and structure of the large-scale interstellar medium (ISM) 
in disk galaxies seem to be controlled by gasdynamical processes rather than 
thermal conduction as occurs in the thermally regulated three-phase model 
of e.g., McKee and Ostriker1. Indeed, turbulent, and probably magnetic and 
cosmic ray pressures, are at least three times larger than the thermal pressure 
(e.g., Boulares and Cox2, McKee3, Lockman and Gehman4, Ferrara5, Norman 
and Ferrara6). Therefore, in order to study the "metabolism" of the large-scale 
ISM in disk galaxies, thermohydrodynamic models and simulations should be 
used. 

A crucial ingredient in these thermohydrodynamical models is the star 
formation (SF) cycle, where the main driver of this cycle seem to be the 
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large-scale flows influenced by the disk gravitational potential. In turn, the 
large-scale SF cycle plays a key role on the processes of galaxy formation 
and evolution. A major question related to galaxy formation and evolution 
is whether the SF rate is self-regulated (by negative feedback) either at the 
level of only the disk ISM or at the level of a hypothetical intrahalo medium in 
hydrostatic equilibrium with the cosmological dark matter halo which extends 
to 15-20 times the optical radius of the galaxy. Since the kinetic energy 
dissipation rate in the turbulent ISM could be the main factor in determining 
the efectiveness of large-scale SF feedback, its study is required in order to 
shed light into this question. 

Motivated by the above mentioned question, we have studied the dissipa­
tion of turbulence in compressible MHD fluids that resemble the intermediate-
to-large-scale ISM in the solar neighborhood in our galaxy, paying special at­
tention to the mechanism of driving the turbulence (Avila-Reese and Vazquez-
Semadeni7, hereafter AV00). Previous simulations on dissipation in compress­
ible MHD fluids have focused on molecular-cloud-like (isothermal) regimes 
(Mac Low et al.8, 1998; Stone et al.9, Padoan and Nordlund

10
, Mac Low

11
), 

and with the turbulence driven in Fourier space by large-scale random velocity 
perturbations whose amplitudes are selected as to maintain the global kinetic 
energy Ek constant in time. As a result, kinetic energy is injected everywhere 
in space (a "ubiquitous" injection). Instead, in the ISM the spheres of influ­
ence of the input sources are relatively small compared to the typical scales of 
the global ISM, of short durations, and located at discrete sites. In AV00, an 
injection mechanism based on self-consistent stellar winds was implemented. 
Here we briefly describe the method and some of the results and implications 
presented in AV00. 

2 The method 

The numerical model presented in Vazquez-Semadeni et al.
12

'
13

 and Passot 
et a/.14 was used. The MHD equations, including the internal energy conser­
vation equation, are solved in 2D in the presence of self-gravity, the Coriolis 
force, and model terms for radiative cooling, background heating, stellar winds 
and large-scale shear. The numerical technique is pseudospectral, requiring 
periodic boundary conditions. A relatively low resolution (1282 grid points) 
was used in order to cover a reasonable range of parameters. Our main aim 
is to gain a general insight on the dissipative properties of the ISM, not to 
obtain quantitative results on the dynamics of the ISM; this last point will be 
treated in future works using other numerical schemes. The physical variables 
of the fluid were chosen in such a way the simulations resemble the ISM in 
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the plane of the Galaxy near the solar neighborhood and at scales ~10—1000 
pc. 

In our simulations, an "energy input source" is turned on at grid point x 
whenever p(x) > pc, and V • u(x) < 0. Once SF is turned on at a given grid 
point, it stays on for a time interval Ats = 6.5 Myr, during which the gas 
receives an acceleration a directed radially away from this point. The input 
sources are extended spatially by convolving their spatial distribution with a 
Gaussian of width If. For the turbulent fluid, If is the forcing scale. At this 
scale the acceleration a produces a velocity difference ui ~ 2aAts around the 
"star" (the velocity at which turbulence is forced at the If scale). Both If 
and Uf are free parameters and we explore how dissipation depends on them 
running several simulations. 

3 Dissipation in driven turbulence 

The fiducial simulation in AV00 includes several interstellar "ingredients": 
self-gravity, heating and cooling, shear, magnetic fields, and, of course, the 
SF prescription. The values used for If and «f are 30 pc and 30 km/s, respec­
tively, a compromise between parameters representative of expanding H II re­
gions and supernova (SN) remnants. In this type of run, the thermal pressure 
behaves very closely to a piecewise polytropic pressure (P oc p1) (Vazquez-
Semadeni et al.

13

) with an effective polytropic exponent j which adopts dif­
ferent values between 0 and ~ 1 in different density ranges. In Fig. 1, images 
of the density field at times 14.3 Myr and 144.3 Myr are shown. At the ear­
lier time, small shells are seen, whose sizes are comparable to the sphere of 
influence of the energy sources (of size If). At the later time, the shells are 
larger; their larger sizes are a consequence of the inertial motions induced by 
the forcing and of the induced-SF events in the shells. 

Thanks to the "wind" SF prescription used, the kinetic energy injection 
rate E™ can be measured directly in the simulation. Using the measured 
values of i?k and E™, the kinetic energy dissipation rate Ef

ss

 can then be 
calculated from dEk/dt - Ef - Ef

ss
. Remarkably, Ef and Ef

ss
 are always 

very close to each other (note that the regime is not stationary). Since the 
energy injection occurs at very localized and scattered sites, while the dissi­
pation rate is computed over the whole flow, their highly similar evolutions 
suggest tnat most of the dissipation occurs at or near the injection regions, 
and dominates the global dissipation rate. Only in this case can the global 
dissipation rate track the locally-originated injection so closely. In turn, this 
implies that only a small fraction of the energy injected at the sources "es­
capes" to more distant regions. We refer to this as the "residual" turbulence. 
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|"iMi.-/ :. I I L ^ S *,< U>.e loj, oir I ho density field of run ISVi <n A r. I !.:< V.w ('• /7 ^ :mJ .-i 
t = i44.3 Myr [right), 'ihe box ske is 1 kpc and the resolution is 128 grid points per 
dimension. Star formation (SF) started at i = 5.2 Myr in this ran. In the left panel small 
expanding shells are seen, still in their initial phases. The trapezoidal void near the middle 
was not formed by stellar activity, but by the turbulent initial conditions. At the later time, 
large shells of up to ~ 500 pc are seen. These are due to induced SF in the shells. 

An important finding of AVOO is that in the case of small-scale, spatially-
intermittent forcing, forced and decaying regimes coexist in the same flow, 
each one probably with its own characteristic dissipation time scale. The 
global dissipation time (td = Ek/Efm) measured in the fiducial simulation 
fluctuates strongly due to the highly intermitent nature of the SF; on average, 
during the most stable phases, td ~ 20 Myr. This time is a sort of average for 
the entire flow. The global dissipation rate is dominated by the dissipation at 
the injection zones (i.e., the former is very closely given by the latter times a 
"weight" which is essentially the filling factor of the injection zones), and id 

near these zones seems to be of the order of the crossing time tcross = k/uf ~ 1 
Myr. Although measuring td in the injections zones is difficult, AVOO test 
whether in the injection zones td is indeed proportional to lf/u{ by monitoring 
the global dissipation time. 

Two additional runs where If and uf are varied, were considered. In the 
former case, a value of If 4 times larger than in the fiducial run was used, 
while in the latter, a value of tif 2 times smaller was used. In both runs, the 
global kinetic energy Ek content decreased roughly by a factor 2 with respect 
to the fiducial ran. Moreover, the dissipation rate is expected to depend 
on Ek, as Efm oc £^

/ 2
, as is the case for incompressible flows (see, e.g., 

Frisch
15

). This impliestd oc E^~
1/2

. This dependence was confirmed running a 
simulation identical to the fiducial one except for a decreased threshold density 
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for SF which produces an increased SF in the simulation, and consequently 
the kinetic energy content. Now, after taking into account this dependence 
of i j on £]<, the global dissipation times measured in the two runs mentioned 
above are still larger than in the fiducial run by factors of roughly 4 and 2, 
confirming that id oc Across = U/uf. In conclusion, the following empirical 
relation for the global dissipation time was found: 

d ~ ^ V u f / 3 0 k m s
-
V V 6 - 6 k m s

_
V ' 

4 Dissipation in decaying turbulence 

Due to the small-scale, scattered and short-duration nature of the energy 
input sources, most of the volume actually is occupied by a turbulent flow in 
a decaying regime. In order to study the decaying regime, AVOO considered 
a continuation run to the fiducial one, but turning SF off (see Fig. 2). Since 
in the decaying case the Coriolis force tends to form vortical structures which 
have extremely low dissipation rates, this force was not considered, as we feel 
it produces unrealistic situations. It was found that Ek decays as (1 + i)~™ 
with n ~ 0.8, in reasonable agreement with previous studies for isothermal 
fluids (Mac Low et al.8, Stone et al.9). A characteristic decay time, idee, can 
be defined as the time the initial Ek decays by a factor of 2. For n « 0.8, 

1.8 x 10 years, which is in agreement with id in the driven turbulence. 
With these timescales, "residual" turbulent motions propagating at roughly 
10 km/s would attain typical distances of approximately 200 pc. AVOO also 
suggested, on the basis of dimensional arguments, that Ek and vTms will decay 
with distance £ as £~

2m

 and £~m, respectively, with m = n/(2 - n). For n fa I 
this implies that E^ and urms decay with distance as £~2 and £~l, respectively. 
Thus, "residual" turbulent motions with an rms velocity of roughly 6-10 km/s, 
as observed in our and other disk galaxies, would decay to roughly 1/10 of 
that value on distances ~0.6- l kpc, in the absence of energy sources. 

5 Conclusions and implications 

Using 2D simulations of MHD, compressible, self-gravitating flows in the pres­
ence of parametrized heating and cooling and nonubiquituos turbulent energy 
injection, we have found that: 

• The spatially scattered, small-scale nature of the input sources in our 
ISM-like simulations gives rise to the coexistence of both forced and decaying 
turbulent regimes within the same flow. 
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• The kinetic energy injection and dissipation rates are always very close 
to each other, suggesting that most of the dissipation occurs at or near the 
input sources. 

• In the forced regime the global dissipation time id ~ (/f/i*f)(l/urms); 
for If « 30 pc, Uf « 30 km/s, and tirms « 7 km/s, we obtained l d « 2 x 10

7 

years. This time is an average for the entire flow; near the injection zones the 
dissipation time is much shorter, of the order of the crossing time lCross = k/uf-

• In the decaying regime (far from the input sources), the "residual" 
turbulence decays as Ek(i) oc (1 + t)n with n « - 0 . 3 . The characteristic 
decay time is again ~ 2 x 107 years. From dimensional arguments, we suggest 
that E^ and uTm8 of the "residual" turbulence should decay with distance £ as 
l-2n/(2-n) a n c l £-n/(2-n)j respectively. For n - 1, ^ k ~ £~2 and urmB ~ £'1. 

If our results are applicable to the stratified vertical direction in the Galac­
tic disk, turbulent motions produced near the disk plane will propagate up 
to distances of the order of the neutral gas disk half thickness. This is con­
sistent with models of galaxy evolution where the H I disk thickness is sup­
posed to be determined mainly by the turbulent kinetic energy content of -
the medium, which in turn it results from the balance between kinetic energy 
injection by stars and its turbulent dissipation rate (e.g., Scalo and-Strack-
Marcell

16
, Vazquez and Scalo

17
, Dopita

18
, Firmani and Tutukov

19
'
20

, Dopita 
and Ryder

21
, Wang and Silk

22
, Firmani et alm). The dissipation timescales 

used in these models of galaxy evolution are of the order of a few 10 years 
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for Milky Way-like galaxies; actually, they are 1.5-3 times larger than those 
we have found. Since in these models of self-regulating SF, which succesfully 
predict the observable H I disk thickness, the latter depends on id,

 o u
r values 

of td could result in thinner H I disks than observed. However, in practice, the 
disk height may be sustained by factors other than turbulent pressure alone, 
such as the magnetic pressure and the cosmic ray pressure. Additionally, the 
vertical Galactic disk is stratified; this may facilitate the survival of turbu­
lence to high Galactic latitudes. Finally, it is probable that some SF occurs 
far from the galactic midplane increasing the probability of energy escaping 
from the disk. Thus, we consider that the disk thicknesses estimated with our 
turbulent dissipation times are a lower limit. A study of turbulent dissipation 
in a stratified medium (vertical direction) is underway. 

On the other hand, our results may pose a serious difficulty for models 
of galaxy formation where the turbulent kinetic energy injected by SNe and 
OB stars is assumed to reheat and drive back the gas from the disk into the 
cosmological dark matter halo (of sizes 15-20 times the disk size) in such a way 
that SF is self-regulated at the level of the whole intrahalo medium. In order 
for the turbulent gas to be driven back into the intrahalo medium, the typical 
sizes of the supershells (input sources) should exceed the gaseous disk height, 
in order to avoid the rapid dissipation in the disk. This could be a common 
situation in dwarf starbust galaxies (but see the results of hydrodynamical 
simulations by Mac Low and Ferrara

24
). 

In conclusion, the results of our simulations imply that ISM turbulence 
is essentially different from ideal homogeneous turbulence due to the nature 
of the intervening energy injection (forcing) mechanisms. The intermittent, 
nonubiquitous, small-scale nature of interstellar kinetic energy injection seems 
to be responsible for a new, rich kind of turbulent flow, whose dissipation 
properties seem to pose clear constraints on models of galaxy formation and 
evolution. 
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We investigate the behavior of the magnetic pressure, 62, in fully turbulent MHD 
flows in "1+2 /3" dimensions by means of its effect on the probability density 
function (PDF) of the density field. We start by reviewing our previous results for 
general polytropic flows, according to which the value of the polytropic exponent 
determines the functional shape of the PDF. A lognormal density PDF appears in 
the isothermal (7 = 1) case, but a power-law tail at either large or small densities 
appears for large Mach numbers when 7 > 1 and 7 < 1, respectively. In the 
isothermal magnetic case, the relevant parameter is the field fluctuation amplitude, 
5B /B. A lognormal PDF still appears for small field fluctuations (generally the 
case for large mean fields), but a significant low-density excess appears at large 
fluctuation amplitudes (weak mean fields), similar to the behavior at 7 > 1 of 
polytropic flows. We interpret these results in terms of simple nonlinear MHD 
waves, for which the magnetic pressure behaves linearly with the density in the 
case of the slow mode, and quadratically in the case of the fast wave. Finally, we 
discuss some implications of these results, in particular the fact that the effect of 
the magnetic field in modifying the PDF is strongest when the mean field is weak. 

1 Introduction 

A fundamental feature of compressible turbulence is the formation of density 
fluctuations, a property of central interest in astrophysics, as density excesses 
("clouds") in the turbulent interstellar medium (ISM) exhibit numerous statis­
tical properties over a range of sizes

1,
2 whose origin is not yet well understood. 

Although a full understanding of star formation requires knowledge of the full 
(multiple-point) statistics in order to determine mean densities as a function 
of region size, a first step towards this goal is the description and physical un­
derstanding of the one-point statistics, or probability density function (PDF) 
of the mass density field. 

Previous studies have shown that the density PDF in turbulent com­
pressible flows has a lognormal form in the isothermal case,

3 -
6 but exhibits 
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a power-law tail at densities larger (smaller) than the mean for flows with 
polytropic exponents smaller (larger) than uni ty

7 - 9
. It should be noted that 

some of those works referred to purely hydrodynamic flows,
3,8

 while the rest 
referred to magnetohydrodynamic (MHD) flows. 

In particular, ref. [8] presented a heuristic model for the development of 
the lognormal and power-law PDFs, based essentially on the behavior of the 
speed of sound with density in those types of flows. In this sense, the density 
PDF is a diagnostic for the dependence of the pressure with density. However, 
such model applied only to nonmagnetic flows, while the real ISM is most likely 
magnetized to a significant extent. In this paper we present preliminary results 
on the density PDF of turbulent magnetized flows in "1+2/3" dimensions 
(i.e., variability is considered only with respect to the spatial variable x for 
the three components of the velocity and magnetic fields), as a first attempt 
to characterize the behavior of magnetic pressure with density in the fully 
turbulent regime. Previous works have focused on the pressure produced 
by weakly nonlinear Alfven waves

10,11
, but here we consider fully turbulent 

regimes with arbitrarily large magnetic fluctuation amplitudes. 

2 The nonmagnetic case 

The form of the density PDF in nonmagnetic flows and its relation to the 
effective equation of state of the system has been understood in terms of a 
heuristic model by Passot and Vazquez-Semadeni,8 herafter PVS98 (see also 
ref. [9]). As in ref. [3], this model idealizes the generation of turbulent den­
sity fluctuations as a "multistep" process, in which the local density at any 
given point in the flow is the result of a series of jumps due to the continuous 
passage of shock waves. The generation of densities is an iterative multiplica­
tive process, in which every new density is obtained through a jump from the 
previous one, giving for the final density pf in terms of the intermediate steps 
pi\ pf = poYli(Pi+i/Pi)- In the isothermal case, the density jump is given 
by M2, where M is the Mach number of the shock and, because the speed of 
sound is constant, a given velocity jump is always characterized by the same 
Mach number, regardless of the local density, so that individual jumps can be 
regarded as independent, but extracted from the same distribution. In terms 
of the variable s = lnp, the iterative process is additive so that the Central 
Limit Theorem can be applied in the limit of a large number of jumps, lead­
ing to a normal distribution for s and thus a lognormal distribution for p, as 
observed in the numerical experiments mentioned above. 

Concerning the variance of the distribution, PVS98 have suggested (and 
confirmed numerically), through an analysis of the shock and expansion waves 

www.20file.org

www.semeng.ir


90 

in the system, that for a large range of Mach numbers the typical size of the 
logarithmic jump is expected to be as ~ Mr m s, where Mrms is the rms Mach 
number. The mean «o of the distribution can be directly evaluated from the 
mass conservation condition (p) = f_ °° esP(s)ds = 1, where P(s) is the PDF 
of s, yielding so = —<x2/2. The isothermal model PDF for s thus reads 

P(s)ds = —L==exp[-i^)l]ds, (1) 
\J2lT(TJ IPs 

with <Tj = /?Mr
2
ms and /? a proportionality constant of order unity. 

In the general polytropic case where the pressure P behaves as P oc p1, 
with 7 the polytropic exponent, the local Mach number M(s) at a density 
p = e$ is related to the one at the mean density M by M(s) = Mexp(

1 -
' y) s /2 , 

suggesting an ansatz where the PDF keeps the same dependence on M, pro­
vided the above replacement is made. After relocating the term in SQ from 
inside the exponential function to the normalization constant, the model PDF 
for the polytropic case reads 

P(«;7)<fc = C ( 7 ) e x p p ^ 5 a(j)s]ds. (2) 

This equation shows that when (7— l)s < 0, the PDF of p asymptotically 
approaches a power law, while in the opposite case it decays faster than a 
lognormal. Thus, for 0 < 7 < 1, the PDF approaches a power law at large 
densities (s > 0), and at low densities (s < 0) for 7 > 1 (Fig. 1). 

3 The magne t ic case 

In what follows we restrict ourselves to the isothermal case (7 = 1) and to a 
propagation along a uniform ambient magnetic field So and concentrate on the 
deviations from the corresponding lognormal PDF induced by the magnetic 
field. 

3.1 Numerical results 

The numerical simulations solve the MHD equations using a pseudospectral 
method in a slab geometry ("1+2/3D"). A resolution of 2048 grid points is 
used, which allows the handling of large enough Mach and Reynolds numbers 
with only regular second-order viscosity. A random acceleration is applied 
on the y and z components of the velocity field, i.e., transverally to BQ, thus 
inducing Alfven waves into the flow. Since these waves have finite amplitudes, 
they in turn induce fast and slow magnetosonic waves. The simulations are 
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Figure 1. Density PDFs for two ID simulations of polytropic turbulence, one with •y = 0.3 
(left), and the other with -y = 1.7 (right), both with M = 3. 

evolved over long times (several tens to a few hundred crossing times at the 
rms flow velocity) in order to obtain meaningful statistics for the density 
PDFs. 

The simulations are essentially characterized by the sonic and Alfvenic 
Mach numbers, respectively defined as Ms = u/cs and Ma = U/VA, where u 
is the rms velocity, cs the sound speed and v& = B$/p the Alfven speed. In 
order to investigate the effect of the magnetic field exclusively, we consider two 
runs (denoted I and II) with approximatively the same value of Ms (4.06 and 
3.74 respectively) but very different values of Ma (0.36 and 1.66 resp.). These 
quantities are integrated over the duration of the run, excluding the first few 
time units in order to avoid including the uniform-density initial conditions. 
The rms relative field fluctuations 6B/B are for runs I and II respectively 
0.75 and 6.65. 
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log p 

Figure 2. Density PDFs of two magnetic simulations with similar values of the sonic Mach 
number Ms but different values of the Alfvenic Mach number M a . The simulation with 
small Ma, (large mean field) is seen to have a nearly lognormal PDF, while the one with 
large M a (weak mean field) is seen to have a large excess at low densities, indicative of an 
effective "magnetic" polytropic exponent larger than unity. 

In Fig. 2 we show the PDFs for the two magnetic runs, together with 
lognormal fits (dashed lines). It is clearly seen that, contrary to what one 
might expect, the high-Ma run, which should be closest to the pure-hydro 
case, exhibits a strong deviation from lognormality, while the low-Ma PDF is 
quite close to a lognormal. This implies that the case with the weakest mean 
field is the one with the strongest effect of magnetic pressure on the density 
PDF. 

3.2 Interpretation in terms of simple MHD waves 

A preliminary interpretation of the behavior reported in the previous section 
can be given in terms of the so-called "simple MHD waves" (see, e.g., ref. [

12
]). 

These are the finite-amplitude equivalent of linear MHD waves, and have the 
same three well-known modes: Alfven, slow and fast. A simple wave refers 
to a solution that depends only on a single variable, any combinations of the 
spatial (a;) and temporal (t) independent variables. However, as mentioned 
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above, simple waves have finite amplitudes, and in general they develop shocks 
in a finite t ime. 

A number of properties of simple waves has been reported by Mann 1
2 

(see also Jeffrey and Taniut i
1 3

) . Among them, most relevant for the present 
discussion are the propagation velocities of the three modes, and the relations 
between the density and magnetic field fluctuations. The Alfven mode with 
speed V such tha t V2 = VA2 is not associated with density fluctuations. The 
fast and slow speed are given by 

vi = VA2 + 
2 

and the relation between the i 
is given by 

— {l±[l 
4c 

(VA
2 

3

2
V A

2 , l / 2 \ 

+ CS
2)2J i 

(3) 

magnitude of the magnetic field b and the density 

db V
2 

dp 

-c
 2 

Cs 

b ' 
(4) 

where VA2 = b2,/ p, vA = b2/'p, and cs is the sound speed. An important point 
to note is tha t Eqs. (3) and (4) imply a positive correlation between 6 and p 
for the fast mode (V+) and an anticorrelation for the slow mode (K_),

1 2
. 

Inserting Eq. (3) in Eq. (4), one can find the density dependence of the 
magnetic pressure. Excluding the case where the j3 of the plasma is of order 
unity with at the same t ime small to moderate field distorsions, this depen­
dence simplifies and reads (general numerical solutions have been presented 
by Mann

1 2
) : 

b2 c2p 
7 j RS a i —

 a

2~hf (slow mode) (5) 
"x "x 

b2 Rj 2a3p
2 (fast mode), (6) 

where b2 = 62 + b\, with b\ = b2 + b2 being the magnitude of the magnetic 
field fluctuation. Note tha t in our 1 + 2 / 3 geometry, 6^(= Bo) is constant. The 
quantit ies a; denote integration constants. 

From these relations, it can be seen tha t the magnetic pressure, oc 62, 
scales roughly linearly with the density (albeit inversely) in the case of the 
slow mode, but quadratically in the case of the fast mode. Note also tha t , in 
the case of small field fluctuations (most often the case if (3 = c 2 / (6 2 /p ) <^ 1) 
the coefficient of p in Eq. (5) is small, implying tha t , for the slow mode, 
large density fluctuations can occur even for small variations of b. Thus, the 
slow mode is expected to dominate density fluctuation production in the case 
of small field fluctuations. Instead, at large enough field fluctuations, the 
quadrat ic dependence of b2 on p of the fast mode eventually overwhelms the 
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linear dependence of the slow mode (and also of the thermal pressure), so the 
fast mode is expected to dominate the density fluctuation production. 

The dependence of the magnetic pressure on the density seems to describe 
the observations of Sec. 3.1 adequately because, according to the results of the 
nonmagnetic case, a pressure that depends linearly on the density produces 
a lognormal density PDF, while one with a higher-than-linear dependence 
produces a near power law at low densities. 

4 Conclusions 

4-1 Summary 

In this paper we have reviewed our previous results8 on the development of the 
density PDF as a consequence of the effective (polytropic) equation of state, 
and applied them to an understanding of the PDF in the magnetic case. 

In the context of the model presented in ref. [8], isothermal nonmagnetic 
flows have lognormal mass density PDFs while in the nonisothermal cases, a 
power-law tail develops at high Mach number, at either p > (p) or p < (p) 
depending on whether 7 < 1 or 7 > 1, respectively. 

In the magnetic case, we considered only isothermal cases and a propa­
gation parallel to the ambient magnetic field, but reported that a deviation 
from the lognormal PDF occurs when the magnetic fluctuations are large, a 
case expected when the mean field is small. We interpreted this effect in 
terms of so-called "simple", finite-amplitude nonlinear MHD waves. Indeed, 
for the slow mode of these waves, the magnetic pressure b2 behaves linearly 
with the density p, while for the fast mode, the magnetic pressure behaves 
quadratically with p. Together with the fact that for the slow wave the den­
sity is weighted by a small factor, this suggests that the production of density 
fluctuations is dominated by the slow waves at small field deviations (i.e., 
Bo large) giving a lognormal PDF again, while for weak mean fields (large 
field deviations) the quadratic density dependence of b2 produces an excess 
at small densities in the PDF, corresponding to the 7 > 1 case of the poly-
topic description. A more detailed study, including in particular the case of 
nonparallel propagation is in progress. 

4-2 Astrophysical implications 

The results of this paper have a number of implications in the astrophysical 
context. First, we have seen that the main parameter determining the ef­
fect of the magnetic field appears to be the magnetic fluctuation amplitude, 
SB/B, rather than /? alone, which is the parameter most frequently used to 
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characterize MHD flows. In other words, it is important to have a knowl­
edge of the relative importance of the turbulent fluctuations (as given by the 
Alfvenic Mach number) in addition to simply the ratio of thermal to magnetic 
pressures (as given by 0). 

Second, as far as the density P D F is concerned, the effect of the magnetic 
field is most notorious when the field fluctuations are large (generally, when 
the mean field is weak). This suggests tha t the limit of vanishing field does 
not approach the nonmagnetic case, and in this sense the latter is singular. 
This may imply tha t it is inadequate to model the ISM as a nonmagnetic flow 
even if the degree of magnetization is very low, as has started to be recently 
contended at the level of molecular clouds (see, e.g., ref. [

14
]). 
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Multifractal analysis is a powerful technique that allows categorization of the struc­
ture of complex objects. We present preliminary results on the multifractal spec­
t rum f(ot) of observational and numerically simulated interstellar medium (ISM) 
data. We consider numerical simulations in two and three dimensions of the ISM 
at intermediate scales (hundreds of pc), as well as molecular gas data. For purely 
fractal objects, the multifractal spectrum is reduced to a single point. When ap­
plied to observational and simulated ISM data, the technique shows well-defined 
multifractal spectra in all cases, including velocity-channel projections of 3D den­
sity cubes, implying that the ISM has a multifractal structure, rather than being a 
simple fractal. For density data, the quantity a corresponds to the scaling exponent 
between mass and size. The fact that a range of values of a is found in all cases 
supports previous claims (Vazquez-Semadeni, Ballesteros-Paredes and Rodriguez 
1997) that this exponent is not unique. Additionally, for density data, a signifi­
cant fraction of the f(a) curve lies on values of a smaller than the dimension of 
the embedding space, indicating hierarchical structuring of the field (larger struc­
tures have smaller average densities). This property is also satisfied by projected 
velocity-channel data. Three- and two-dimensional simulations show significantly 
different f(a) curves, which suggests intrinsically different geometrical properties. 

1 Introduction 

Multifractals are systems in which a "measure" (e.g., the mass density) is 
distributed in an embedding space (called the "support") in such a manner 
that its scaling with size, and the region of space over which the measure 
scales with a particular value of the exponent, are both fractals. In recent 
years, the fractal structure of molecular clouds has been studied (e.g., Scalo1, 
Falgarone et al.2, Stutzki et al.3) and debated (e.g., Blitz and Williams4), 
but, given the fluid, turbulent nature of the interstellar medium (ISM), it is 
likely that it is rather a multifractal (e.g., Sreenivasan5, Chappell and Scalo6) 
at least within a certain range of scales. In this work, we report preliminary 
results from the application of multifractal analysis (MFA) to both numerical 
simulations and observational data of the ISM. 

It should be emphasized that MFA does not involve any definition of 
"clouds", thus having the advantage of being free of biases due to selection 
criteria, but the disadvantage of not being directly comparable with studies 
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based on cloud surveys. 

2 Definitions and method 

We use the so-called "moment" method for computing the multifractal spec­
trum / ( a ) , where a is the scaling exponent of the "measure"0 with size, and 
/ ( a ) is the fractal dimension of the subset of space in which the measure 
scales with exponent a. Strictly speaking, a is a pointwise dimension, and 
f(a) is similar to a box-counting dimension (see, e.g., Ott ). 

In the moment method, the image is partitioned into boxes of size e. If 
Mi(e) is the measure integrated over box i, then a and f(a) are given by 

a(q) lim 
e->-0 

Efii^iogw 

f{a{q)) = lim 

log(e) 

log(e) 

(1) 

(2) 

where 

Ti(q) = v
ff
(f) (3) 

Pi 

are the gth moments of the measure, and the sums run over all boxes of size 
e in the image. Operationally, we proceed in the usual way of dividing the 
data in boxes of different sizes and taking a and / ( a ) as the slopes of the 
scalings between the sums and the box size (e.g., Chhabra and Jensen8). We 
have tested our numerical algorithm on ID, 2D and 3D binomial multifractals 
(constructed by sequentially subdividing a subset of space, assigning to each 
new subdivision a fraction of the measure contained in the parent division). 
We checked that the maximum of the f(a) curve coincides with the dimension 
of the geometric support (the space in which the multifractal is embedded), as 
expected in this case, and that the shape of the curve coincides with examples 
in the literature (e.g., DeGraff9). 

°In this paper, the measure corresponds to the mass in 3D and 2D simulations and in pro­
jected images (velocity-integrated or single-channel maps) of 3D data, and to the velocity-
and area-integrated emission in the

 1 3
CO map. 
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Figure 1. (a) (left) Logarithmic Image of the density ie ld of the 2D numerical simulation 
at time t = 2.2 (in arbitrary code units), (b) (right) f(a) spectrum for the density field of 
panel (a). Note the positive skewness of the curve. 

3 T h e d a t a 

We consider two kinds of data sets, numerical and observational. The former 
are taken from 2- and 3-dimensional simulations of the turbulent ISM, which 
respectively represent boxes of sizes 1 kpc and 300 pc on the Galactic plane 
centered at the solar Galactocentric distance. The simulations include param­
eterized radiative heating and cooling, self-gravity, the magnetic Ield and the 
Galactic rotation, as in the model of Passot et a/.

10
. The 3D simulation is 

taken from Pichardo et a/.
11

. 
The observational data is a velocity-integrated

 13
CO map of the Taurus 

region taken from Mizuno et al
12

. 

4 Resul t s 

We have computed the f(a) spectra for the 2- and 3-dimensional density 
fields of the simulations, as well as for an integrated column-density map 
and a single-velocity column-density channel map (of width 1 km s™1) of the 
3D simulation. Images of these data are respectively shown in panels (a) of 
Figs. 1 through 5, while their f(a) spectra are shown in panels (b) of the same 
figures. The

 13
CO velocity-integrated map and its corresponding f(a) curve 

are shown in Fig. 6. We have the following preliminary results. 

1. All data sets give well-defined multifractal spectra, which indicates that 
they are indeed multifractals, rather than simple fractals. In fact, a simple 
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3D ism 128 dens t=5 .2 

3.0 3.2 

Vi&uc A. (a) (loft) Density Held of i.Iu- 3D simulation at t = 5.2. (b) (right) f(a) curve for 
the density field of panel (a)). In this case the skewness is negative. 

^ 

3D ISM 128, 2D proy 123 

Figure 3. (a) (left) Total density projection along the z axis of the 3D simulation shown 
in Fig. 2. (b) (right) / ( a ) curve for the column density field of panel (a). The projection 
produces a less skewed f(a) curve, but still with negative skewness. 

fractal refers to the geometry of a spatial object, but not to how another 
property, such as the mass density, is distributed within the object. This 
is what is naturally described by the multifractal spectrum. Thus, the 
multifractal description naturally befits the spatial distribution of gas 
density in the ISM. 
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Figure 4. (a) (left) Column density map for the central channel of a 16-channel posi t ioe-
¥elocity cube for the run of Fig. 2. The Yelocity width for the channel is 0.75 km s™1. (b) 
(right) / ( a ) curve. The skewness becomes positi¥e. 
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Figure 5. (a) (left) Logarithmic image of the density field of the 2D numerical simulation 
at time f = 4.4. (b) (right) / ( a ) spectrum. Compare to Fig. 1. The f(a) spectrum has 
become considerably wider. 

The quantity a is the scaling exponent with size of the measure (either 
mass, total integrated mass along a line of sight (LOS) or LOS-integrated 
mass column density in the velocity channel map). In particular, if the 
measure is the mass, then the density scales with size as p oc Ra^D, 
where D is the dimension of the embedding space. It is seen in the 
figures that the range spanned by a includes a significant proportion of 
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Ki^iitv i*. (:i) Heft.) V«icA:ity»iuU:grat«id
 1 3

CO map of the Taurus region, (b) (right) f(a) 
curve. In this case, the skewness is positive, contrary to the case of the integrated density 
field of the 3D simulation (Fig. 4). 

values smaller than D, for which smaller structures have larger densities. 
This is consistent with a hierarchically nested structure of the medium, 
in which smaller, denser structures occur inside larger, less dense ones. 
However, there are also a values larger than D, since not all structures 
are nested within each other. It is possible that a larger structure may 
have a higher mean density than a smaller one, if the two are separated 
from each other. 

3. The existence of a finite range of a values implies that there is not a 
unique scaling exponent for mass with size, contrary to what would be 
implied for example by Larson's density-size scaling relation

13
. How­

ever, there is not necessarily a conflict between our result and Larson's 
relation, since the latter is biased to high-column density clouds, while 
the multifractal spectrum refers to the whole density or column-density 
fields. This result is consistent with that of Vazquez-Semadeni et of.

14
, 

which showed that in 2D simulations of the ISM, "clouds" (connected 
regions of density above a given threshold) do not define a single scaling 
density-size relation, but Larson's relation seems to be an upper bound 
to the region occupied by the clouds in a density-size diagram. 

4. The f(a) curves are in general not symmetric. In particular, it is note­
worthy that the f(a) curve for the 3D density field has a negative skew­
ness, while that for the 2D density field has a positive skewness, which 
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suggests that fundamental differences in the spatial structuring of the 
density occur upon going from two to three dimensions. 

5. From Figs. 2 and 6 we note that the skewness of the f(a) curve for the 
column-density map of the 3D simulation is reversed with respect to 
that of the LOS-integrated map of the Taurus region. At this time we 
do not know the reason for this discrepancy, which will be the subject of 
upcoming work. 

6. From Figs. 2 and 5, we note that the / ( a ) curve for the same simulation 
at different times changes significantly, suggesting that there exists no 
universality in the compressible, self-gravitating MHD case, contrary to 
the situation for incompressible turbulence (see, e.g., Sreenivasan5). 

5 Future work 

We have presented here only preliminary results and interpretations of the 
multifractal spectra of the numerical and observational fields. We now plan 
to investigate the relationship between the intrinsic dynamics of the flow and 
both the range of a values and the shape of the f(a) curve. In particular, 
we plan to consider sets of simulations with increasing numbers of physical 
ingredients, in order to find out at which point the universality known for 
incompressible flows5 is broken, and also to determine the geometrical features 
that determine the skewness of the f(a) curve, as well as their dynamical 
origin. 
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S T R A T I F O R M L O W CLOUDS: P H E N O M E N O L O G Y A N D 
L A R G E E D D Y SIMULATIONS 

DOUGLAS K. LILLY 
University of Oklahoma and National Severe Storms Laboratory 

Stratiform low clouds have important effects as weather events, particularly for 
aircraft terminal operations, and as a major influence on regional and global cli­
matology. The structure and modeling of such clouds is reviewed, with emphasis 
on their microphysics and radiative iniuences. Large eddy simulation has been 
applied to stratiform clouds with some success, though limited by resolution. 

1 Mot ivat ions and d a t a sources 

Two principal purposes motiYate the study of stratiform low clouds, their 
immediate weather effects and their cumulative effects on climate. Low clouds 
and fog, which may be low clouds intersecting an elevated surface, inhibit 
transportation, especially aircraft terminal operations. The major U.S. air 
terminal which is most frequently subject to instrument light rules is San 
Francisco, which is notoriously covered by stratus and stratocumulus clouds 
in the summer. At San Rrancisco, the summer stratus usually clears between 
10 and 11 local time, but that is during and after the-morning operations 
peak. Short-term predictability of the clearing time has been shown to be 
generally poor (Hilliker and Frisch1). 

Figure 1. SMS/GOES satellite pictures for 1715 GMT on (left) 13 and (right) 17 June, 
1976. From Brost, et a!.

2 
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Figure 2. Satellite images showing an extensiYe stratocumulus cloud system off the West 
Coast of the U.S. The large image was constructed from data from a shortwave infrared 
wavelength, whereas the inset was constructed from reflected solar radiation measurements. 
The streaks on the infrared image are due to a reduced droplet size in cloud contaminated 
by the exhausts of ships. From King et al.

3 

Figure 1 shows satellite photographs of the eastern Pacific on summer 
•days. On the right panel much of the California and Oregon coast and adjacent 
ocean areas are covered by a stratocumulus cloud layer, while on the left 
panel they are almost completely clear. This latter is an occasional event, 
the predictability of which is not very good. Figure 2 shows a remarkable 
discovery of satellite imagery, the appearance of condensation trails behind 
ships in the eastern Pacilc. A study of this phenomenon is described in a 
later section. 

An important long-term economic and social effect of stratiform cloudi­
ness is its inluence on the local and global climate. About l /4th of the global 
ocean surface is covered at any time by low clouds. Provided they are not 
overlapped by deep higher clouds, they intercept, scatter, and partially relect 
the incoming solar radiation, and therefore act as cooling elements in climate 
processes. They do not contribute much to greenhouse warming because their 
temperature is not much different from that of the surface beneath them. This 
is very different from the effect of high cloud layers, which partially block the 
outgoing radiation from the ground and radiate outward at a much colder 
temperature, thereby acting as heating elements. Figure 3 shows some nearly 
global maps of the frequency of low cloud cover over the oceans. The first 
panel is a map of satellite-observed low clouds in July, while the second shows 
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Figure 3. Distribution of low cloudiness (a) as observed by ISCCP (July 1983-1988 mean); 
(b) as observed from the surface by Warren et a/.

-1
'5, showing Warren cloud atlas mean 

June-July-August cloud amount. From Randall e.t al.
6 

observations made from the surface, primarily from ships. The difference be­
tween these is the effect of overlapping higher clouds, which is frequent in 
the subpolar latitudes but. much less so in the eastern ocean subtropic regions 
of frequent s tratocumulus decks. As discussed later, direct human effect on 
the frequency of low clouds and their cooling effects is quite likely, which is a 
principal reason for the high emphasis given to low cloud layers. 

Several field observation studies have been carried out to explore the 
structural details and evolution of low cloud layers. The largest and best 
known are the F IRE project off the California coast in 1987 (Albrecht et 
al.7), an extension into the eastern Atlantic, with the acronym ASTEX, in 
1992 (Bretherton and Pincus8, Bretherton et al.9, Duynkerke et a/.

1 0
), several 

programs in the North Sea and Atlantic near Britain (James
1 1

, Slingo et al.
12

, 
Nicholls and Leighton

13
, Nicholls and Tur ton

1 4
) , and the MAST ship track 

experiment off the California coast in 1994, reported by Durkee et al.
15 

2 M i x e d layer t h e o r y 

Cloud layers which are subject to buoyant, forcing, either heated at the bot tom 
or cooled at the top, are typically characterized as being well-mixed, that is 
the vertical gradients of the horizontal means of several fields are small, but 
have sharp interfaces at their tops. Fig. 4 shows two examples of cloud-topped 
mixed layers. The one with the higher cloud base appears to be well-mixed to 
the surface, while the other shows a layer of weak static stability in the lowest 
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Figure 4. Aircraft soundings of wet-bulb potential temperature, 8W, virtual potential tem­
perature, 8V, liquid water mixing ratio, rw, and drop concentration, N, for two flights. The 
sloping line is the wet adiabatic liquid water slope. From Rogers and Telford.1

6 

200 m of the virtual potential temperature panel, indicating a decoupling 
of the turbulence in the cloud layer from that in the lowest 200 m. This 
decoupling often results from effects of solar heating of the cloud layer. 

Well-mixed boundary layers, with and without clouds, are subject to 
methods of fairly simple analysis, which are often useful for interpreting ob­
served and simulated data (Lilly

17
, Deardorff

18
'
19

, Bretherton and Wyant
20

). 
The assumption of vertical uniformity of various quantities within the mixed 
layer allows the rate of change of the quantities to be determined from the 
fluxes at the top and bottom of the mixed layer. Typical quantities for which 
the mixed layer assumption may be suitable are liquid water potential tem­
perature, total water mixing ratio, and passive scalars such as ozone mixing 
ratio. Surface turbulent fluxes are typically determined from a surface layer 
parameterization or may be arbitrarily specified. The turbulent flux at the 
top of the mixed layer can be shown17 to equal the rate of entrainment of the 
property above the mixed layer 

Determining that entrainment rate is the most difficult aspect of the the­
ory. It is usually assumed to be related to the turbulent intensity at the top 
of the mixed layer, which is determined by the generation, dissipation, and 
turbulent transport of kinetic energy within the mixed layer. Attempts have 
been made to predictively solve the turbulent energy Equation, but that is a 
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somewhat uncertain process, due to important higher order terms. Usually 
some fairly simple algorithm is Employed, relating the buoyancy flux at the 
top of the mixed layer to that at the bottom or to its vertical integral, and 
from the buoyancy flux the other relevant fluxes may be determined. Un­
fortunately, no such simple algorithm has been found that appears reliable 
under all circumstances. Partial reviews of the problem appear in Nicholls 
and Turton14 and VanZanten et al.

21 

It is doubtful that mixed layer models can be effectively extended to cover 
the important cloud physics and chemistry issues to be discussed next. This 
is a principle reason for the widespread use of large eddy simulation models. 

3 Cloud physics and chemistry issues 

The climatic significance of low layer clouds is strongly dependent on the 
number, size and constitution of aerosols. Those which are soluble in water 
and large enough to serve as nuclei for condensing water drops at small su-
persaturations are called cloud condensation nuclei (CCN). For each nucleus 
there is a maximum equilibrium supersaturation, which varies inversely with 
the nucleus size, beyond which the nucleus is activated and grows as a drop 
of dilute salt solution. The equilibrium supersaturation also varies with the 
salt of which the aerosol is composed. 

Determination of the number of cloud drops which will form in a rising 
air mass containing a distribution of aerosols of mixed sizes and properties is 
a somewhat difficult task, with often uncertain results. In general, however, 
the more nuclei, the more drops are activated. Air masses which have been 
over the ocean for a considerable time are usually relatively clean, with CCN 
number <100 cm

- 3
, while those currently or recently over land are usually 

much dirtier. 
The reflectivity of a cloud is largely dependent on its thickness and on the 

surface area of its drops, so that a cloud formed on a continental aerosol may 
look considerably brighter from above and darker from below than a marine 
cloud with the same liquid water content. This has been demonstrated from 
satellite imagery downstream of urban or rural pollution sources, and more 
spectacularly from visible ship tracks, as shown in Fig. 2. 

The aerosols which appear in the atmosphere have various sources. How­
ever, the soluble salts which are most frequently effective as CCN are ammo­
nium sulfate and sodium chloride. Ammonium sulfate is initially generated 
as very small particles which must coalesce from Brownian motion, probably 
for several hours, in order to become large enough to act as CCN. Sodium 
chloride and other ocean salts are introduced by evaporating spray, formed 
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Sulfate CCN concentration, cm"
3 

Figure 5. The zonally averaged (oceanic areas only) profiles of the sulfate aerosol concen­
tration. The dashed line shows the contribution from natural sources only, while the solid 
line shows the contribution from all sources (natural plus anthropogenic). From Z. Kogan 
et al.

22 

when the surface winds are strong enough to produce whitecaps. Some of 
the particles produced this way are quite large, greater than 1 /mi in radius. 
They are very effective as CCN and grow to produce rather large drops by 
condensation. 

Figure 5 shows the amount of sulfate in the air currently as well as an 
estimate of its preindustrial value. The pollutants released from fires and 
burned hydrocarbons, especially sulfur oxides, tend to produce clouds which 
are more reflective of sunlight than those formed in cleaner air (Twomey

24
, 

Platnick and Twomey
25

). Albrecht26 proposed that clouds formed in dirty 
air are also more durable, because the droplets are less likely to coalesce and 
rain out. Dirty air without clouds also reflects considerable solar energy. The 
effect of dry aerosols is usually called the direct effect, while that of clouds 
forming on them is the indirect effect. Fig. 6 shows estimates made by four 
different methods of cooling due to the total effect of anthropogenic aerosols. 
The magnitudes, up to 10 W m

-
2 for methods III and IV are locally larger in 

parts of the northern hemisphere and, for method IV, globally approach the 
expected warming due to the greenhouse effect. 
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Figure 6. Geographical distribution of the annual mean indirect forcing (W m
 2

) due (a) 
method I, (b) method II, (c) method III, (d) method TV. From Kiehl p.t o/.2

3 

4 L E S p u r p o s e s , m e t h o d o l o g i e s a n d p r o b l e m s 

Large eddy simulation of convectively driven layer clouds was first applied by 
DeardorfT

19
, revived by Moeng 2 ' , and actively pursued almost continuously 

since (e.g., Schumann and Moeng
2 8

, Khairoutdinov and Kogan
2 9

, Stevens et 
a/.

3 0
) . T h e initial purpose was t o test mixed layer and other theories, in 

comparison also with laboratory and observational da ta . Several comparison 
tests have been made, in which different LES models were run with essentially 
the same initial and forcing conditions (Moeng, et al.

31

, Bretherton et al.
32

). 
Recently a principal goal has been to develop and test single column pa-
rameterizations suitable for entry into global climate models (GCMs). Some 
single-column models were compared by Bretherton et al.

33 

LES models of stratiform clouds are restricted to a small domain by most 
meteorological s tandards, typically 5-10 km in horizontal extent and a few 
km in the vertical. The small domain allows for high resolution, usually 50 
m horizontal spacing or finer, and 25 m or finer in the vertical, often with 
the finest spacing near the surface and the mixed layer top. The numerical 
methodology usually involves either centered 2nd or 4th order accuracy differ­
encing, pseudospectral methods, or more recently one of several higher order 
schemes with monotonicity properties, tha t is they conserve the extreme val­
ues, e.g., Smolarkiewicz and Grabowski

3 4
. This is helpful when dealing with 

moisture variables, which are inherently positive but cover a fairly wide dy-
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namic range even in the lower troposphere and exhibit sharp gradients near 
cloud top. Centered difference and spectral schemes often predict negative 
humidities and other unrealizable features. 

The usual prognostic equations include those for the three components of 
motion, one for a quasiconserved thermodynamic property like liquid water 
potential temperature, and one for a quasiconserved moisture variable, usually 
total water mixing ratio. An incompressible or anelastic continuity equation, 
which is usually assumed, leads to a Poisson diagnostic equation for pressure. 
For models without cloud microphysics, water vapor and liquid water are 
determined diagnostically with aid of the Clausius-Clapeyron equation. 

Since the mixed layer is usually turbulent at all resolvable scales, it is de­
sirable to use some subgrid closure scheme which dissipates resolvable kinetic 
energy and scalar variances. Either the first order Smagorinsky-Lilly scheme, 
including a correction for buoyant stability, or the so-called 1.5 order scheme 
using a turbulent energy equation is most commonly used. 

The most serious problems with most LES models are the usual economic 
ones of having neither enough fine-scale resolution or a large enough domain 
to simulate important observed structures. The fine-scale resolution limit near 
cloud top has been found to lead to incorrect predictions of the entrainment 
rate (Stevens and Bretherton

35
). Most modelers use a horizontal/vertical 

mesh spacing ratio of 2:1 or a little higher, but enhance only the vertical 
resolution near the mixed layer boundaries. The domain size is usually suf­
ficient to contain a number of convective elements, but observational data 
usually show larger scale structures, 20 km or more in extent, often cellular, 
superimposed and perhaps partially controlling the convective scales. 

Several recent model simulations have applied detailed cloud micro-
physics, including the processes of CCN activation, growth by condensation 
and coalescence, fallout, evaporation, and drop deactivation. These require 
consideration of rather wide size ranges of both CCN and drops. Typically 
distribution functions are created, which would be continuous in theory but 
are discretized for computation, with bins containing drops within various 
size ranges. One version, due to Kogan et al.

36

, uses 10-20 CCN bins, with 
sizes chosen with reference to the supersaturation required to activate them, 
and 20-40 drop bins distributed logarithmically, typically 1 per octave of drop 
mass. A more sophisticated but computationally burdensome scheme due to 
Liu37 uses a two-parameter distribution function, with bins assigned to spe­
cific size ranges of each of nucleus mass and drop mass. Since each distribution 
function variable is advected by the turbulent flow fields as well as partici­
pating in various cloud physics processes, the increased computational load is 
quite heavy for both methods, requiring 30-60 new prognostic variables for 

www.20file.org

www.semeng.ir


115 

Kogan's method and hundreds for that of Liu. 
Cloud chemistry has usually been considered separately, though some­

times with the aid of a 2D cloud resolving or LES model. To my knowledge 
no LES model for stratified cloud simulation has included both a detailed 
cloud microphysics and a chemistry module. That is to be desired in the fu­
ture, to allow realistic restoration of CCN removed by drop coalescence and 
fallout. 

5 Some examples 

Here I show a few of the results of two LES models which include important 
cloud physics and dynamics processes. These were carried out by doctoral 
students at the University of Oklahoma, under the direction of Prof. Yefim 
Kogan. 

5.1 Khairoutdinov: Removal of CCN by drizzle 

The first example is due to Khairoutdinov38 (abbreviated hence as K), fur­
ther presented by Khairoutdinov and Kogan

29
. They used the cloud physics 

scheme due to Kogan et al.
36

 When the humidity increases to saturation, usu­
ally during ascent, a droplet bin is formed and replaces the activated CCN bin. 
Drops grow into larger bins by condensation and coalescence and shrink back 
from evaporation. When the drops in a bin evaporate they return as CCN 
particles. Drop coalescence and drizzle remove droplets and subsequently 
CCN from the population, as they must in nature. The fault in this model 
is that the condensed drops carry no memory of the mass of the CCN solute 
within them. An evaporated drop which has grown by coalescence should 
leave a larger aerosol particle behind than those from which it was formed, 
but that information is lost. This loss can be partly restored by enlarging the 
CCN recovered from evaporating drops so that the total solute mass remains 
approximately constant, except for what falls to the surface 

An experiment carried out by K tested an hypothesis due to Ackerman et 
al.

39

, that an active and long-lived cloud layer can remove CCN faster than 
turbulent diffusion or chemical processes can restore them. As the number of 
nuclei become smaller, the cloud physics processes become more efficient, so 
that nearly all cloud drops grow to drizzle sizes and many of them fall out, 
removing the remaining CCN even faster. Ship-based observers in the eastern 
Pacific have occasionally found extremely low values of CCN, that is a few 
per cc, and in such cases they sometimes observed drizzle falling from a nearly 
clear sky. It is thought that this process may take several days to complete. 
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Figure 7. Time evolution of the mean profiles of (a) virtual liquid water potential tempera­
ture, (b) total water, (c) liquid water, (d) drizzle rate, (e) drop concentration, and (f) total 
particle concentration. From Khairoutdinov

38
. 

The numerical experiment by K simulated this CCN removal process with­
out any addition of new CCN. In the experiment the result of Ackerman et 
al.

39

 was mostly obtained in about 6 hours, probably because no new aerosols 
were created to replace those lost by condensation and fallout. Fig. 7 shows 
the evolution of several parameters. Looking first at panel (e), the concen­
tration of water drops, one sees that concentration decreases rapidly in the 
cloud layer, which starts at about 300 m, but increases immediately below it, 
apparently due to drizzle drops falling through it, most of which evaporate 
before they hit the surface. Panel (f) shows the sum of water drops and nuclei, 
which also decreases steadily and rapidly. Initially this quantity is assumed 
uniform below and within the cloud layer. Condensation and evaporation pro­
duce an exchange between drop and nucleus number, with the sum remaining 
constant, but coalescence and fallout reduce the number. Panel (d) shows 
the rate of drizzle fall, which increases rapidly for the first four hours. Panel 
(c), the liquid water mixing ratio, drops fairly rapidly also, but not as fast as 
the drop number, indicating that the average drop size increases. Panels (a) 
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Figure 8. Vertical profiles of the dimensionless vertical velocity variance (a) and buoyancy 
flux (b) in the A334 case (solid line) and A348 case (dashed line). The stars show the 
observational da ta in the A334 case and the circles those for the A348 case. The evolution 
of the tracer vertical profile in cases A334 and A348 in shown in (c) and (d) respectively. 
From Liu et al.

40 

 s

and (b) are the profiles of virtual liquid water potential temperature, 0iv, and 
total water mixing ratio, qt- The total water content increases in the subcloud 
and lower part of the cloud layer and decreases in the upper part, while 8{v 

does the reverse. Apparently this is due to loss of water in the region where 
drizzle is forming and gain where it is evaporating, so that the time changes 
are proportional to the vertical derivative of the curves in panel (d). All the 
profiles show a steady increase in the depth of the mixed layer of about 100 
m over the 6 hour time period, an entrainment rate of 0.5 cm ~ . 
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5.2 Liu: MAST Simulations 

The second example is due to Liu, et al.
40

 It was also done with the Kogan 
cloud physics model and was intended to simulate some results of the MAST 
experiment, which investigated the effects of introduction of large numbers of 
CCN from ship exhausts into marine air with preexisting cloud cover. The 
result was fairly successful in showing the increase in cloud droplet number 
and sunlight reflection after injection of a large number of CCN. Fig. 8 shows 
partial results of a test of the sensitivity of the ship plume process on the 
structure of the environment, as found from aircraft observations. In one of 
the two experiments considered (A334) a well-mixed cloud-topped boundary 
layer was observed, while in the other (A348) the cloud layer is partially de­
coupled from the surface by a weak stable layer. Although both environments 
were observed in the daytime, A334 is more typical of nighttime and A344 of 
daytime, when solar radiation heats the cloud layer. The first two panels are 
plots of vertical velocity variance and buoyancy flux, both of which show the 
decoupling effect for A348. The last two panels show the concentration of a 
passive scalar equivalent to stack smoke, which does not penetrate the cloud 
layer in the decoupled case. Many additional results relevant to the MAST 
experiment and the two-parameter microphysics parameterization are found 
in Liu

37
. 

6 Summary 

The structure, evolution and interactions of stratified cloud layers are now re­
garded as important elements in global and local climate dynamics, and also 
of importance to operational meteorology, particularly for aircraft terminal 
operations. Mixed layer models provide a relatively simple theoretical frame­
work, but these are incomplete in various ways. The large eddy simulation 
approach has been applied with some success, with partial inclusion of realis­
tic cloud physics but not yet aerosol chemistry. Two recent LES models are 
described, with unique features in dynamic structure and cloud microphysics. 
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ON THE MODELING OF DEEP CONVECTIVE CLOUDS OVER MEXICO 
CITY 

G.B. RAGA AND J. MORFIN 

Centro de Ciencias de la Atmosfera, UNAM, Ciudad Universitaria, 04510 Mexico DF, 
Mexico; E-mail:raga@servidor. unam. mx 

We have implemented in Mexico the Advanced Regional Prediction System (ARPS) 
developed by the Center for Analysis and Prediction of Storms (CAPS) of the University of 
Oklahoma, to study deep convective clouds that develop almost daily over Mexico City 
during the rainy season (from June to November). Mexico City is located in an elevated 
basin surrounded by mountains on three sides (East, South and West), that reach up to 1.5 km 
above mean basin level. The orographic forcing is crucial to the development of convection, 
but the larger scale conditions determine the location and strength of the convective activity. 
This convection is more frequently observed in the SW corner of the basin, where 
climatological precipitation values are a factor of 2 larger than in the NE sector. In this study 
we have simulated a storm that occurred on August 18, 1997, and gave way to generalized 
flooding in the WSW area of the basin. 

The results indicate that the main storm characteristics are fairly well reproduced by the 
model, when comparing with the precipitation measured at the surface by the city's raingauge 
network. The dynamics of a long-lasting precipitating cloud appears to be the interaction of a 
daughter cell with its parent cells. The main mechanism for precipitation production is the 
interaction of cloud ice with hail in the initial 2 cells, although some warm rain conversion is 
also active. 

1 Background 

Mexico City is located at 19°N and in an elevated basin (at 2.2km above sea level), 
almost entirely surrounded by mountains. The climate in the Mexico City basin is 
characterized by a dry season from November to April followed by a rainy season 
from May to October. Much of the rain during the wet season is associated with 
convective thunderstorms embedded in the deep moist trade winds. 

The average annual precipitation pattern observed within the basin1 shows 
a strong gradient from the semiarid regions to the northeast (with 400 mm per year) 
to the humid southwest corner (that receives 1000 mm per year). This spatial 
pattern is clearly linked to the orographic influence, which forces convection in the 
southwest corner of the basin. 

The purpose of this study is specifically to test the hypothesis that the 
orography plays a major role in the development of deep convection and 
precipitation during the wet season. 
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2 Methodology 

As a modeling tool, we utilize the Advanced Regional Prediction System (ARPS) 
numerical code developed at the Center for the Analysis and Prediction of Storms of 
the University of Oklahoma2. 

The model is a nonhydrostatic prediction model and is appropriate for use 
on scales ranging from a few meters to hundreds of kilometers. It is based on the 
compressible Navier-Stokes equations describing the atmospheric flow. The 
terrain-following coordinates allow the simulations of flow over complex 
topography, such as in this case. A variety of physical processes are taken into 
account in this model, with parameterizations for surface processes, radiation, 
turbulence and cloud microphysics. 

The governing equations of the atmospheric component of the model 
include momentum, heat (potential temperature), mass (pressure), water substances, 
turbulent kinetic energy and the equation of state. These equations are represented 
in a curvilinear coordinate system which is orthogonal in the horizontal. The 
governing equations used are the result of direct transformation from the Cartesian 
system and are expressed in a fully conservative form. These equations are solved in 
a rectangular computational space using finite differences. The computational grid 
can be arbitrarily defined and the transformation Jacobians are calculated after the 
numerical grid is defined. The model variables are staggered on an Arakawa C-
grid, with scalars defined at the center of the grid boxes and the normal velocity 
components defined on the corresponding box faces. 

Since the model atmosphere described by the governing equations is 
compressible, meteorologically unimportant acoustic waves are also supported by 
the model. The presence of acoustic waves severely limits the time step size of 
explicit time integration schemes. To improve model efficiency, the mode-splitting 
time integration technique is employed. This technique divides a big integration 
time step into a number of computationally inexpensive small time steps and 
updates the acoustically active terms every small time step while computing all the 
other terms only once every big time step. The large timestep integration uses a 
centered three-level (leapfrog) time differencing scheme. With the exception of the 
advection terms, the spatial difference terms are second-order accurate. The 
advection can be either second- or fourth-order accurate. The model assumes that 
the top boundary is flat and at a height defined by the user, and that the vertical 
velocity normal to the boundary vanishes there. There is also a Rayleigh damping 
term added to the conservation equations of momentum, potential temperature and 
water quantities near the top of the domain to absorb upward propagating wave 
disturbances and to eliminate wave reflection at the top boundary. These terms act 
to damp the perturbations from the base state and the height of this damping layer is 
in general 1/3 of the total domain depth. The bottom boundary is at a height z= 
h(x,y) , where h is the terrain height. When the terrain is not flat, vertical velocity 
will not be zero at the ground. The terrain-following coordinate transformation used 
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by ARPS ensures that the computational grid line at the lower boundary follows the 
terrain. Five types of lateral boundary conditions are available to the user: rigid 
wall, periodic, zero normal gradient, wave radiating open boundary and externally 
specified boundary conditions. For the present study, zero normal gradient 
conditions were used in all lateral boundaries. 

Wind components and the state are defined as the sums of base-state 
variables and the deviations from the base state. The base state is assumed to be 
horizontally homogeneous, time invariant and hydrostatically balanced. The base 
state can be initialized using prescribed analytical functions or an external sounding. 

Figure 1. Modeling domain and contours of topography. 

Since the model will be used to study cloud development it is relevant to 
discuss some aspects of the cloud physics parameterizations. The Kessler warm 
rain microphysics parameterization considers three categories of water: water vapor, 
cloud water and rain water. Each of the liquid forms is implicitly characterized by a 
droplet distribution. Small cloud droplets are first formed when the air becomes 
saturated and condensation occurs. If the cloud water mixing ratio exceeds a 
threshold value, raindrops are formed by autoconversion from the cloud droplets. 
The raindrops then collect smaller cloud droplets by accretion as they fall at their 
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terminal speed. If cloud droplets enter unsaturated air they evaporate until either the 
air is saturated or until the droplets are exhausted. Raindrops also evaporate in a 
subsaturated environment at a rate depending on their concentration and the 
saturation deficit. When the ice phase is present, many more processes will be 
involved. Negative water quantities produced by advection and by the vertical flux 
terms associated with rainwater fallout are not adjusted. The negative values are set 
to zero and only the positive values are used in the microphysical calculations. 
Since both positive and negative values are involved in the advection and mixing 
processes, the total water content is conserved apart from the rainwater fallout. 

The environmental conditions used to initialize the model correspond to 
the 6 am sounding (local time) on August 18, 1997. Very deep convection was 
observed to develop this day and intense precipitation over the slopes caused 
washouts and street flooding in the southwest corner of the city. A deep layer of 
instability was evident from the morning sounding, with very light winds (both the 
zonal and meridional components). These environmental conditions (with little 
evidence of large scale forcing) are ideal to test the hypothesis of orographic 
forcing. Convection is not forced in these simulations by including a hot bubble 
(not even by 'white noise' in the temperature field); it is only the result of the 
differential heating between sun-facing and shaded slopes. The integration domain 
covers 68 km x 68 km x 18 km, with a spatial resolution of 1 km, shown in Fig. 1 
together with the topography in the region. 

Figure 2. Vertical cross section of cloud water and cloud ice mixing 
ratios at 11:20 am (local time) 
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3 Results 

Figure 2 shows the vertical cross section of the simulated cloud water and ice water 
fields after more than 5 hours of integration, corresponding to 11:20 am local time. 
This cross section corresponds to a vertical plane through the ridge shown in the 
S W corner in Figure 1. Two convective cells are observed, at different times during 
their evolution. 

Ten minutes later (Fig. 3) these two clouds ('parent cells') appear to merge at 
cloudbase, while continuing their vertical development. The new cloud ('daughter 
cell') is formed at this point in time of merely cloud water. The clear gap between 
the parent cells above 7 km is due to the downward motions at the edges of the 
rising thermals. This downdraft is preventing the development of the incipient 
cloud between the larger cells. Figure 4 presents the streamlines along the plane 
shown in Fig. 3, where this can be easily observed. 

Figure 3. Same as Fig. 2 but at 11:30 am (local time) 

Only when the larger cells start to decay after fallout of heavy precipitation, can 
the daughter cell begin to develop. This daughter cell appears to grow and produce 
precipitation somewhat faster than the parent cells and we hypothesize that the 
interaction with the parent cells is inducing the faster development. Hail and rain 
fall out of the parent cells into the growing daughter cell and accelerate the 
production of hydrometeors in the latter. This interaction results in as much rain 
water and hail in the daughter cell as in the parent cells after only 20 minutes of 
development, compared to more than 30 minutes in the parent cells, as can be 
observed in Fig. 5. 
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Figure 4. Streamlines corresponding to the cross section in Fig. 2. 

Figure 5. Same as Fig. 2 but for snow, hail and rain water mixing ratios. 
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To gain insight into whether the precipitation was produced mainly by warm 
rain or by cold rain processes, we have isolated the hydrometeor interactions that 
lead to rain water by either process, and are presented in Figs. 6 and 7 for die 20 
minute period under discussion. In the daughter cell, the acumulated precipitation is 
dominated by the warm rain process, due to the fact that falling rain from the parent 
cells is accelerating its production. 
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Figure 6. Production of rain by warm rain processes in a 20 minute period. 

4 Conclusions 

These preliminary results indicate that indeed the topographic forcing alone can be 
responsible for the convective activity observed in the southwest corner of the 
Mexico City basin. The main precipitation mechanism appears to be cloud ice-hail 
interaction present in the initial 2 cells, although some warm rain conversion is also 
active. This interaction between cells seems to be responsible for the prolonged 
period of precipitation, causing a large accumulation. Qualitatively, this result is in 
agreement with the observed pattern of precipitation at the surface on Aug.18, 1997. 
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Figure 7. Same as Fig. 6 but by cold rain processes. 
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The exponential instability of the Legendre polynomial flows, Rossby-Haurwitz 
waves, Wu-Verkley waves and monopole, dipole and quadrupole modons on a 
sphere is considered. These flows are exact solutions to the barotropic vorticity 
equation on a rotating sphere. We have obtained a conservation law for distur­
bances and a condition necessary for the normal mode instability of each such 
flow, and estimated the maximum growth (and decay) rate of the modes. We 
have also shown that the amplitude of any unstable, decaying and nonstationary 
mode is orthogonal to the basic solution in the energy inner product. Any mode 
not satisfying the new instability condition is neutral. The condition localizes 
the unstable modes in phase space, characterizes the spectral structure of growing 
perturbations, and is helpful in testing a computational algorithm developed for 
the numerical linear stability study of a flow on a sphere. Some properties of the 
conditions for different types of modons are discussed, too. 

1 Introduction 

The motion of an ideal incompressible fluid on a rotating sphere S is described 
by the barotropic vorticity equation (BVE) 

AV>t + J(V>,AV> + 2 ^ = 0 (1) 

where J (a, b) = axb^ — a^bx is the Jacobian, A is the longitude, fi is the sine of 

latitude, and A^ and Aip + 2fi are the relative and absolute vorticity, respec­
tively (hereinafter f\, f^ and ft denote the partial derivatives of / ) . Equation 

(1) also describes quite well the large-scale dynamics of an inviscid and un­
forced barotropic atmosphere

1 - 6
. Therefore the stability of exact solutions to 

(1) is of great hydrodynamic and meteorological interest, and new results in 
this area can provide insight into deeper understanding of the low-frequency 
atmosphere variability and climate predictability. In spite of many investi­
gations, the stability problem is still far from its complete resolution. It will 
suffice to mention that for half a century, the only useful and easily applied 
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linear instability condition for solutions to Eq. (1) has been Rayleigh-Kuo's 
condition7. However, its utility is rather limited. First, it serves only for zonal 
flows. Second, each Legendre polynomial (LP) flow of degree n > 3 satisfies 
this condition if its amplitude is large enough. Third, the Rayleigh-Kuo con­
dition is only the necessary condition for the instability, and its fulfillment 
does not guarantee the instability6. And finally, it provides no information 
about the growth rate and time-space structure of unstable disturbances. It 
should also be noted that no instability condition has been developed up to 
now for Rossby-Haurwitz (RH) waves, Wu-Verkley (WV) waves, or modons. 
Thus, for a fundamental understanding the instability of flows on a sphere 
(or at least BVE solutions), an active search for other instability conditions 
is required. In this work, we consider the linear instability of the following 
well-known real exact solutions to Eq. (1): 

I. A Legendre polynomial (LP) flow 

1>{H) = aPn{y) (2) 

where a is the flow amplitude, and P„(p) = (2nn\)~1j^(fi2 - l ) n is the 
Legendre polynomial of degree n . Mathematically, LP flows are interesting 
as an orthogonal basis for the zonal flows on a sphere6. 

II. A steady Rossby-Haurwitz (RH) wave 
n 

1>(\,ri = -wp+ £ C C ( V ) (3) 
m = — n 

where u — 2/(xn - 2) , Xn = n(n + 1), i>™ is arbitrary amplitude, Y™ (A, //) = 
P™(fi) exp(imA) is the spherical harmonic of the degree n and zonal number 
m, and P™(fi) = (1 - fi2)m/2j^rPn(fi) is the associated Legendre function 
(n > 1)

 8
. 

III. A steady (antisymmetric around the equator) Wu-Verkley (WV) 
wave

1 

^X,,) = \ ^ ^ \ - ^ +
M

D

-
m S

- (4) r
v '

r
/ \X0(X,n) -ui0fi + D0, in Som 

where 5;n = {(A,//) € S : y, e (-/io,Mo)} and 5out = S \ S[„ are the inner 
(tropical) and outer (polar) regions, 0 < /J,Q < 1, and D\ and D0 are constants. 
Furthermore, u>\ = 2/(xa - 2), u>0 = 2/{xa - 2), a and a are the degrees of 
the spherical harmonics representing solution (4) in regions S-m and Sout, and 
Xi(\,n) and X0(\,fi) are the Laplacian eigenfunctions corresponding to the 
eigenvalues Xa = «(a + 1) and Xa = &{& + 1), respectively: —AX; = Xa^i, 
- A X 0 = XaX0 . 
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IV. A steady (monopole or dipole) modon by Verkley
2-

4 and quadrupole 
modon by Neven5. In the primed system of coordinates (A', / / ) , whose pole co­
incides with the modon center and is on the latitude circle fi = fio, the modon 
can also be written in the form (4), but the inner and outer modon regions are 
defined as Sin = {(A', / / ) G S : fi' > fia} and Sout = {(A', p') G S : / i ' < ) i „ ) , 
that is, \i! = fia is the circle separating Sm and 5out-

2 

Note that solutions (2)-(4) are of both hydrodynamic and meteorological 
interest

1 - 5
. Infinitely smooth LP flows and RH solutions of low degree rep­

resent planetary waves on the earth. The WV waves and modons are not so 
smooth as the LP flows and RH waves, and generally considered as weak BVE 
solutions. While WV solutions can be used to describe small-scale geometric 
structures in the low latitudes of the atmosphere, modons are interesting as 
prototypes of moving isolated vortices and blockings. 

2 Some integral formulas involving the Jacobian 

We define the inner product and norm in the Hilbert space of square integrable 
functions on S as 

(<P,h)= fxfhdS and ||V>|| = (V<,^)
1 /

2 (5) 

Note that the boundary between S\n and 5out is a streamline (ip\' (A', jxa) = 
0) for the modon, or the union of two streamlines (ijj\(X,—fio) = 0, and 
tjj\(X,fio) = 0) for the WV wave. The modon inner region Sm is a sphere 
domain bounded by the latitudinal circle /i' = /j,a. As to the WV wave, its 
region 5;n is a latitudinal channel —po < fJ. < Ho on the sphere S. Taking 
into account this fact we now give a few integral relations widely used in this 
work. Let G = {(A, pi) 6 S : /iG {fia> 1]} be a part of the sphere S bounded 
by a latitudinal circle /i = fia (—1 < fia < 1). Then 

[ J(1>,f)fdS = 0 (6) 
JG 

for any complex smooth functions %\i and / such that tp\(X,fia) = 0. Equa­
tion (6) is also valid if G = {(A,/i) e 5 : f i£ [fia,fn,]} is a periodic channel 
on S and the normal velocity component is zero at the walls: ip\(\,pia) — 
4>x(\,Hb) - 0. 

If, in addition, ^ is a real function then 

£ / J(1>, f)JdS = 0 (7) 
JG 
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where 3? denotes the real part of the number. Also we note that 

{J(f,v),f)=0 and (J(flti),Af) = 0 (8) 

for any complex smooth function / on the sphere S. 

3 Conservation laws for disturbances 

An infinitesimal perturbation ip'(X,fj,,t) of the LP flow %jj is governed by the 
linear equation 

A1p't + J(1p,A1p' + Xn^') + 2J(rP',fi) = 0 (9) 

For the solution (3) or (4), such perturbations are governed by the equation 

A ^ + J(^AV>' + # ' ) = 0 (10) 

where q = \n for the RH wave, and 

/ \ I Xa i II 2! G oin " , « ; 

«
( X

)
 =

 U ,**€$»*
 (U) 

for the WV wave and modon. Let solution i\> be the LP flow (2) or RH wave 
(3). Taking the inner product (5) of Eq. (9) or (10) with Aip' + Xn4>' and 
using formulas (7) and (8) for G = S we get

6 

Proposition 1. An infinitesimal perturbation to the LP flow (2) or steady 
RH wave (3) evolves in such a way that its energy and enstrophy decrease, 
remain constant or increase simultaneously according to 

{V(t) - XnK(t)}t = {\x(t) - Xn]K(t)}t = 0 (12) 

Here Xn = n{n + 1), and K{t) = i | | V ^ ( i ) | | 2 , v{t) = \ IIA^'WH2 and 
x(t) = r}(t)/K(t) are the kinetic energy, enstrophy and square of Fjortoft's 
average spectral number9 of the perturbation ip', respectively. By (12), while 
the energy K(t) grows, the number x{t) characterizing the geometric scale 
of the unstable disturbance tends to the number x„ . Note that (12) is also 
valid for any real (not necessarily small) perturbation of the LP flow or RH 
wave8'

10
. 

Let now solution ^(A, fi) be a steady WV wave or modon (4). Taking the 
inner product (5) of equation (10) with Aip' + qi>' and using (11) and (7) we 
obtain another conservation law

11
: 
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Proposition 2. Disturbances to a WV wave (4) or modon are governed by 

{xaV0+x7V
o )

-tf}t = 0 (13) 
where K{t) is the perturbation energy, and 

ri
{i)

(t) = lf [AiP'fdS and n^(t) = \ f \A^f dS (14) 

are the parts of the perturbation enstrophy concentrated in solution regions Sm 

and 5out • 
Note that in the particular case when \a = Xa = n(n + 1) the WV wave 

is transformed to the RH wave, and (13) is reduced to (12). The laws (12) and 
(13) are analogous to those obtained earlier for infinitesimal perturbations to 
a wavy basic state on the /? plane12 and /? plane modon

13
'
14

. They represent 
a constraint on the evolution of the perturbation energy and enstrophy, and 
are nothing other than the conservation of pseudoenergy

15
. We will use these 

laws for deriving necessary instability conditions in section 5. 

4 Invariant sets of d is turbances 

Defining by 

6(t) = T,M(t)/T,(t) and l-S(t) = r,M(t)/ri(t) (15) 

the fractions of the perturbation enstrophy concentrated in 5out and 5;n (0 < 
5 < 1), we can write both (12) and (13) as a conservation law 

{\p(rP')-l]K(t)}t = 0 (16) 

where p(x/j') = p(t) is a spectral number characterizing the scale of the distur­

bance ip'(\,ij,,t) on S; in addition, 

P(1>') = xi^Xn1 = XW) Hn + l ) ] " 1 (17) 

for the LP flow or RH wave, and 

PW) = xW) {Sxa1 + (i - ^x;1} (is) 
for the WV wave or modon. Due to (16), p(4>') —> 1 when K(t) grows, and all 
infinitesimal perturbations ^'(X, p.,t) to either solution are divided into three 
invariant sets: 

M+ = {xjj' : p(tf') > 1} , Mo = {iP' : p(0') = l} , M_ = {<// : p(^') < l} (19) 

Note that all the real (not necessary small) perturbations of the LP flow 
or RH wave are divided into sets (19)

16
. Set Mo separates the large-scale 

perturbations of M_ and small-scale perturbations of M+. 
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5 Exponential instability conditions 

Infinitesimal perturbations to solution V °f Eq. (1) will be searched as a 
normal mode 

ip'(\,IJ.,t) = y(n)exp{irn\ + vt} (20) 

if ip is the LP flow or monopole (zonal) modon, and as a normal mode 

V>'(A,//,f) = *(A,//)exp{W} (21) 

if ip is the RH wave, WV wave, and dipole or quadrupole modon. Here m is 

the zonal wavenumber, and v = vr + iv\ is complex. The time dependence 
of the mode is so simple that the spectral number x(^') = v{p)lK{t) of the 
mode is time-independent and coincides with the spectral number x* of the 
mode amplitude $ : 

x W ) = X* = mlKy (22) 

Here ny and K% are the enstrophy and energy of the mode amplitude. There­

fore, p(4>') is also time-independent, and (16) can be written as 

i / r b ( V > ' ) - l ] ^ » = 0 (23) 

Since vT ^ 0 for the growing or decaying modes, we obtain that 

pW) = 1 (24) 

is the necessary condition for the exponential instability. Obviously, the am­
plitude of a decaying mode must also satisfy condition (24). Thus we proved 
two assertions: 

Proposition 3. Let n > 2, \m\ o < n and m ^ 0. A mode (20) of the LP 
flow (2) is unstable (or decaying) only if spectral number x* = ??*/A'* of the 
mode amplitude ^(n) is equal to Xn =

 n

{n + 1)-

Proposition 4. Let ip be a steady RH wave (3), WV wave (4), or modon. A 
mode of the flow i\> is unstable (or decaying) only if 

n(n +1 ) , if ^ is the RH wave 

{^Xj1 + (1 — tyXa1} , if ^ is the WV wave or modon 

where x* = ty^/lf* is the spectral number of the mode amplitude *(A, /i). 

Note that any mode (20) of the LP flow (2) is stable if \m\ > n or m = 0.1
7 

Due to Propositions 3 and 4, no unstable mode of the LP flow or RH wave 
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can be disclosed by means of computations while the triangular truncation 
number for the disturbance series of the spherical harmonics is taken less 
than or equal to n.6 For the LP flow or RH wave, the instability equation 
X* = n(n + 1) depends only on the basic flow degree n, and the locus of its 
solutions is a hypersurface (a set of measure zero) in the perturbation phase 
space (of Fourier coefficients). Any mode whose amplitude does not satisfy 
this equation is neutral. Unlike this, the necessary condition (25) for the WV 
wave (4) (or modon) depends not only on the basic flow degrees Xa and Xo-, 
but also on the perturbation energy distribution in the regions Sm and Sout 
(i.e., on parameter S). As a result, the set of unstable disturbances in this 
case is much more complicated representing a one-parameter family (of S). 
In all cases the set of unstable modes is something special, and hence good 
precision is required of any numerical algorithm used to compute the modes. 
In this connection, the instability conditions are useful for disclosing vari­
ous errors in the computer programs developed for the exponential stability 
study of arbitrary flow on a sphere. These conditions also characterize the 
spatial (geometric) structure of a growing perturbation for the flows under 
consideration. Note that Eq. (23) is the requirement that the pseudoenergy 
associated with growing or decaying normal modes vanishes, as is required for 
its simultaneous conservation and exponential growth

18
. 

6 Peculiarities of the instability conditions 

We now consider some properties of the instability condition (25) for different 
BVE solutions

11
. 

Example 1. Nonlocal BVE solutions. Let ^ be a WV wave, or a modon by 
Verkley3 or Neven5, and hence Xa > 0 and Xa > 0. Due to (25), x i * is the 
linear interpolation of Xa1&nd x^1 , and spectral number x* of the amplitude 
of a growing (or decaying) mode is always between XCT and Xa- In particular, 
if enstrophy 77$ of the amplitude of an unstable mode is concentrated only 
in the inner solution region Sm (or only in its outer region S'out) then 8 = 0 
(S = 1) and x* = X« (x* = Xa)-
Example 2. Modons with uniform absolute vorticity. Let i\) be a modon with 
uniform absolute vorticity in the inner region Sm.4 According to Verkley's 
theorem ([4], Appendix B), vorticity A\P of the amplitude of each unstable 
(or decaying) mode is zero in Sm (S = 1), and condition (25) is reduced to 
X*

 =
 XCT- Thus, the normal mode instability condition for such a modon 

depends only on the modon degree a in outer region S'out, and in this sense 
resembles those for the LP flow and RH wave. 
Example 3. Isolated modons. Let ip be a localized modon2 of complex 
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degree a = -0 .5 + ik, where Xa = <r{(T + 1) = -(k2 + 1/4) < 0 and Xa = 
a(a + 1) > 0 . By Proposition 4, mode (21) of the modon can be unstable 
only if xjj*1 = (1 — S)x„1 ~ $ \Xa\~ • Since x j * > 0 , there is a restriction 
from above on the fraction S of the perturbation enstrophy concentrated in 
region Sout- 0 < S < Scr = \x„\ {\a + IXa])'1 < 1- Thus, 6cr decreases 
as the modon degree a grows. In particular, if the amplitude vorticity A $ 
of a mode is equal to zero in the inner modon region S\n (S — 1) then the 
mode is neutral. Unlike this, any mode to the Example 2 modon with S — 1 
satisfies the necessary instability condition x$ = Xa- Further, due to (25), 
X*

 =
 Xa (1 - S/Scr) > Xa for unstable modes of an isolated modon, and 

the minimum x$ = Xa corresponds to the case S = 0 when enstrophy A $ of 
the mode amplitude is zero in the outer modon region. 

7 Bounds on the growth r a t e of the modes 

The following two statements estimate the maximum possible growth (decay) 
rate of unstable modes of the solutions under consideration

6,11
: 

Proposition 5. The maximum growth (decay) rate of a normal mode of the 
LP flow (2) or stationary RH wave (3) is bounded by 

\vr\ < V'n(ra+l)max|VV>| (26) 

Proposition 6. The maximum growth (decay) rate of a normal mode of the 
stationary WV wave (4) or modon is bounded by 

M < m a x { x a , | X a | } {SX-1 + (l-S)X-1}
1/2

ma,x\V1p\ (27) 

Thus, the mode growth (decay) rate decreases with velocity u = k x Vip 
and degree n (or a and a) of the solution. For instance, from two LP flows 
(or RH waves) with the same velocity maximum, the flow with smaller n will 
appear more stable. Estimate (27) leads to (26) under Xa = Xa — Xn-

8 Orthogonality of a mode to basic flow 

Taking the inner product (5) of Eq. (9) or (10) with the basic flow and using 
formulas (7), (20) and (21) we obtain 

v{Mf,ij)) = 0 (28) 
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where ^ is the mode amplitude, rjj is the basic flow, and v = vT + ivi. Thus, 

( tf .V)* = <V¥,VV>} = -<A¥ ,V} = 0 (29) 

for any nonneutral {vr ^ 0) and nonstationary {vi ^ 0) mode. We recapitulate 
this result in 

Proposition 7. Let ip be the LP flow, RH wave, WV wave, or modon. Then 
amplitude ^ of each unstable, decaying, or nonstationary mode is orthogonal 
to the basic flow ip in the energy inner product (•, -)K. 

Equation (29) means that integrally (over the whole sphere S), the basic 
flow velocity u = k x Vip is orthogonal to the mode amplitude velocity U = 
k x V* : 

(U, u) = / U • udS = [ ( V * • W ) dS = - (Atf, V) = 0 (30) 
Js Js 

9 Results 

Conservation laws for infinitesimal perturbations to the LP flow, RH wave, 
WV wave, and modons by Verkley and Neven are derived (Propositions 1 
and 2) and used to obtain necessary conditions for their exponential (normal 
mode) instability. These conditions impose a strict restriction on the spectral 
energy distribution of unstable (and decaying) modes (Propositions 3 and 4). 
Namely, Fjortoft's average spectral number of the amplitude of each unstable 
mode must be equal to a special number. This number depends just on the 
basic flow degree (LP flow and RH wave), or on the flow degrees in S-m and 
5out and perturbation energy distribution in these regions. We have estimated 
bounds of the growth (or decay) rate of the normal modes, too (Propositions 5 
and 6). It can also be shown that the amplitude of each unstable, decaying, or 
nonstationary mode is orthogonal to the solution in the energy inner product 
(Proposition 7)6'

11
. With the exception of a finite or infinite sums of the 

Legendre polynomials, our method allows to analyze the stability of four basic 
sets of exact BVE solutions known up to now. It can also be applied to the 
stability of asymmetric WV waves19 and modons by Tribbia

20
. In the latter 

case, the additional term ipt used by Tribbia in (1) must be taken into account. 
The series truncation errors accompanying the application of the spec­

tral method in the numerical stability study rise the spectral approximation 
problem

21
. The new instability conditions provide exact value of the spectral 

number x* for each unstable mode, and thus allow testing the computa­
tional numerical stability study algorithms (disclosing various errors in the 
computer programs)

2 2 - 2 4
. In particular, the corresponding condition for a 
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modon helps to control the quality of calculations. Indeed, the derivatives of 
the modon vorticity are not continuous on a sphere at the boundary between 
Sin and Sout, and as a result, Fourier series for the modon and its pertur­
bation converge slowly near by this boundary (the Gibbs phenomenon). As 
a result, condition (25) for an unstable mode of the modon is fulfilled just 
approximately, besides, the difference between the theoretical and numerical 
values of x * decreases slowly as the resolution (series truncation number) 
increases

22
. Thus, a high resolution is required to confide in the numerical 

modon stability resul ts
2 3 , 2 4

. This note is true for the W V wave, as well. Also 
note tha t for the LP flow, the new instability condition complements the well-
known Rayleigh-Kuo condition7 in the sense that while the lat ter relates to 
the basic flow structure, the former refers to the perturbat ion structure. 
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D I S T R I B U T E D P A R A L L E L S I M U L A T I O N OF S U R F A C E 
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A domain decomposition approach and finite element formulation are developed 
for parallel distributed simulation of surface tension driven viscous flow and trans­
port processes. The scheme is implemented in a finite element code MGFLO and is 
used to study performance on CRAY T3E and SGI Origin 2000 and 3000 parallel 
supercomputers as well as several PC clusters. The parallel algorithm implementa­
tion is briefly discussed, and scaled speedup studies are presented. Representative 
simulation results for surfactant and thermocapillary driven surface tension flows 
are also presented. 

1 Introduction 

The present work concerns our parallel distributed simulation studies for cou­
pled fluid flow and transport simulation. The viscous flow and transport pro­
cesses considered arise in several application areas such as chemical processing, 
or semiconductor process technology, as well as in natural phenomena such 
as volcanic lava flows1. Of particular interest are applications where surface 
tension effects are significant

2-4
. These, in turn, can be strongly influenced 

by the dependence of surface tension on temperature and chemical concen­
tration in the surface layer. Such effects are important, for instance, in thin 
films, microscale flows in physical and biological systems, and in microgravity 
flows. 

In the following sections we briefly describe the problem class, discuss the 
parallel algorithms and implementation, and give performance comparison 
studies on CRAY T3E and SGI Origin supercomputer systems as well as on 
PC clusters. 

2 Formulation 

The class of problems considered involves coupled flow of a viscous incom­
pressible fluid with heat transfer and chemical species transport. Buoyancy is 
included by means of the Boussinesq approximation as a temperature depen-
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dent body force term in the momentum equations. The velocity field enters 
the convective term in the heat transfer (energy) equation and in the species 
transport equations. The Navier-Stokes equations for viscous flow of an in­
compressible fluid may then be written as 

p(-^+u-Vu) + V-T = f + /3(T-T*)g (1) 

V • u = 0 (2) 

where u is the velocity field, T is the stress tensor (specified by the Stokes 
hypothesis for a Newtonian fluid), / is an applied body force, g is the gravity 
vector, T* is the reference temperature, T is the fluid temperature, and /? is 
the coefficient of thermal expansion of the fluid. At the solid wall boundaries, 
the no-slip condition applies so that u = uw, where uw is the specified wall 
boundary velocity. 

The heat equation is given by 

pcp (^ + U . V T ) - V - {kVT) = Q (3) 

where k is the thermal conductivity of the fluid, p is the density, cp is the heat 
capacity, and Q is a heat source term. Temperature, flux, or mixed thermal 
boundary conditions may be applied. A similar equation results for transport 
of a species, and is given by 

dc 
— + « • V c - V- (VVc) =r(c,T) (4) 

where c is species concentration, V is diffusivity, and r is the reaction term. 
Concentration, mass flux or mixed chemical boundary conditions may be ap­
plied. 

Surface tension effects enter as an applied shear stress which is dependent 
on the surface temperature and species concentration gradients. For example, 
on a horizontal free surface, the tangential shear stress component rzx is given 
by 

_ dj _ df dT 37 dc , , Tzx

~lh
 =

 dflh+~dc~]h
 ( j 

with a similar expression for rzy, where -y(T, c) is the surface tension, T is 
temperature, and c is the chemical species concentration. 

For brevity we will not give the details of the finite element formulation 
and analysis. It suffices here to remark that we are solving several PDE 
systems for coupled viscous flow, heat transfer, and reactive chemical species 
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transport in 3D using hexahedral finite elements in an extended primitive 
variable formulation. A key aspect of the present work is the fact that the 
driving force in the class of applications considered later is due to the spatial 
dependence of surface tension on temperature and species concentration in 
the surface layer. Further details are given in Carey et al.5 Both steady-state 
and transient applications are considered. 

The algorithm requires repeated system solutions within each time step. 
These systems are nonlinear, sparse and nonsymmetric, but the asymmetry 
in the applications involving surface tension driven flow is not strong. In the 
present work we solve the respective systems in parallel over subdomains us­
ing Newton iteration with biconjugate gradient iteration (BCG) and diagonal 
preconditioning for the Jacobian systems

5,6
. Investigations with more sophis­

ticated nested (one-way/cascadic) multigrid and incomplete LU factorization 
are in progress. 

3 Implementation 

Parallelism is achieved by partitioning the domain and grid into subdomains 
comprised of elements. Within each subdomain an element-by-element ap­
proach is applied. Communication between processors involves nodes shared 
on common subdomain boundary segments. Element calculations are made 
local to each processor and concurrently. (Element matrices are not assem­
bled to subdomain or global matrices.) When the global mesh is partitioned 
across processors a "send list" of nodes is also set up. These are nodes on the 
subdomain boundaries and hence are shared by neighboring processors. Each 
processor then has a send list which puts values in the send buffer and reads 
from the receive buffer in the same order. 

The Krylov subspace BCG solution requires repeated global matrix vec­
tor products and vector dot products. For the matrix-vector products, we 
first initiate computations on the subdomain "boundary strips" and commu­
nicate these values to the neighboring processors. During this communication 
step, the local matrix-vector contributions on the remaining interior elements 
of each subdomain are carried out. A barrier is inserted at the end of this 
interior computation so that calculation cannot proceed until remaining com­
munication (if any) is completed. The communicated border values are then 
accumulated into the local vectors. This results in a correct local processor 
extraction of the global vector (with duplication of values for nodes shared 
by neighboring processors). Dot products require a global accumulation of 
subdomain contributions. 

The program is designed for fast scalable parallel computation of steady 
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and transient solutions to coupled incompressible viscous flow with heat and 
mass transfer. Parallel efficiency is achieved by careful implementation of 
MPI and customized communication software (such as SHMEM on the T3E) 
using the domain decomposition strategy mentioned above. Since most of the 
computation time is taken solving the associated large sparse systems, major 
effort has been devoted to optimizing the solver. 

The input files are described by a simple minilanguage so that the code 
acts on them as an interpreter. The program has no set script of tasks it 
performs after reading in the data set. Instead, it performs the steps in the 
order that the user requests them. This provides great flexibility in how the 
code is used. The operational statements of the code are written in C, but the 
actual programming style and implementation is carried out using a higher-
level programming tool called noweb

7,8
. This has two main features: (1) 

It permits direct in-line documentation of the code using I^TEX so that to a 
significant degree, the code can be internally documented (with glossary, index 
and cross-referencing) which encourages good programming practice; (2) It 
encourages a structured programming style that has some of the attributes of 
object-oriented programming independent of the operational language (C or 
Fortran, etc.). 

4 CRAY T3E and SGI Origin parallel supercompute r s 

Results from scaled speedup studies performed on T3E, Origin 2000 and Ori­
gin 3000 systems are shown in Fig. 1. The T3E used consisted of 512 Alpha 
EV5 processors running at 300 MHz with a 96 kB secondary cache for each 
processor. Data for the Origin 3000 were taken from a machine with 256 
MIPS R12000 processors each of which ran at 400 MHz and had an 8 MB 
secondary cache. The Origin 2000 results were obtained on two different ma­
chines. Both contained 512 MIPS R12000 processors with an 8 MB secondary 
cache for each processor. The difference was that one system consisted of all 
400 MHz processors and the other, 300 MHz. These results include data from 
a new implementation of the model on the Origin systems using the one­
sided SHMEM communication paradigm in addition to the two-sided MPI 
paradigm. 

The performance of the MGFLO model is primarily dominated by the 
memory bandwidth of the computer system9. This can be seen in Fig. 1 when 
comparing results from the Origin systems and the T3E using SHMEM-based 
communications. Sustained memory bandwidth on the Origin 2000 system is 
approximately 400 MB/s per node as measured in the STREAMS benchmark. 
In that architecture, a node consists of 2 processors. So if both processors on 
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a node are in use, as in this study, the sustained memory bandwidth for 
each processor is 200 MB/s. With the Origin 3000, the sustained memory 
bandwidth per node increases to 1.6 GB/s, but a node consists of 4 processors. 
Thus, sustained memory bandwidth on a per processor basis is 400 MB/s. 
The STREAMS benchmark on the T3E measures approximately 600 MB/s 
of memory bandwidth per processor. 

The data show the model having the highest performance on the T3E, 
followed by the Origin 3000 and then by the Origin 2000. This conclusion 
is further verified by the performance measured on Origin 2000 systems. On 
this architecture the performance of the model appears to be independent of 
CPU clock speed. This is attributed to memory bandwidth limitations on the 
Origin 2000. Memory bandwidth is not related to processor chip speed, but is 
constant within a computer series. Thus, the performance of the two Origin 
2000 systems are seen to be nearly identical. The differences are considered 
to be noise due to small variations in execution time from run to run. 

100 150 200 

Number of Processors 

300 

Figure 1. Parallel speedup scaling on the CRAY T3E, the SGI Origin 2000 and the SGI 
Origin 3000 

Comparing the performance of the Origin 2000 (at either 300 MHz or 
400 MHz processor speed) to the Origin 3000, the Origin 3000 improves the 
model performance by a factor of 1.68. Since the memory bandwidth increases 
by a factor or 2.0, overall performance might be expected to increase by a 
similar factor of 2.0. However, the bandwidth from secondary cache to the 
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processor does not increase by a factor of 2.0 from the Origin 2000 to the 3000. 
Thus, the portion of the model run involving secondary cached data sees no 
reduction in execution time and no performance gain from one architecture 
to the other. 

A final performance issue is related to communication technology. On the 
Origin systems, the model has recently been implemented using the SHMEM 
paradigm for communications. This greatly improved scalability on those 
machines. Comparing data on the 300 MHz based Origin 2000, it is seen that 
SHMEM and MPI give identical performance on up to 80 processors. On 
more than 80 processors, the MPI scalability levels off and starts to show a 
great deal of variability from one processor count to the next and from one 
run to the next. Use of SHMEM greatly increases scalability and reduces 
the variation in performance. This is due to the lower overhead of the one­
sided SHMEM communication versus the two-sided MPI communication. On 
the T3E, MPI shows scalability similar to that of SHMEM, but has lower 
performance at all processor counts. This is because SHMEM takes direct 
advantage of lower latency communication hardware on the T3E. 

It is not surprising that the performance on the T3E using the SHMEM 
communications protocol is the highest. This is a low-latency, single sided 
communications language whereas MPI has greater overhead and is two sided. 
Although the SHMEM communication model is supported on the Origin 2000, 
there is one further difference concerning the allocation of memory that cur­
rently prevents our SHMEM implementation from working on the Origin 2000. 
Comparing the performance of the MPI implementation on the T3E and 300 
MHz Origin 2000 shows only a 20% difference through 64 processors. This 
difference is attributed to a combination of higher interconnect network band­
width and higher memory bandwidth on the T3E. 

Second, the scaled speedup is more linear on the 256 processor Origin 2000 
than on the 128 processor system. This is a consequence of each node having 
two processors, but sharing a single pipe into the local memory. The subdo-
main partitioning and explicit message passing of the model insures that no 
processor directly accesses memory on another node. Through 64 and 128 pro­
cessors on the 128 and 256 processor machines, a dedicated environment was 
set up specifically to use only one processor on each node. This guaranteed 
that each processor attained the maximum memory bandwidth possible. The 
strong degradation in performance seen on the smaller system when running 
on more than 64 processors is due to at least some of the processes running 
on the same node, effectively reducing the memory bandwidth. 

Third, the scaling performance drops off again past 120 processors on the 
smaller system. This degradation in performance is due to the overhead of 
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IRIX on the system. As the test case is scaled up, system load balancing 
shifts the various IRIX processes to unused nodes and processors. Hence, as 
we scale up to near the system size, there are no idle processors to run IRIX 
and some process swapping is done between the model and the OS. The model 
requires barriers at each iterate step, so the entire model typically runs no 
faster than the slowest process. 

Another feature is that for a 54% clock speed gain (195 MHz to 300 MHz), 
the model speedup is only 20% (as mentioned above). This is attributed to 
the model having little cache reuse and being somewhat memory bandwidth 
limited. The faster system has a larger cache but the same memory band­
width. Similar behavior is seen comparing T3Es with various processor speeds 
(300 and 450 MHz), but the same cache and memory bandwidth in each case. 

Additionally, it is noted that the scaled speedup efficiency for the Origin 
is different when using only one processor on a node compared to using both 
processors. For 64 or fewer processors, the scaled speedup efficiency is 88%. 
This means that when increasing the number of processors by a factor, n, the 
overall performance will increase by only 0.88n. For more than 64 processors, 
the efficiency is only 79%. This is true through about 120 processors on the 
studied system. No explanation is apparent at this time. 

The steady state flow pattern for surfactant driven flow on a slice through 
a cube domain is indicated in Fig. 2. The surfactant enters via a Gaussian 
flux on the top free surface. The five remaining walls are specified to have zero 
concentration Dirichlet-type boundary condition. The surface tension on the 
top free surface is a function of surfactant concentration gradient and causes 
a large convective cell to form. 

Figure 2. Steady state surfactant-driven Rayleigh-Benard-Marangoni flow in a cube. 

Results for a reacting flow case are shown in Figs. 3 and 4. Figure 3 shows 
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the flux distribution of two separate reactant species on the top boundary of 
a cube domain. The five remaining walls are specified to have zero species 
concentration. These two species react to form a third (whose concentration is 
proportional to the product of the two reactants). The solution was marched 
in time from an initial state (with no reactants or product in the domain) until 
it reached a steady state. Figure 4 shows the steady-state concentration on 
parallel slices through the domain for the three species. The figures indicate 
that for this case diffusion is the dominant process. 

Figure 3. Flux boundary condition for two reactant chemical species 

5 P C clusters 

The PC cluster paradigm encourages a scalable and expandable approach 
to applications. Small-scale problems can be solved on small systems in a 
laboratory setting, and these same problems can easily scale to intermediate 
and large systems at the institution or national level. This model is consistent 
with the strategy pursued in the present study which involves a small lab 
cluster, a larger center cluster, and a very large national lab cluster system. It 
is also consistent with a hierarchical model of scalable computing that includes 
tightly integrated distributed large-scale supercomputers like the T3E or SGI 
Origin. 

Three cluster systems of increasing size and complexity were investigated 
in this study: 
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(a) (b) 

[c] 

Figure 4. Steady-state concentrations of (a) species 1, (b) species 2, and (c) reaction product 

1. The CFDLab cluster, built under a grant from Intel, is comprised of 16 
Intel Pentium 11 266 MHz processors used for the investigation of labo­
ratory computing on workstation clusters. Each node is equipped with a 
single processor and 128 MB of RAM. The compute nodes are intercon­
nected with a single crossbar switch running 100 Mbit FastEthernet . The 
cluster runs the Red Hat 6.1 Linux operating system, uses GNU compilers, 
and communicates via MPI

1 0
. 

2. T h e TICAM (Texas Inst i tute for Computat ional and Applied Mathemat ­
ics) cluster, "Longhorn," was assembled from 64 Pentium II 300 MHz 
processors, each with 512 MB of RAM and connected via Myrinet and 
FastEthernet . Like the CFDLab cluster, the individual nodes run Red Hat 
Linux and communicate via MPI

1 1
. 

3. '"Alaska," at Sandia National Laboratory, consists of up to 592 Alpha 
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workstations with processor clock speeds of 500 MHz and 256 MB RAM 
per node (230 of which were available at the time of this study). The 
nodes are connected via Myrinet for use during computations and via 
FastEthernet for user/administrator interaction

12
. 

Because these workstations are part of a cluster built from commodity 
parts, we have neither a customized communications controller nor high-speed 
proprietary networking such as those available on modern supercomputers like 
the T3E. 

Figures 5 and 6 show the results of scaled speedup studies performed on 
the three clusters for the 3D simulation of the viscous flow and heat transfer 
problem. The scalability on a CRAY T3E is included for reference in Fig. 6. 

B CFDLab cluster, strip partitioning 

3.5 
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I
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Figure 5. Parallel speedup scaling on Beowulf clusters 

Scalability studies were performed on two domains of a different aspect 
ratio: (1) the "rod" benchmark divides a high-aspect ratio rectangular rod­
like solid domain into a number of cubes using a number of parallel slices. 
This partitioning method creates equally spaced subdomains, which are in 
turn assigned to a processor. This partitioning method requires each proces­
sor to share information with no more than two other processors during the 
system solution. Thus, this method produces superior scalability. (2) The 
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Figure 6. Parallel speedup scaling on Alaska and a CRAY T3E 

"cube" benchmark, on the other hand, divides a cube domain with slices in 
the three orthogonal coordinate directions. This partitioning strategy maxi­
mizes the number of face, edge and vertex processor neighbors and therefore 
the amount of communication required during the system solution. These two 
cases provide an indication of the range of communication performance of a 
cluster and algorithm implementation. 

The results presented in this section are for a steady-state simulation for 
thermocapillary convection driven flow in a fluid cell1'

3,4
. All side walls have 

a no slip condition, and a no-flux thermal condition is imposed on the front 
and rear faces of the cube shaped computational domain. A constant, u = 1, 
velocity condition is also imposed on the lower surface of the domain. The 
temperature on the left and right side walls is specified as shown in the figures 
and an insulating boundary condition is applied on the bottom surface. 

The top boundary is a horizontal free surface with a mixed thermal bound­
ary condition having reference temperature of 0.5 and a convective heat trans­
fer coefficient of 1.0. This models the presence of a cooling gas above the do­
main. A 3D steady-state simulation is made and 2D section plots are shown 
in Fig. 7. 

Figure 7 shows three distinct vortices in the resulting flow field. The 
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Bottom-Driven Cavity with Surface Tension and 
Temperature Gradient Effects (Flow Streamlines) 

T=1.00 

Figure 7. Driven cavity flow and temperature fields 

bot tom vortex is associated with the velocity imposed on the bot tom boundary 
of the domain. The two vortices at the top of the domain are associated with 
the surface tension effects. The surface tension tends to draw the fluid on the 
top surface from hot regions to cooler ones. Since this surface is cooling to 
a temperature less than that of both walls, the surface tension induces this 
counter-rotating vortex pair. The left of the two vortices appears stronger 
because it has formed over a larger temperature gradient than the left vortex. 
This is supported by the contours in the figure (which show the temperature 
field for this case). 

6 C o n c l u s i o n s 

This investigation describes progress on the development of methodology, al­
gori thms and software for large scale multiphysics flow and transport simula­
tion. The focus in the present work is on nonlinear problems where surface 
tension effects are important . The code MGFLO utilizes a gradient, itera­
tive solver and simple preconditioning. Consequently, it scales very well on 
both traditional parallel supercomputers and to a large number of P C cluster 
configurations. The code scaling on P C clusters was found to be slightly de-
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pendent on the parti t ioning method employed, however, due to the overhead 
imposed by interprocessor communication. On tradit ional parallel supercom­
puters the code scaling was influenced predominantly by memory bandwidth 
and, at the full size of the machine, competition with the operating system for 
system resources. Improved preconditioners are needed for efficient iterative 
performance and this is under current development. We have made prelimi­
nary studies with one-way multigrid for the steady-state problem and results 
are encouraging. 
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Recent breakthroughs in CFD technology have led to a high degree of parallel scal­
ing of CFD simulations in a distributed shared-memory environment. A variety 
of research and commercial CFD software demonstrate scalable levels that are lin­
ear beyond 256 processors on the ccNUMA system architecture developed by SGI. 
Parallel algorithms typical of contemporary CFD software offer efficient strategies 
that overcome bottlenecks for moderate levels of parallelism. However, to achieve 
efficient parallelism on 100's of processors, additional consideration must be given 
to topics such as performance of system software and awareness of communica­
tion architectures. This paper examines the requirements for highly scalable CFD 
simulations on an assortment of industrial application examples. 

1 Introduction 

Traditional industries such as automotive, aerospace and power generation are 
challenged with an increasing need to reduce development cycles, while sat­
isfying global regulations on safety, environmental impact and fuel efficiency. 
They must also appeal to demands for high quality, well-designed products 
in a competitive business environment. Continuing technology advances in 
computer-aided engineering (CAE) simulation provide industry with a design 
aid that is a relevant step towards achieving these goals. 

Historically, CAE simulation provided limited value as an influence on 
industrial design owing to excessive modeling and solution times that could 
not meet conventional development schedules. During the 1980's vector ar­
chitectures offered greatly improved CAE simulation turnaround, but at a 
very high cost. RISC computing introduced in the 1990's narrowed this gap 
of cost-performance, however bus-based shared-memory parallel systems did 
not scale sufficiently beyond 8 processors. 

Recent advancements in parallel computing have demonstrated that 
vector-level performance can be easily exceeded with proper implementation 
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of parallel CAE algorithms for distributed shared-memory systems like the 
SGI 2800. Perhaps even more appealing is that the increased performance is 
offered at a fraction of the cost. These trends have influenced recent increased 
investments by users of CAE technology throughout a range of industries. 

The automotive industry in particular has made substantial investments 
over the past three years in scalable systems and parallel CAE software. It 
is estimated that during 1999 alone, total GFlop/s computational capacity 
within the three Detroit automotive OEM's increased more than 2-fold. This 
is in large part due to efficient parallel implementations of commercial CAE 
software for applications such as crashworthiness simulation, analysis of noise, 
vibration and harshness (NVH), and computational fluid dynamics (CFD) 
simulation. During a one year period, a total of 740 processors in SGI 2800 
servers including two systems with 128 processors each, were deployed within 
the Detroit Big 3, representing about a 375 GFlop/s increase to existing com­
putational capacity. 

A system architecture's ability to achieve high parallel efficiency becomes 
increasingly important as algorithms for CAE software applications are de­
veloped towards such capability. From a hardware and software algorithm 
perspective, there are roughly three types of CAE simulation "behavior" to 
consider: implicit and explicit finite element analysis (FEA) for structural me­
chanics, and CFD for fluid mechanics. Each have their inherent complexities 
with regards to efficient parallel scaling, depending upon the parallel scheme 
of choice. 

Most commercial CAE software employ a distributed-memory paral­
lel (DMP) implementation based on domain decomposition methods. This 
method divides the solution domain into multiple partitions of roughly equal 
size in terms of required computational work. Each partition is solved on 
an independent processor, with information transferred between partitions 
through explicit message passing software (usually MPI) in order to maintain 
the coherency of the global solution. 

Other choices for efficient parallel methods are shared-memory parallel 
(SMP) coarse grain, and hybrid parallel schemes that combine DMP and 
SMP within a single simulation. Hybrid parallel schemes, which are becom­
ing increasing popular for applications that contain a mix of Eulerian and 
Lagrangian mechanics such as combustion, are particularly well suited to the 
SGI 2800 distributed shared-memory architecture. 

The distributed shared-memory SGI 2800 system is based upon a cache-
coherent nonuniform memory access (ccNUMA) architecture1. Memory is 
physically distributed but appears logically as a shared resource to the user. 
Motivation for ccNUMA evolved at SGI as conventional shared-bus architec-
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tures like that of the SGI Challenge would exhibit high-latency bottlenecks as 
the number of processors increased within a single system. During this same 
time, noncoherent distributed-memory architectures emerged, but application 
development for most designs was considered too difficult for commercial suc­
cess. 

The SGI ccNUMA implementation distributes memory to individual pro­
cessors through a nonblocking interconnect design, in order to reduce latencies 
that inhibit high bandwidth and scalability. At the same time, a unique di­
rectory based cache-coherence provides a memory resource that is globally 
addressable by the user, in order to simplify programming tasks. A single im­
age SGI 2800 system offers up to 512 processors and can expand to 1 Tbyte 
of memory, which is the largest SMP system currently available in industry. 

2 Industrial application examples 

Three industrial-size CFD application examples are provided that demon­
strate the requirements and recent achievements towards highly scalable CFD. 
Each example presents models from industry and represent some of the largest 
currently in practice. These industry examples highlight applications from 
commercial and research CFD. 

Algorithms and applications for CFD have led the advance in parallel 
scalability. CFD models are growing in size such that the ratio of work to 
overhead is rapidly increasing. Also, fluid domains have a natural load-balance 
advantage over structural domains owing to uniformity of fluid properties — 
typically air or water, such that model entities for CFD typically offer uniform 
computational expense from one to the next. 

Structures often contain a mix of materials and finite elements that can 
exhibit substantial variations in computational expense, which creates load-
balance complexities. The ability to efficiently scale to a large number of 
processors is highly sensitive to load balance quality. The examples illustrate 
these differing characteristics between the two disciplines. 

2.1 Commercial CFD — FLUENT 

Commercial CFD software such as FLUENT from Fluent Inc.2 is among the 
most efficient parallel software in industry. Fluent in particular has provided 
leadership in the recent trend of CFD simulations reaching essential higher 
resolutions. FLUENT is a multipurpose, unstructured-mesh CFD solver that 
employs an algebraic multigrid (AMG) scheme for solution of the 3D, time-
dependent Navier-Stokes equations. 
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The parallel implementation of FLUENT can accommodate homogenous 
compute environments such as SMP systems or clusters, as well as a heteroge­
neous network of various types of systems. A domain decomposition method 
with various graph partitioning schemes is used as the parallel strategy. The 
parallel programming model used is DMP with MPI as the message passing 
software. 

For classic DMP implementations, several factors can inhibit parallel scal­
ability. CFD solver algorithms affect the frequency and amount of information 
that must be shared across partitions. Similarly, efficient planning of what 
data to share (the message content), and when to do so, is important. Quality 
domain decomposition schemes are critical since they affect load balancing, 
and determine the size of partition boundaries and consequent message pass­
ing requirements. 

Efficient algorithmic and partitioning strategies are provided in FLUENT 
that overcome the scaling issues noted. Linear scaling to about 16 processors 
is routinely achieved with well-designed parallel CFD software. Beyond that 
level, efficient scaling can be sensitive to the performance of hardware com­
munication architectures and system software. In particular, the choice and 
implementation of the system software for message passing between partitions 
is critical. 

Parallel efficiency of the AMG solver is restricted only by hardware and 
software communication latency of a particular system. FLUENT supports 
proprietary versions of MPI, some with latency improvements of nearly 3-fold 
over public domain MPICH. During 1997, SGI released an MPI based on 
standard MPICH source that was tuned to properly account for performance 
issues related to the SGI ccNUMA architecture. 

The ccNUMA-aware MPI provided by SGI exhibits a latency of about 13 
(is on the SGI 2800 system. Further experiments conducted on the SGI 2800 
with a one-sided MPI implementation based upon the MPI-2 standard, show 
latency in the range of 3 fis. These results suggest that further improvements 
of FLUENT parallel efficiency are possible in the near future. 

A recent investigation on the parallel efficiency of a large automotive case 
involved an aerodynamics study of a full vehicle on a stationary ground plane. 
The flow conditions were steady-state and isothermal, and a k-e turbulence 
model was used to resolve shear effects. The most critical aspect of this model 
was its size — 29M cells, which exceeds recent automotive aerodynamics mod­
eling by a factor of 3. 

The system used for this aerodynamics study was a SGI 2800 with 256 
MIPS processors3 at 195 MHz, and 33 Gbytes of memory. A segregated solver 
strategy in FLUENT 5.1.1 was used for solution of the 29M cell model, which 
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Table 1. FLUENT Performance for 29M Cell Automotive Aerodynamics Example 

N u m b e r of C P U s 

10 
30 

60 

120 
240 

Seconds/ I tera t ion 

381 

99 

67 

29 
18 

Parallel Speedup 

1.0 
3.9 

5.7 
13.1 

21.2 

required 28 Gbytes of memory. As with performance evaluations on other 
large automotive examples, this case exhibited a remarkably high degree of 
parallel efficiency for FLUENT. The results are summarized in Table 1. 

Parallel performance results from 10 to 240 processors produced a 21-fold 
speedup, close to ideal which occurs at 24-fold. Solution on 10 processors 
required 381 seconds per iteration and was reduced to just 18 seconds for 240 
processors. The speedup from 10 to 120 processors was 13-fold, or greater 
than ideal at 12-fold. This "superlinear" behavior can occur when domain 
partitions are a size where they become local-memory resident. Local memory 
is 256 Mbytes and the domain contains 120 partitions of roughly equal size, 
each about 233 Mbytes. 

The study measured performance starting with 10 processors rather than 
one, in order to reduce the artificial scaling benefits observed for large remote-
memory access times. With 10 processors, some of the threads are distributed 
to nodes with data in local memory. This reduces the overall number of 
remote-memory hops since 10 threads require less hops than a single thread. 
Using the 10 processor result as a reference time is more realistic for a scala­
bility study of this model size. 

This achievement is significant for the automotive industry since aerody­
namic characteristics are important during early development efforts that fix 
the vehicle shape. CFD simulation is generally not influential at this early 
stage. Instead, conventional aerodynamic evaluation of vehicles rely primarily 
on expensive wind tunnels since an equivalent CFD simulation would require 
among other things, models with resolution levels near the 29M cell case. 

For its part, the performance limitations of large model turnaround for 
vehicle aerodynamics has been addressed with this study. Additional CFD 
modeling features, mostly related to turbulence, are required before CFD 
simulation can effectively replace wind tunnels. Still, CFD capability has 
reached an effective level of accuracy and economics today as an established 
experimentation alternative, or at least a complement, for a wide range of 
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applications. 
In another FLUENT example involving combustion simulation for an in­

dustrial burner, the parallel benefits of hybrid SMP and DMP methods are 
illustrated. The model contains 155K cells, and in addition to resolution of 
momentum and energy distribution, simulations of this class require accurate 
modeling of spray and chemical combustion phenomena. Combustion for this 
model includes chemical reactions for 6 species, and tracking of 500 disperse 
phase particles. 

Prior to the release of FLUENT 5.1.1, models of this type would exhibit 
very poor parallel scalability since the highly parallel Eulerian continuum gas 
phase was coupled with the serial Lagrangian disperse phase. Implementation 
by FLUENT of an SMP particle decomposition with mfork threads now per­
mits models such as these to achieve near-ideal parallel speedup. For the 155K 
cell burner example, the hybrid scheme shows more than a 7-fold speedup on 
8 processors. 

2.2 Research CFD — OVERFLOW 

Research CFD software is typically developed for special purpose modeling. 
OVERFLOW from NASA Ames4, is a structured over-set grid CFD code 
that is applied by both research and industry for investigation of aircraft 
aerodynamics. It solves the 3D time-dependent Reynolds-Averaged Navier-
Stokes equations. Unlike most commercial CFD software that use a DMP 
approach, OVERFLOW uses an SMP approach that is multilevel parallel 
(MLP), meaning both coarse and fine-grain SMP are employed within a single 
simulation. 

The MLP approach uses fine-grained, compiler-generated parallelism at 
the loop level, and at the same time performs parallel work at a coarser 
level using standard Unix fork system calls. During execution, load balance 
adjustments are fully automatic and dynamic in time. Global data is shared 
among the forked processes through standard shared-memory arenas. This 
eliminates the need to design code for synchronization and communication as 
would be required for DMP, and as such greatly simplifies code development. 

The shared-memory MLP approach has performance advantages over 
DMP since it offers coarse-level parallelism without the need for message 
passing. Since DMP requires an additional software interface such as MPI, 
latencies and other overhead are imposed that affect scalability. These mes­
saging subroutines are used to communicate boundary values and other data 
between partitions as the solution progresses, which is not required for MLP 
since data is shared globally. 
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Table 2. OVERFLOW Performance for 35M Cell Aircraft Aerodynamics Example 

SYSTEM 
CRAY C90 
Origin2000 
Origin2000 
Origin2000 

Processors 
16 

256 x R12000/250Mhz 
512 x R12000/250Mhz 
512 x Rl2000/300Mhz 

GFlop/s 
4.6 
20.1 
37.0 
60.0 

Beginning in 1997, NASA Ames began deployment of several SGI 2800 
systems, the largest of which is a 512 processor single system image (SSI) 
and currently the largest SMP system in industry. Several large aerodynamic 
simulations have been conducted with OVERFLOW-MLP up to the maximum 
512 processors. One example is a model of a full aircraft configured for landing 
that contains 35M grid points distributed over 160 grid zones. At the time, 
this model was considered among the largest ever attempted at NASA Ames. 

Performance results for OVERFLOW-MLP 1.8 on the 35M grid-point 
model, which are summarized in Table 2, were obtained for three NASA 
systems: CRAY C90/16, SGI 2800/256 (250 MHz), and SGI 2800/512 (300 
MHz). The level of achieved GFlop/s during the simulation was measured for 
each system and the C90 was measured at 4.6, the 2800/256 at 20.1, and the 
2800/512 at 60.0 — a performance level that required only 2.5 seconds per 
time step. Parallel performance for both SGI 2800 systems achieved linear 
scaling to their maximum number of processors. 

The 35M grid-point OVERFLOW study demonstrates several significant 
computing advances. Most important is the practicality for model resolutions 
as high as 100M grid points — a level considered necessary for "virtual wind 
tunnel" simulations. Another advance is the cost-performance improvements 
of a new generation of parallel architectures. NASA reports the cost of the 
SGI 2800/512 to be 2.6-fold less than the CRAY C90. With a performance 
advantage of 13-fold, this provides the 2800/512 system with a 33-fold cost-
performance advantage. 

3 Future directions 

In the wake of recent breakthroughs for scalable CAE simulation, research 
and industry will continue to increase their investments in CAE technology 
as a product and process design aid. The motivation is simply a matter of 
economic benefits and improved quality that scalable CAE brings to the de-
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velopment process. Efficient turnaround of CAE simulations means increased 
modeling resolution and more comprehensive evaluation during early devel­
opment stages. 

Advancements will continue well into the new decade for improved CAE 
scalability as emerging algorithm developments and new hardware architec­
tures lead a path towards enhanced CAE methodologies. These enhance­
ments will encourage an increase in CFD modeling for transient flow condi­
tions, widespread implementation of probabilistic structural mechanics, and 
production capability for multidiscipline fluid and structure coupling, among 
others. 

CFD simulations for transient conditions have reached their potential for 
industrial application. Important simulation capability for transient flows 
include applications of automotive powertrain in-cylinder combustion, vehicle 
aerodynamics with rotating wheels and moving ground plane, commercial 
aircraft aerodynamics for off-design (noncruise) conditions, and a variety of 
turbomachinery aero-thermal flows for compressor, combustor and turbine 
designs. 

Structural FEA simulations are currently undergoing a historic transition 
from deterministic to probabilistic. Turnaround for a single FEA analysis is 
considered small enough that highly parallel stochastic techniques are being 
applied to better manage design uncertainty of scatter observed in sources 
such as material properties, test conditions, manufacturing and assembly. The 
discipline of explicit FEA in particular is suited to benefit from probabilistic 
techniques. 

The high-transient nonlinear modeling of dynamic events with explicit 
FEA, such as automotive vehicle crash, airbag-occupant interaction and air­
craft bird-strike all exhibit substantial parameter scatter. This trend towards 
stochastic simulation is a relevant step towards an overall trend towards sin­
gle and multidiscipline optimization. Lately, Monte Carlo stochastic methods 
have been applied to automotive vehicle design for improved NVH and crash-
worthiness. 

Computer hardware architectures will continue to improve. During 2000, 
SGI introduced a new generation of ccNUMA systems that provides a 2-
fold increase in system bandwidth with a 2-fold decrease in latency. Other 
performance improvements include a processor clock speed increase by 33% 
to 400 MHz, and a larger L2 cache. These and other features improve both 
single processor turnaround and parallel efficiency over the current SGI 2800 
ccNUMA system. 
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4 C o n c l u s i o n s 

Effective implementation of highly parallel CFD simulations must consider 
a number of features such as CFD parallel algorithm design, system soft­
ware performance issues, and hardware communication architectures. Several 
examples of commercial and research CFD simulations demonstrate the pos­
sibilities for efficient parallel scaling on the SGI ccNUMA system. 

Development of increased parallel capability will continue on both soft­
ware and hardware fronts to enable modeling at increasingly higher resolu­
tions. Indeed, the demonstrated benefits of cost-effective, highly scalable CFD 
simulation has potential to shift modeling practices within research and in­
dustry on a global basis, and continue to further advancements in industrial 
design applications. 
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Numerical simulations of the atmospheric motions require the most powerful ma­
chines and a high performance computer technology. The French meteorological 
model MesoNH is able to perform several simultaneous simulations on a nested 
grid to focus on specific regions described by a higher spatial resolution. This pa­
per describes software and techniques used for implementing the MesoNH model 
on parallel processor computers especially for the grid nesting part. 

1 Introduction 

The MesoNH atmospheric simulation system is a joint effort of Centre Na­
tional de Recherches Meteorologiques (CNRM Meteo-France) and Laboratoire 
d'Aerologie (CNRS). It is designed as a research tool for small and mesoscale 
atmospheric processes. It comprises several elements: a numerical model with 
a comprehensive physical package, an ensemble of facilities to prepare initial 
states, postprocessing and graphical tools to visualize the results. 

MesoNH is a gridpoint limited-area model. To be able to use a horizontal 
resolution lower than 5 km, the model is nonhydrostatic, i.e., it uses a complete 
prognostic equation for the vertical speed. This assumption implies solving an 
elliptic equation to determine the pressure. The model solves the equations 
governing the atmospheric state evolution on a computational grid. This grid 
is nonorthogonal to maintain the vertical coordinate and take into account the 
topography (more details about the MesoNH equations and discretization can 
be found in Lafore et al.1 or by visiting our web site: http://www.aero.obs-
mip.fr/mesonh/index2.html). In addition to the dynamic part of the flow, 
the model takes into account many physical parameterizations (turbulence, 
radiations, surface processes, microphysics, etc.). It allows for the transport 
and diffusion of passive scalars, to be coupled with a chemical module. 

The code is entirely written in Fortran 90 and in a first stage it has been 
developed to be run on a single-processor computer. In order to improve the 
spatial resolution and the representation of physical processes, a parallel im­
plementation of the MesoNH model has been recently achieved. This work 
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has been done in collaboration with the CERFACS" laboratory. The paral-
lelization of the grid nesting part, which has required a special approach, will 
be described in greater detail in the paper. 

2 Interface routines 

The parallelization work began by a precise specification of requirements re­
lated to communications between processors to run the model on a parallel 
machine: 

• Decomposition of the model on n processors. 

• Parallelization is achieved to be as much as possible transparently to 
users not aware of parallelization techniques. 

• Full compatibility of model running on one processor with the same code. 

• Portability to any computer having the MPI library. 

• Routines allowing I/O flow along a transparent way for users. 

To meet these goals, an interface library named ComLib (for Communica­
tion Library) has been developed. It contains all routines necessary to paral­
lelize the MesoNH model and is based on the standard library MPI (Message 
Passing Interface). This package is implemented in Fortran 90 on top of the 
MPI library. Its main purpose is to provide the MesoNH developers, who 
are not necessarily expert in parallel computing, with all the required com­
munication capabilities while hiding from them the low level message pass­
ing paradigm details. Similar approaches have been developed to parallelize 
meteorological models: RSL (Runtime System Library) by John Michalakes 
implemented in MM5, and MSG (Message passing tools for Structured Grid 
communications) by Andrei Malevsky for MC2 (Canadian model). 

The implemented coarse grain parallelism exploits a classical parameter-
izable 2D decomposition in the x-y direction of the 3D physical domain (the 
vertical dimension is not decomposed). The automatic partitioning of the 
3D domains generated by ComLib produces as many nonoverlapping vertical 
rectangular beams as processors requested by the user. Each beam (hereafter 
called subdomain) is then assigned to one processor of the parallel target com­
puter. Some overlapping data structures referred to as "halos" in the sequel 
are required; this enables reusing all of the computational routines existing 
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in the sequential version of the MesoNH code. Because most of the operators 
are discretized using a 5 point stencil in the horizontal plane, the "halo" can 
be just one cell width. However this width may be increased to suppress sup­
plementary communications. If the rectangular decomposition minimizes the 
data amount of the overlapping area, it could be useful to decompose the do­
main in stripes along the x axis to promote the vectorization of the numerical 
computation. It is possible for the user to chose the way of decomposition 
(stripes or rectangles) and the size of the halo. 

The ComLib library is based on data structures organized in an object-
oriented style, with Fortran 90 user-defined types. There are two top-level 
types: 

• The configuration of all the processors, i.e., the way the domain is split 
into subdomains corresponding to the processor. 

• The communications to be performed by the current processor. They are 
managed by several lists of zones, one for the send and one for the receive 
operations for each kind of communication. 

m B2 

Figure 1. Example of decomposition. 

In Fig. 1 we depict an example of decomposition suitable for a parallel 
execution of MesoNH on a two processor computer. Beam B\ and Bi are 
respectively allocated to processor 1 and 2; the computation on subdomains 
in B{ will be correct if data in the halo (shadowed area in Figure 1) have been 
updated correctly prior to the computation. It is up to the user to define the 
list of fields that should be kept updated in the halo region through specific 
subroutines to manipulate lists of fields, as well as when this field list should 
be updated by a call to a ComLib routine. 
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The distribution depicted in Fig. 2(a) does not work to solve the elliptic 
pressure system because a fast Poisson solver based on Fast Fourier Transform 
(FFT) computations are used. Two other types of distribution are used, 
shown in Figs. 2(b) and 2(c). Communication routines have been implemented 
that move a field between these different decompositions, which makes it 
possible to perform the FFT for each horizontal direction. 

Figure 2. The different distributions used in the model. 

The 10 routines have been modified in order to carry out at the same 
time the reading and the distribution of the input fields and the gathering 
and the writing of the output fields, in a transparent way for the user. 

3 MesoNH parallelization 

The parallelization of the code has been achieved by modifying some routines 
in the temporal loop to take into account the data domain decomposition. 
Three types of modified routines can be distinguished: routines to commu­
nicate fields between processors, routines allowing the treatment of physical 
boundary conditions and routines doing global operations. 

• The main processor communications in a time step are located at the 
end of temporal loop to refresh the halo of all prognostic variables (wind, 
temperature, humidity, etc.). If only one width of the halo area is used, 
other supplementary communications for a few fields are required to ob­
tain a correct computation in the inner subdomain (communication of 
surface fluxes, for example). 

• Modifications in some MesoNH routines have been made to distinguish 
processors located on physical borders. Special ComLib functions are 
used to do this. 

• Global operations using the Fortran 90 functions SUM (A) or MIN(A), 
where A is an array, have been replaced by equivalent parallel ComLib 
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functions involving processor communications. 

It can be noticed that the modifications in the Fortran code are very 
limited and correspond to calls to a few ComLib routines, so it will be easy 
for a MesoNH user to add his own source modifications without problems 
concerning the parallelization. 

4 The grid nesting technique 

4-1 Principles 

MesoNH is able to perform several simultaneous simulations on a nested grid. 
This technique (called grid nesting2) allows focusing on specific regions de­
scribed by a higher spatial resolution, preserving a correct representation of 
large scale flow with a moderate size memory occupation and greater com­
putational efficiency (an example is shown in Fig. 3). More than two models 
can be used together. The nesting is restricted to horizontal directions. The 
temporal and horizontal spatial resolution ratios between models must be 
integer. 

The interaction between the fine mesh (child) model and its coarse mesh 
(parent) model are treated through either one- or two-way interactive nesting: 

• In the simpler one-way approach, only waves coming from the parent 
model are allowed to enter and affect the child model. It is performed by 
the use of interpolated coarse fields to produce boundary conditions for 
the child model. 

• In the two-way approach, waves resolved by the child model can also 
affect the parent model solution. It is done by relaxing the parent fields 
towards the average of the child fields over the overlapping domain. 

4-2 Interpolation and averaging operators 

The horizontal interpolation formula / at a point of coordinate (a, 6) on the 
child grid uses the 16 nearest parent points and can be written as: 

4 4 

i= i i = i 

where /,-j corresponds to the parent value at points (i, j) and the £,• are third 
order polynomials obeying the property that the interpolation surface passes 
exactly through the 4 innermost points. 
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The horizontal averaging procedure A is a simple arithmetical average 
including all the points of the child grid embedded in the coarse parent mesh; 
the number of child points depends on the x and y resolution ratios: 

-i -Aratio J r a t i o 

AW = . . £ £ i>ij 
^ ratio '

 1

 ra t io . , , 
8 = 1 J = l 

where ^ j is the field on the child grid. 

4-3 Parallel implementation 

To achieve the parallelization of a nested grid run, two problems had to be 
solved: 

• managing the decomposition of several nested domains, and 

• parallelizing the parent-child interaction routines involving A and I. 

One solution could be to use a coherent partitioning between the different 
models, i.e., one processor manages the same geographical area for all nested 
models. This solution could allow a simple treatment of model interaction. 
The sequential code of operators A and I could work in the same manner in a 
parallel run; no interprocessor communication would be needed. This solution 
is not used because it leads to very poor load balancing among the processors: 
some processors would not treat a subdomain belonging to the child model 
and would be unused during an important part of the computation. 

The chosen solution is to independently and equitably distribute each 
model on all the available processors. Each processor manages different sub-
domains without spatial connection. To assure a correct communication inside 
a nested model, the Fortran types used in ComLib are recursive, meaning they 
contain pointers to variables of the same type. A special subroutine is called to 
indicate when the computation (and the associated interprocessor exchanges) 
switches from a parent model to its child. 

The parallelization of operators A and / requires additional interface rou­
tines to perform data exchanges between parent and child models, both de­
composed over processors. In ComLib, the list of zones to send is found by 
performing the intersection between the parent subdomain managed by the 
processor and all subdomains of the child domain. These intersections may 
be empty. For the child point of view, all the processors receive in an inter­
mediate array the data of the parent model required for the interpolation. 
This area corresponds to the whole child subdomain but with the coarse res­
olution of the parent model. The lists of zones are hidden in a ComLib data 

(2) 
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structure and the user has only to allocate the intermediate array and specify 
which fields have to be communicated between the parent and child models. 
A ComLib routine fills this area with the values of corresponding parent data 
by communication between processors. Then, this intermediate array can be 
used in Eq. (1) as / , j . 

To parallelize the averaging operator, an inverse way is used. For each 
processor, Eq. (2) is applied to the child fields and the result is stored in a 
same-shape intermediate array. Another ComLib routine sends this array to 
a second intermediate array corresponding to the intersection of the parent 
subdomain and the child domain. Some processors receive no data because 
this intersection is empty. To use this second array for the two-way interaction, 
a ComLib routine returns the coordinates of the intersection converted to local 
coordinates. Averaging child fields before processor communication allows 
minimizing the amount of data exchange. 

5 Results and performance 

Figure 3 shows an example of a grid nesting simulation. The meteorological 
situation corresponds to the first severe storm which affected France at the 
end of 1999. The parent model resolution is 40 km and the grid is composed 
by 180x145x45 points. The child model has a fourfold finer resolution (10 
km). The simulation was made on the Fujitsu VPP5000 at Meteo-France. It 

Figure 3. Rainfall and surface pressure (hPa) for the parent (left) and child (right) models 
at 06UTC 26 december 1999. The minimum value for the child pressure field is 966 hPa. 
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validates the parallel implementation of the grid nesting technique. Only small 
discrepancies between the one- and four-processor runs were found, which are 
attributable to compiler optimizations. The use of a stripe decomposition 
instead a rectangular one provides better efficiency, because the VPP5000 has 
vector processors, and the vectorization of the computation is essentially done 
on the first dimension of Fortran arrays. The scalability (i.e., the efficiency 
of parallel computing) of the pressure solver part is not very good at the 
present time because of the nonlocal method used to solve the elliptic equation. 
Without taking into account the time spent in the solver part, the efficiency 
of the parallel code is good (about 0.8 for an 8-processor run); a part of 
this number can be explained by a decrease in vectorization connected to a 
decrease in the size of the Fortran arrays. The cost of interaction between 
child and parent models increases with the number of processors but remains 
small in relation to the total model computation time. 

6 Conclusion 

The optimization of the parallel MesoNH version is still in progress. Most 
of the time, the interpolation procedure / is not used on the whole child 
subdomain but only on its physical boundaries. New ComLib routines have 
been developed which only communicate the necessary data to reduce the 
time spent in the communication. The technique used to solve the pressure 
equation will perhaps be changed to attain better parallel efficiency. Never­
theless, the primary goal of the work of parallelization is reached: to provide 
a research tool not only able to produce very fine simulations (using a huge 
number of grid points and including advanced parameterizations) but which 
is also flexible and user friendly. These two conditions are important to help 
the understanding of complex mesoscale phenomena. 
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A numerical study has been performed to solve the problem of 3D natural convection in a 
cubical cavity containing an isotropic saturated porous medium with internal heat generation. 
The governing equations were transformed to a vector potential formulation and the resulting 
model was discretized using orthogonal collocation with Legendre polynomials. The resulting 
sets of nonlinear algebraic equations were solved by nonlinear relaxation. This study 
considers the influence of Rayleigh number and internal heat generation on isotherms and 
Nusselt number. The accuracy of the numerical method was verified via an energy balance 
with maximum errors in the order of 2 %. 

1 Introduction 

Natural convection in closed cavities containing isotropic saturated porous media 
has been of great interest in recent years, due to the numerous applications such as 
grain storage in silos, drying processes, exothermic reactions in packed beds, 
geothermal studies, heat transfer in nuclear waste storage, etc. Due to these, various 
studies have been published, analyzing the effects of the buoyancy forces and heat 
transfer in porous media with internal heat generation, most of them dealing with 
2D geometries. Prasad1 investigated natural convection in a 2D rectangular cavity 
with symmetric boundary conditions, finding that Nusselt number increases as 
Rayleigh number increases, or decreases as the geometrical aspect ratio increases. 
Prasad and Chui studied 2D natural convection in a cylinder, analyzing the effects 
of diverse boundary conditions, finding a similar behavior for Nusselt number as 
Prasad . Singh and Thorpe3 studied natural convection and mass transport in grain 
storage in silos. These authors propose a mathematical model using the Volumetric 
Averaging Theorem4'5, which can be applied to systems with arbitrary geometries. 
Pallares et al. have employed the control volume scheme for study the flow 
structures in a cubical cavity filled with air and heated from below, for analyzing 
the Rayleigh-Benard convective regime. 

In this context, the purpose of this work is the numerical study of the natural 
convection in a cubical cavity containing a porous medium with internal heat 
generation. In this problem, boundary conditions were selected such that the 
phenomenon is three dimensional, analyzing the behavior of temperature patterns 
and the global heat transfer in the cavity, focusing the problem on the elucidation of 
transport processes in grain storage in silos. 
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Also, in the numerical solution of natural convection in a porous medium, we 
assessed the method of Orthogonal Collocation, implemented by Villadsen and 
Stewart7, for solving differential equations with boundary values problems like 
viscous flow and heat and mass transfer with chemical reaction. This method has 
been fully described and applied to diverse problems in chemical engineering7'8. 
Actually, the problem of 3D natural convection has been solved numerically by 
well-established methods as finite differences, which requires a high number of 
nodes to obtain solutions with a good accuracy, at high computational cost. 

2 Mathematical model 

The system under study is a cubical closed cavity of dimension L shown in Fig. 1, 
containing an isotropic porous medium, with internal heat generation at a constant 
rate, Q0. The bottom of the cavity is insulated, and the walls located at x = 0 and z = 
0 are at temperature Th; the top wall and the walls located at x = L and z = L are at 
temperature Tc, being Th hotter than Tc The internal heat source together with the 
temperature gradients at the boundaries will induce the movement by natural 
convection of the fluid through the porous medium. The choice of boundary 
conditions is a previously used approximation of the behavior of a cubical silo 
containing a cereal grain9. 

9T/9y=0 

Figure 1 Geometrical system used in this study with boundary conditions 
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The equations that govern the transport of momentum and heat for a two-phase 
medium are4'5' : 

Continuity: 

Darcy Law: 

Energy: 

V v = 0 (1) 

v = - - - [Vp-pg] (2) 

(pC v ) (vVr) = K : V V r + g0 (3) 

To develop the final model, the following considerations have been made: 

1. An effective, isotropic, darcian medium
10

, with constant thermodynamic 
properties. In this case, tensor C of Darcy's law is transformed into scalar K, 
which is the classical term representing the permeability. Similarly, for the 
energy equation the conductivity tensor K is transformed into the effective 
thermal conductivity keff of the porous medium. 

2. The cavity has rigid and impermeable walls therefore; there is no fluid slip. 
3. The interstitial fluid is Newtonian, flowing in a steady-state laminar flow. 

Based on these assumptions, the governing equations are rendered 
dimensionless so that the characteristic parameters of the problem (Ra and S0) may 
be independently varied. In this work, we used the method of vector potential

11
, 

which includes the exact satisfaction of the continuity equation and the elimination 
of the pressure term, because solving for this variable is not required. Hence, the 
mathematical model is: 

Vector potential: 

Momentum: 

Energy: 

u = V x (p (4) 

V29 = -Ra (V x 8j) (5) 

(Vxcp) • ve=v 2 e + s0 (6) 

Where X = x/L, Y = y/L, Z = z/L, u = vL/oc, 9 = (T-Tc)/(Th-Tc), Ra = g(3K(Th-Tc)av 
and S0 = Q0L / k^f (Th-Tc). To establish the boundary conditions for the vector 
potential v, we employed the impermeability state, such as described by Hirasaki 
and Heliums , while the boundary conditions for dimensionless temperature were: 

6 = 1 atX=0; 9 = 0 a t X = l (7a,b) 
3G/9Y = 0 atY=0; 9 = 0 atY=l (7c,d) 
9 = 1 atZ=0; 9 = 0 a t Z = l (7e,f) 
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3 Orthogonal collocation in three dimensions 

Equations (5) and (6) were discretized using the method of orthogonal collocation in 
three dimensions with Legendre polynomials. The application of this method has 

7 8 10 
been described elsewhere ' ' for one and two dimensions, which have been 
extended here to consider three dimensions, using matrices A and B accordingly. 
Thus, the first and the second derivatives are approximated as: 
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In expressions (8a-f), NX, NY and NZ are the interior collocation points and 0 is 
the dependent variable. After discretization of equations (5) and (6), the resulting set 
of nonlinear algebraic equations was simultaneously solved by a nonlinear 
relaxation method9 using an initial vector: X° = [0, 0, 0, 0]', with a convergence 
criterion of 10"5 for each equation. Later, Eq. (4) may be used for compute the 
velocity field. The numerical simulations were performed using the code ELI-
COLS, developed by Jimenez-Is las9 to solve nonlinear elliptic PDEs. The 
computational study considers a range of values of 10 to 1000 for Rayleigh numbers 
for a porous medium and 0 to 1000 for the magnitude of the dimensionless heat 
source. The values of the parameters and boundary conditions were selected 
because of their applicability to the storage of cereal grains in silos4. The 
simulations were carried out on an SGI Origin 2000™ supercomputer with MIPS 
R10000 processors running IRIX™. 

4 Results and discussion 

Table 1 shows some solved cases in this study. The interior collocation points were 
selected, ranging from 1 lxl lxl 1 for low Rayleigh and S0 values, to 19x19x19 for 
higher Ra and SG values; within the range of the expected behavior, since increasing 
Ra or S0 increases buoyancy forces and the distortion of the isotherms at the 
boundary increases, which may cause numerical instability. As expected, 
temperature profiles are affected by the increase in the magnitude of the buoyancy 
forces (given in terms of the Rayleigh number Ra and the dimensionless heat 
generation S0). At low Ra values (<10), the isotherms present little distortion, while 
conductive heat transport is dominant. For larger values of Ra (>10), the convective 
effects become important, causing the isotherms to be increasingly distorted. 
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Table 1. Some cases solved in this work with CPU time 

Ra 

10 

10 

10 

10 

100 

100 

500 

100 

So 

0 

100 

500 

1000 

0 

100 

0 

100 

OC Internal Points 

l l x l l x l l 

l l x l l x l l 

l l x l l x l l 

15x15x15 

l l x l l x l l 

l l x l l x l l 

15x15x15 

15x15x15 

w
a 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.3 

0.1 

Iterations 

3,161 

3,136 

2,732 

5,035 

3,253 

2,993 

9,755 

4,385 

CPU time (s) 

462 

458 

400 

2,947 

490 

453 

5,717 

2,573 

" Relaxation factor 

Figure 2 shows the effect of the heat generation rate S0 on the isotherms, at a 
constant Ra = 10. When S0 = 0, the isotherms show only the effect of the buoyancy 
forces originated by the difference in temperatures at the vertical walls of the cavity. 
When S0 > 0, a hot nucleus starts to form and moves towards the upper part of the 
cavity, as the value of S0 is increased. This displacement is produced by the 
combined effect of S0 and Ra. A similar behavior is observed for Ra = 100, 
although in this case the hot kernel is nearer to the wall at X = 0. In order to 
appreciate more clearly the three-dimensional behavior of the isotherms, the results 
of the run for Ra = 100 and S0 = 100 are shown in Fig. 3. In this figure the presence 
of a hot core in the upper part of the cavity, originated by the volumetric heat 
source, can be observed. This core is surrounded by a cooler region (6 = 2.5) that 
extends down to the lower part of the cavity. If the porous material were cereal 
grain stored in a silo, grain deterioration would be expected in this zone. 

5 Global heat transfer 

To define the Nusselt number, the difference between the average temperature 0med 
in the cavity and the wall temperature 0C is used. Therefore, starting from a global 
balance of energy, the average Nusselt number is defined as: 

"^U-0dYdZ-\\^\ 
uodX lid? 

Num = — — (9) 

o o 
,dXdY 

30 med 
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Figure 2. Isotherms at plane X = 0.5, for Ra - 10. (a) S„ = 0, (b) S„ = 100, (c) S„ = 500, 
(d) S„ =1000 

TEMPERATURE 
0 0.5 1 1.5 2 2.5 3 

:TJ 

Figure 3. Intersection of XY, XZ and YZ planes at half of cavity, for Ra = 100 and S„ = 10 
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The values of 9max, Bmed and Nuav for the simulations reported in Table 1 are 
presented in Table 2, together with the percentage error in the global energy balance 
closure. The values obtained confirm that the number of interior collocation points 
is adequate, making this method suitable for solving this type of systems of elliptic 
PDEs. A comparison of this method versus finite differences for a 2D case is 
reported by Jimenez-Islas et al.

10 

Table 2 Average Nusselt Number and % error in energy balance 

Ra 

10 

10 

10 

10 

100 

100 

500 

100 

So 

0 

100 

500 

1000 

0 

100 

0 

100 

^max 

1.00 

5.79 

16.18 

26.75 

1.00 

2.98 

1.00 

2.02 

Qmed 

0.40 

2.66 

8.05 

12.97 

0.37 

1.65 

0.37 

1.16 

Nuav 

9.27 

9.56 

14.66 

17.85 

12.26 

17.31 

22.42 

22.08 

% Error 

0.07 

2.38 

2.26 

1.40 

0.12 

1.16 

1.14 

0.35 

It can be observed that Nuav increases when values of Ra or S0 increase. This 
effect has been discussed in previous sections. Prasad1 and Prasad and Chui2 have 
reported similar behavior for 2D geometries. 

6 Conclusions 

A nonlinear elliptic PDE model describing natural convection in a cavity containing 
a porous medium has been solved numerically by the method of orthogonal 
collocation in three dimensions, using a relatively small number of interior 
collocation points (11 to 19). The code ELI-COL3 is not restricted to the number, 
type of boundary conditions or nonlinearity of the set of elliptic PDEs. In the 
numerical study, it is observed that there is a combination of buoyant forces (Ra and 
S0) that gives rise to a hot core, whose temperature diminishes when Ra increases. 

With respect to orthogonal collocation, we developed the algorithms to 
approximate the derivatives in 3D problems. We also determined that orthogonal 
collocation is a powerful method for solving sets of nonlinear PDEs using fewer 
nodes than those required by finite differences to obtain similar accuracy. Current 
results indicate that the method is competitive with other well-established 
algorithms. The solution of this problem gives the basis for the modeling of 
important technological applications, such as dynamics of grain storage in silos, 
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storage of agricultural products and thermodynamical design of chemical packed-
bed reactors. 
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Instituto Nacional de Astrofisica, Optica y Electronica, 

Apartado Postal 51 y 216, 72000 Puebla, Pue., Mexico 

E-mail: silant@inaoep.mx 

The exact numerical solutions of nonlinear direct interaction approximation equa­
tion or set of equations (DIA equations for Green's functions), describing the propa­
gation of scalar impurities and magnetic field in a turbulent medium, are presented. 
It is assumed that the turbulence is stationary, isotropic and homogeneous. The 
steady state values of turbulent diffusivities and alpha coefficient are calculated. It 
is shown that such approach allows us to obtain the satisfactory values of turbulent 
transport coefficients for all the values of turbulent Strouhal numbers. 

1 I n t r o d u c t i o n 

The problem of turbulent diffusion of passive fields (number density, temper­
ature and magnetic field) is of great importance in astrophysics, geophysics, 
meteorology and hydrodynamics. Usually one is interested only in the knowl­
edge of turbulent diffusivities DT if Euler's picture of turbulent motions is 
known. The molecular diffusivity Dm is much smaller than the value DT and 
can be neglected when finding DT • The value DT depends on the behavior of 
the turbulence as a whole (the form of the spectrum, particular dependence of 
the velocity correlations on the time, etc.). But mostly the value DT depends 
on the parameters uo, TQ and RQ which are the characteristic velocity, lifetime 
and correlation space scale of turbulent motions, respectively. 

The qualitative estimates of DT can be derived from the well known 
diffusion relation L2 ~ DT t where instead of the t ime t one can take the 
lesser of two characteristic times r0 and t0 ~ Ro/u0 (t0 is called the "turnover" 
t ime). In this case the value L corresponds to the free length of the liquid 
particle in turbulent motion. If r0 <C to (or the turbulent Strouhal number 
£o = UQTQ/RQ <C 1), one has L ~ UQTQ and DT — Moro- In the opposite limit 

To 3> to (or £o S> 1) one has L ~ «oto — Ro and the value DT — UQRO is 

independent of To. 

But how to choose the parameters To and Ro from the known form of the 
turbulent spectrum? This problem is clearly resolved if the spectrum is of 
peak-like type. If the spectrum has a broad form, or has several peaks, such 
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a choice is rather difficult. The theory of turbulent diffusion is to calculate 
the transport coefficients, like DT, without using such notions as TQ and Ro, 
directly from turbulent spectra. 

2 Basic equat ions 

Linear stochastic equations for the number density N(r,t) of some impurity 
and the magnetic field B(r , i ) have the form: 

I - - DmV2) N(r,t) = -V[u(r,t)N(T,t)] = LN(r,t), (1) 
dt 

^ - DmvA B(r,<) = V x (u(r,t) x B(r,*)) = LB(r,*). (2) 

Here, u(r,t) is the turbulent Euler velocity of the medium. Below we use the 
convenient notations: f(n) = f(rn,tn), dn = drndtn, R = ri — Y2, T = <I—<2, 
etc. For brevity we use the operator notation L as defined in Eqs. (1) and (2). 
The ensemble of turbulent velocity u(r , t ) is assumed to be homogeneous, 
isotropic and stationary and the mean value (u(r, f)) = 0. All the values 
considered are represented as a sum of mean value and fluctuating part, e.g., 
B = B 0 + b with (B) = B0 and (b) = 0. 

The averaging of initial equations gives rise to the coupled system of 
equations for the mean and fluctuating parts of number density or magnetic 
field. This means that if we want to write the separate equation only for 
mean value, then such an equation can be represented as an infinite hierarchy 
of nonlinear equations with growing degree of nonlinearity. In reality such 
hierarchy can be written only for the averaged part of the Green function 
of Eqs. (1) or (2), not for the values N0(r,t) and B0{r,t). The simplest 
nonlinear equation, with the second order nonlinearity, was proposed and 
studied by Kraichnan1 and Roberts2. It was called the direct interaction 
approximation equation or DIA equation for short. The simple derivation of 
the whole hierarchy of nonlinear equations both for scalar and vector passive 
fields was given by Dolginov and Silant'ev3 and Silant'ev4. The first equation 
of this hierarchy coincides with the DIA equation. We present here the first 
three terms of this hierarchy for the case of the scalar Eq. (1): 

J - - Dmv{) G(l - 2) = S(R)S(T) + JdZ (L(l)G(l - 3)I(3)> G(3 - 2) 

+ [ d3 f d4 (L(l)G(l - 3)L(3)G(3 - 4)1(4)) G(4 - 2)+ 
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f dS fdi f db{ (L{1)G(1 - 3)L(3)G(3 - 4)Z(4)G(4 - 5)L(5)> G(5 - 2 ) -

(L(l)G(l - 3) (i(3)G(3 - 4)1(4)) G(4 - 5)1(5)) G(5 - 2 ) -

( I ( l )G( l - 3)L(3)> G(3 - 4) (L(4)G(4 - 5)1(5)) G(5 - 2)} + • • • (3) 

Here (G(l;2)) = G(l - 2) is the averaged Green's function of Eq. (1). For 
Gaussian ensemble of u(r, t) the second integral term vanishes and the third 
reduces to the single term, where L(l) is averaged with L(4) and L(3) is 
averaged with L(5). Dropping in Eq. (3) all the terms of the hierarchy except 
the first integral, we obtain the DIA equation. For the magnetic field case 
the hierarchy looks like Eq. (3) but the Green's function and the operator of 
interaction L are now tensors. The sequence of the terms of the hierarchy (3) 
describes the turbulent transport of passive fields with increasing degree of 
detail. 

From Eq. (3) follows the formally exact integrodifferential equation for the 
mean number density No(r,t). Assuming that No(r,t) is a smooth function 
on the scales ~ Ro and the times ~ To (or to), one can take in integral term 
A^o(r — R, t—r)~7Vo(r, t) — (RV)iVo(r,£) and obtain the approximate diffusion 
equation for No(r,t) with the renormalized diffusivity: 

^-t-(Dm + DT)vAN0(r,t) = 0. (4) 

For locally homogeneous, isotropic and stationary turbulence all the val­
ues parametrically depend on the position r and the time t. 

The analogous renormalized diffusion equation for the mean magnetic 
field Bo(r,i) has the form: 

(— - DmV2j B 0 ( r , t ) = V x a ( r , t ) B 0 ( r , i ) - V x D T ( r , i ) ( V x B 0 ( r , t ) ) . (5) 

Here, the a coefficient describes the enhancement of the mean magnetic field 
in helical turbulence. 

It should be stressed that the diffusion approximation does not need the 
r expansion in N0(r - K,t - r) (see Silant'ev5), in contrast to the work of 
Moffatt6 and Kraichnan7. 

Using the DIA equation one can obtain the following formulae for the 
steady-state turbulent diffusivity DT of a scalar impurity: 

1 />CO /»0O 
DT =

 3 / ^ /
 dT

{iEinc{P,T) + Ecomp{p,T)]g(p, r) + 
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ECOmp(P,T)p—g(p,T)}. (6) 

Here, g(p,r) is the Fourier transform of the mean Green's function </(R, r) , 
and Einc(p,T) and Ecomp(p,T) are the spectra of incompressible and com­
pressible turbulent motions, respectively (see Silant'ev8 for more details): 

/>0O 

(u ( r , t ) - u ( r , t + r)> = / dp[Einc(p, r) + Ecomp(p, r)]. (7) 
Jo 

For particular numerical calculations of the turbulent diffusivities DT we 
have assumed that all the spectra are proportional to exp(—T/TQ). In this 
case for the calculation of DT we need the Laplace transform of g(p, T). Let 
us denote it as g(p, s) with s being the Laplace transform variable. As a result 
the DIA equation for g(p, s) acquires the form of the integral equation 

g{p, s) = | s + Dmp2 + - dq dr d[ix 

[(1 - p?)p2Einc{q, T) + 2pp(pp - q) Ecomp(q, r)] x 

a(\ P - q | . 1 " )exp( - s r ) | , (8) 

where fi = p • q/pq is the cosine of the angle between the vectors p and 
q. The sequence of iterations of Eq. (8) constitutes a rapidly converging 
continued fraction. For the case of incompressible turbulence all the terms of 
this fraction are positive, which means that consecutive iterations represent 
the solution with alternating deficiency and abundance. It can be shown that 
the asymptotic solution of Eq. (8) for large p 

g(°\p, s) = 2{s + Dmp2 + [(s + DmP
2)2 + A/Zulp2]1'2}-1 (9) 

represents the true value g(p,s) with the deficiency. This value was used as 
an initial iteration. For compressible turbulence this technique also gives very 
rapid convergence. 

For the magnetic field case the tensor Green function has the form: 

Gnm(p,s) = SnmG0(p,s) +ie„mkPkGi(p,s). (10) 

The G\ (p, s) function is equal to zero for the turbulence without helicity. The 
spectrum of helicity is determined by the relation: 

/>oo 

<u( r ,< ) -Vxu( r , f + r ) ) = / dpEh(p,r). (11) 
Jo 
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The magnetic turbulent diffusivity D j and a coefficient are described by 
the expressions: 

-I />0O yOO 

DT = - dp dT[Einc(p, r )G 0 (p , r ) + Eh(p, r ) G i ( p , r ) ] , (12) 
*> Jo Jo 

a= - dp dT\p2Einc(p,r)G1(p,T)+ Eh(P,T)G0(p,r)]. (13) 
•J Jo Jo 

If the turbulence does not possess any helicity, then G\ = 0 and the DIA 
equation for Go coincides with Eq. (8) for scalar impurity. Of course, for this 
case one has a = 0. 

The DIA system of nonlinear equations for Go(p,s) and Gi(p,s) has a 
simpler form if we introduce the auxiliary functions A(p,s) — Go{p,s) + 
pGi{p,s) and B(p,s) = G0(p,s) -pGi{p,s): 

/>oo />oo /> 1 

A(p, s) = Is + DmP2 + I / dg / dr / d/j(l - ,u2) exp(-s-r)x 

[p£.nc(g, T ) G 0 ( | P - q |, r) - pEh{q, r)G, (| p - q |, r ) + 

(p2+^-pqij)Eine(q,T)G1(\p-q\,r)-Eh(q,T)G0(\p-(l\,T)]} , (14) 

B ( p , s ) = j s + £>mp2 + ^ / dg / dr / d(i(l - »2) e x p ( - s r ) x 

[p£t n c(g, T ) G 0 ( | P - q |, T) - p £ h ( g , T ) G , ( | p - q |, r ) -

( p ' + g ' - p g / i ^ n c ^ . T j d d p - q l . T j + ^ g . T j G o d p - q l . T ) ] } \ (15) 

Here we have assumed that the turbulence is incompressible. This system is 
solved by iteration, using the simple asymptotics for A(p, s) and B(p, s). 

3 R e s u l t s a n d d i s c u s s i o n 

First we discuss the results of DIA calculations of turbulent diffusivities of 
scalar impurities. The main result is tha t the DIA equation allows us to 
calculate the turbulent diffusivities for all values of the Strouhal number £o = 
UQTQ/RQ. For £o -C 1 one can take g(p, r ) ~ 1 and Eq. (6) gives rise to 

DT

 ~ 3 /
 dp

 /
 dT

iEinc(p,T) + Ecomp(p,T)} ~ Woro/3 = («o /Po)W3-

(16) 
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DT/(u0/p0) 
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Figure 1. The dimensionless turbulent diffusivity DT/(u0/po) for the case of the tur­
bulence with the Kolmogorov type spectra Einc,compr (p,r) = («2/p o)0.65159x4(l + 
a-17/3)-i exp( - r /To) with x = p/po- The curves a, 6 and c represent, respectively, 
DIA values, DIA values corrected by the contribution of fourth-order velocity correla­
tors, and self-consistent diffusivity, calculated from (6) with the diffusion Green's function 
g(p,r) — exp(-Dj'p2T). They correspond to incompressible turbulence. The curves d,e 
and / are the corresponding diffusivities for the compressible (pure potential) turbulence 
with the same spectrum. The inset depicts the initial sections of the curves drawn to a 
larger scale. 

Here we neglect the terms with small molecular difFusivity Dm. The numerical 
calculations show that this formula is valid up to £o « 0.5 and is independent 
of compressible or incompressible is the turbulence. 

For £ 0 ^ 1 , which corresponds to "frozen" turbulence, one can assume 
Einc{p,i~) = Einc{p). Using the asymptotic expression (9) we obtain the 
approximate formula: 

1 f°° 
DT~-j=l dpEinc(p)/pu0& (u0/po)/V3. (17) 

J I 1 I 1 I 1 I 1 I 1 I L 
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Figure 2. The dimensionless turbulent difFusivity of magnetic field DT/(uo/po) f ° r the 
case of incompressible turbulence with spectrum Einc{p,r) — u^ 8{p — po)exp(—T/TO) and 
helicity spectrum EK(P,T) = HQ 8{p — pi,) exp(—T/T^). The numbers denote the values of 
the parameters a = Ho/u^po (the degree of helicity), TO/T/, and ph/po, respectively. The 
curves for the cases (0,5,1), (0,1,5), (0,5,5), (1,1,5), (1,5,1) and (1,5,5) are essentially the 
same as the represented case (0,1,1). 

In practice, the estimation (17) is valid for £o > 5-10. For the case of pure 
compressible (potential) turbulence of nonacoustical type (see Fig. 1) the dif-
fusivity DT acquires negative values for £o > 3. It does not mean that actual 
values of DT are negative, indeed, because such large values of £o for the 
potential turbulence are impossible in nature (see Silant'ev8). 

Why does the DIA equation allow us to calculate DT for all values of £o? 
The first reason is that the nonlinear DIA equation takes into account all the 
possible contributions of two-point velocity correlations, i.e., all the degrees 
of this correlator including those which constitute parts of fourth-order and 
higher correlators. The second reason is that just such forms of correlators 
describe the structure of large-scale turbulent motions which are of greatest 
importance for turbulent diffusion. 

But what about the exactness of these DIA calculations? Using the for­
mula for the contribution of the remaining fourth-order velocity correlators, 
which follows from the next term of our hierarchy, we conclude that the cor­
rections are negative and grow monotonically from 0% at £o = 0 up to 10-11% 
(for peak-like spectra) and ~ 7 % (for broad spectra) at £o —>• oo. These cal­
culations assume that the ensemble of the turbulent velocities is gaussian. 
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«M-H0/uoPl) 
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Figure 3. The dimensionless a coefficient a/(—Ho/uoPh) for the spectra of Fig. 2. The 
notations are the same as in Fig. 2. The case (0,1,5) essentially coincides with (1,1,5); the 
case (0,5,1) coincides with (1,5,1); the case (0,5,5) coincides with (1,5,5). 

The DIA equation for scalar impurities does not depend on the helic­
ity. Therefore we have used the next term of the hierarchy to estimate 
the dependence of DT on the turbulent helicity. The helicity increases 
the DT values (see Kraichnan7, Silant'ev9). For a 100% helical medium 
(where pEinc(p,r) = Eh(p,r)) the DT coefficient can increase up to 50% 
(for £0 -»• oo). 

The set of equations (14) and(15) depends on the spectrum of the helicity. 
In this case the helicity decreases the turbulent diffusivity DT of the magnetic 
field, in contrast to the case of scalar impurities. This is due to the fact that 
the helicity, because of the a-effect, increases the level of the mean magnetic 
field. This increase is larger than the corresponding increase in turbulent 
mixing, so the relative turbulent diffusion, described by DT, is diminished by 
the helicity. The helicity decrease in DT is very small for degrees of helicity 
a = HQ/UQPQ < 0.5 (here H0 = (u(r,i) • V x u(r,i)) and p0 « l/Ro). 

Some results of calculations of DT and a are represented in Figs. 2 and 3. 
It is seen that the dimensionless value a/(—Ho/uoph) increases monotonically 
with increasing £o for large scale helicity when the characteristic helicity wave 
number pk & po- For a < 0.5 the dimensionless a practically does not depend 
on the helicity. For small-scale and (or) short-time correlated helicity (ph/po > 
5 and (or) TO/T/> > 5) the dimensionless a is essentially independent of the 
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helicity. For small scale helicity with po^/ro/Vi/Ph < 1 the dimensionless a 
has a peak-like profile. 

When the magnetic energy is comparable with the kinetic energy of the 
turbulence the back-reaction of the magnetic field changes the structure of 
the turbulent motions. In this case the spectra Einc(p,T) and EH{P,T) and 
the values UQ,RQ and TQ parametrically depend on the mean magnetic field 
B0. According to our general formulas (12) and (13) the values a and D? 
also depend on Bo. For this case our calculations for the limiting cases of 
peak-like and broad spectra give the whole range of possible variations of a 
and DT-

It should be stressed tha t only the nonlinear equations of hierarchy (3) 
allow the calculation of DT and a for the entire range of the turbulent Strouhal 
number £o- Numerous linear approaches did not succeed in this problem (see, 
for example, Carvalho

1 0
) . 

The solution of the problem for nonexponential t ime dependence of the 
turbulent spectra requires supercomputing calculations, especially if we want 
take into account the higher terms of hierarchy (3). At present, techniques 
for such calculations have not been developed. 
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Smoothed Particle Hydrodynamics (SPH) was originally developed to handle mul­
tidimensional problems in astrophysics. Like all particle methods it makes use 
of the fact that advection follows the motion of the particles. As a consequence 
there are never problems with advection, and interfaces are automatically followed 
because particles define interfaces. In addition, the resolution of SPH varies natu­
rally and automatically in space and time. These advantages carry over to a wide 
variety of fluid dynamical problems involving more than one phase and more than 
one material. In this paper I will describe how SPH can be extended to deal with 
problems involving solid bodies impacting fluids, debris flows hitting water, and 
a recent extension of Benz and Asphaug's1 work on the fracture of brittle solids 
using SPH. 

1 Introduction 

SPH is a fully Lagrangian method that uses moving interpolation points which 
behave like particles (for early references see Monaghan2, Benz3 and for other 
meshless methods see Belytschko et al.A). Like all particle methods SPH ex­
ploits the fact that the characteristics of the advective (or hyperbolic) part 
of the equations of motion are the trajectories of the particles. Advection 
therefore never creates difficulties and this is one of the reasons that Harlow

5 

devised the particle method PIC. Interfaces are automatically followed by 
particle methods because the particles define the interface. This does not, of 
course, mean that interfaces are always followed accurately, but the problem 
of defining properties at the interface is reduced to that of determining the 
interactions between the particles. Another nice feature of SPH is that the 
resolution automatically adjusts to the concentration of particles. For exam­
ple, in a volcanic eruption the ash ends up in a dense layer on the ground while 
the hot gas rises into the atmosphere. In an SPH simulation of the eruption 
the ash and the hot gas can have different resolutions which vary in space and 
time. This is a real advantage, and incomparably simpler to implement than 
the nested grids used in some finite difference calculations. 

Because particle methods are close to the underlying physics of the prob­
lem, they seldom give absurd answers. If you make a poor choice of parame­
ters, particle methods will give the correct answer to a different physical prob-
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lem. For example, in plasma physics simulations, a bad choice of parameters 
can cause the particle method to heat the gas rather than become unstable. 
In astrophysical simulations an initial feature (it might be an orbiting disk) 
might be initially too narrow for the resolution of the particle method. In 
that case SPH will cause the ring to spread radially (in a small fraction of the 
orbital time) until the resolution prescribed is adequate to describe the much 
slower viscous radial spreading (Murray et al.6). 

In the case of shock dynamics of a perfect gas, Riemann and Total Vari­
ation Diminishing (TVD) methods can usually give more accurate solutions 
than SPH for a given amount of work. Nevertheless, even for these special­
ized problems, SPH gives good results which do not suffer from the errors 
that cause problems for some Riemann solvers (Monaghan7). Good results 
are also found for ultrarelativistic problems (Chow and Monaghan8). Where 
SPH has significant advantages is in more complex problems where it may be 
difficult or impossible to use methods based on Riemann solvers. These prob­
lems include the dynamics of fluids with free surfaces (Monaghan9), breaking 
waves (Monaghan and Kos

10,11
), the dynamics of systems containing several 

fluids (Monaghan et al.
12

), moving rigid bodies and elastic material which can 
fracture (Benz and Asphaug

1,13
, Randies and Libersky

14
, Monaghan

15
), and 

porous flow (Zhu et al.
16

). 

1.1 Basic SPH interpolation 

Interpolation from disordered particles is achieved by using the integral inter-
polant 

Aj(r) = J A(r')W(r - r', h)dc', (1) 

where A can be a scalar, vector or general tensor field. The integration is 
over the available space, and the kernel W approximates a delta function. It 
is convenient to choose W from the class of functions which satisfy 

[w{r-r',h)dr'=l, (2) 

and 

limW(q,/») = <y(q). (3) 
/i-+0 

Most current SPH calculations base W on the cubic or quartic spline. 
However, these are unlikely to be optimal and it would be worthwhile to 
search for better kernels. Different choices of kernel correspond to different 
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choices of difference scheme or different finite element schemes. SPH therefore 
represents a class of methods. 

The length h determines the resolution. In the initial set up it should 
be ~ 1.5Ap where Ap is the particle spacing. During the motion it should 
be varied in a way which relates to the particle spacing. A simple way of 
achieving this is to take h <x \/Nlld where d is the number of dimensions 
and N is the particle number density. Usually N can be replaced by the mass 
density p. Steinmetz and Mueller17 discuss alternative choices of the variation 
of h with density. 

The integral interpolant can be approximated by a summation over mass 
elements. We then find the basic SPH interpolation formula" 

A(I) = Yimb — W(T-Tb,h), (4) 
V P

b 

where the summation is over those particles 6 which contribute to W. In 
practice W has compact support so that, with a good choice of h, a small 
number (typically about 40 in three dimensions) of particles contribute to the 
summations. 

If W is a differentiable function then the interpolant may be differen­
tiated analytically. In SPH the spatial gradients are obtained by the exact 
differentiation of an approximate interpolation formula. 

1.2 The equations of gas dynamics 

Using the above interpolation formula, the equations for the dynamics of a 
fluid with pressure P, mass density p, velocity v, and thermal energy per unit 
mass u can be written as ordinary differential equations for particles2. For 
example the change of density for particle a can be written 

-^T = ]C
 mbVab

 '
 V

"W"b, (5) 
b 

where vafe denotes (va — vb), and Wab denotes W(ra - rb,h). Here, and 
elsewhere, Va denotes the gradient taken with respect to the coordinates of 
particle a. One form of the acceleration equation for particle a is 

^ = - E ^ ( § + ^ +
 n
«o)

 V
"^> (6) 

where the symmetry guarantees linear and angular momentum conservation. 
Another form of the acceleration equation which also guarantees exact mo-
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mentum conservation is similar to the above but the pressure terms are re­
placed by 

PaPb 

This latter form is more stable when two materials with greatly different 
density and pressure (for example a liquid and air) are in contact. Incidentally, 
this reminds us again that SPH represents a class of algorithms all of which 
use the basic interpolation, but the way in which the equations are written 
can vary and some forms are much better than others. 

Tiab provides the viscosity Monaghan
2,9

, Monaghan and Gingold
18

. When 
real viscosities are required the form chosen by Cleary

19
, based on the conduc­

tion term of Cleary and Monaghan
20

, is reliable even when adjoining materials 
have viscosities which differ by several orders of magnitude. 

The equation for the rate of change of energy per unit mass u can be 
written 

^ = - ^ m 6 ^ + ina 6)v f l 6 -Va^a 6 ) (8) 

and the particles are moved according to 

dva _ 
dt ~

 V (9) 

When dealing with liquids and elastic solids it is better to replace (9) by the 
XSPH variant (Monaghan

21
). In this case (9) is replaced by 

dva sr^ vba -7- = v a +e > rab — 
dt ^-f pab 

= Va+£J2mb — Wab, (10) 

where pab denotes (pa + pb)/2 and a good value for f is 0.5. If the position 
is changed according to this rule then linear and angular momentum are still 
conserved. It is interesting that the use of this average velocity is the first 
step on the road to implementing the alpha turbulence model (for references 
see Holm et al.

22

). 
The above equations form a set of ordinary differential equations. To 

complete the system the pressure P must be specified in terms of the thermal 
energy and density. Other terms involving body forces, heat conduction and 
heat sources can be included as needed. 
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2 Applications to astrophysics 

The first applications of SPH were to gas dynamics in astrophysics and because 
there is extensive use of SPH for these problems I will only briefly mention 
some key points. The primary advantages of SPH for astrophysical problems 
are that (a) it requires no special symmetry, (b) the resolution automatically 
changes with the density of the material, (c) the computing effort is concen­
trated where the material is, and (d) the method integrates perfectly with 
tree codes for the calculation of self gravity because tree codes are based on 
particles

23
. Finally, once you have written the SPH code, it is usually easy to 

include more complicated physics. For a review of astrophysical applications 
see Benz3. 

3 Applications to liquids 

A very large number of environmental and industrial problems require the 
study of nearly incompressible fluids such as water. The standard finite dif­
ference technique for treating these problems is to use an implicit method 
where the pressure is determined from Poisson's equation. However, no en­
tirely satisfactory implicit SPH methods are known for this problem, though 
Cummins and Rudman24 have made significant improvements using a projec­
tion technique. 

A simple explicit method with an artificial equation of state sufficiently 
stiff to guarantee that the density fluctuations are small can be used to treat 
a wide range of problems (Monaghan9) . Since Sp/p ~ M2 where M is the 
Mach number, we only need to ensure that M ~ 0.1. The following equation 
of state has been found satisfactory 

p=mp^Yl 
7 

where V0 is the maximum velocity expected in the motion and 7 ~ 7. The 
speed of sound is then 10Vo. The price paid is that the time step is controlled 
by the Courant condition rather than a time step determined from the much 
smaller bulk speed of the material. In most cases V0 can be determined easily. 
In some cases it may be difficult. In the worst case it may be necessary to 
run the calculation again with the factor 100 replaced by 200 to ensure that 
the results are not artifacts. 

(11) 
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4 Boundaries 

Astrophysical problems do not have solid boundaries though they do have 
interfaces. Industrial and environmental problems have boundaries which 
may be rigid, moving, erodable, porous or some combination. In industrial 
problems the boundaries may have a simple geometry though the surfaces 
of car engines, for example, are highly complicated. In the environment the 
geometry of the boundaries is usually complicated. 

Simple reflecting boundaries can be handled by reflecting a layer of SPH 
particles about the boundary and reversing the normal component of the 
velocity. The layer needs to be at least as wide as the range of the kernel. 
Periodic boundaries can be treated in a similar way. More complicated bound­
aries can be simulated by using Peskin's imbedded boundary method

25
. In 

this method the boundary is replaced by a set of particles which interact with 
the fluid through forces. Peskin used a finite difference method for the fluid 
and imbedded his particles in it. However, from the perspective of SPH, the 
boundary particles are just another set of particles and they fit naturally into 
the SPH method. The boundary particles can have a specified motion or react 
to forces when they form part of a moving rigid body. 

The implementation of this boundary method is described by Monaghan2
6 

and by Monaghan and Kos
10

. 
An alternative approach to fixed boundaries which shows a great deal of 

promise is the application of projection methods by Cummins and Rudman
24

. 

5 Rigid bodies and fluids 

The boundary particles can define a rigid body of arbitrary shape and the 
forces and torques on the rigid body can be calculated from the forces on 
these boundary particles. The equation of motion of the center of mass of a 
rigid body of mass M with center of mass at R and velocity V is (we consider 
just the two dimensional case in the following) 

« f = F , (12) 

where F is the total force on the body. The equation for the angular velocity 
SI about the center of mass is 

' £ = '•
 ( 1 3

> 
where / is the moment of inertia (a scalar for the present case). The boundary 
particles defining the box can be distinguished from those denning the fixed 
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boundary by giving them an integer tag. Denoting the force per unit mass on 
rigid body boundary particle k by fk the above equations become 

M~=^2mk{k, (14) 

and the equation for the angular velocity ft about the center of mass is 

~di 
/ f = J m f c ( r k - R ) x f , (15) 

k 

The rigid body boundary particles move as part of the rigid body so that 
the position of boundary particle k is given by 

^ = V + ftx(r,-R). (16) 

The force per unit mass f̂  on the boundary particle k is due to the fluid 
particles unless the rigid body strikes the wall. Neglecting the latter case this 
force can be written as a sum over the fluid particles 

f* = X>«, (17) 

where fka denotes the force per unit mass on k due to a. The precise form of 
this force depends on how the boundary force is implemented. However, to 
ensure that linear and angular momentum are conserved, the force on a due 
to k must be opposite in direction to that on k due to a. If the perpendicular 
distance from the boundary particle to the fluid particle is denoted by y and 
the tangential distance by x then a suitable form for the force per unit mass 
is 

f f c a=
 ma

 B(x,y)nk, (18) 
ma + mk 

where B(x, y) denotes the function associated with Peskin's boundary method. 
Similarly the force per unit mass on fluid particle a due to boundary particle 
k is 

fak = 12L—B(x,y)nk. (19) 
ma + mk 

The conservation of total linear momentum follows directly. The conservation 
of angular momentum is a little more subtle and depends on the interpolation. 

These equations can be integrated along with the equations for the fluid 
particles. If a very heavy rigid body strikes a fixed boundary then the bound­
ary force must be strong enough to repel the solid body. 
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6 Multiphase and multimaterial 

Systems with solid, liquid and gas phases interacting are common. A simple 
case is the flow of more than one fluid as occurs, for example, when a river 
carrying nearly fresh water meets the ocean. In this case each fluid can be 
represented by its own set of SPH particles with appropriate masses and 
appropriate p0 in the equation of state (11). Interfaces, as mentioned earlier, 
do not need special treatment. For an application to gravity currents see 
Monaghan et al.

12

. 
More complicated examples involve solid and fluid phases. Consider for 

example a river carrying solid grains, or a pyroclastic outburst from a volcano 
where ash, rock and hot gas form the flow. This problem can be set up easily 
using the SPH implementation of the equations considered by Valentine and 
Wohletz

27
. A simpler problem is the flow of similar granular particles down 

a slope into a body of water. This is a very simplified model of a debris 
flow into a lake or into the sea. If the granules are very small compared 
to the characteristic dimensions of the flow they can be treated as a fluid 
(see for example Harlow and Amsden

28
). Unfortunately the bulk properties 

(viscosity, energy loss, etc.) of granular material are poorly understood but, 
given any formulation of the bulk properties of the fluid, it can be replaced 
by a set of SPH particles. One form of the SPH equations has been given by 
Monaghan and Kocharyan for dusty gas

29
. In our Epsilon laboratory we are 

studying small scale granular flows into water by a combination of experiment 
and simulation to understand the physics of wave production. Our ultimate 
aim is to predict the generation of tsunamis by the flank collapse of island 
volcanoes. The SPH formulation allows a wide range of interactions to be 
included very easily. 

7 Elastic fracture 

Fracture arises from the growth of flaws in the material. Benz and Asphaug1'1
3 

began studying this problem because of questions concerning the growth of 
planetesimals in the solar system. The problem is a natural one for SPH 
because the material is transformed from a coherent solid into a very large 
number of small fragments. It is difficult to treat this transformation accu­
rately using a finite difference or finite element scheme. It is also difficult for 
finite difference codes to follow the damage in elements of the material. Benz 
and Asphaug found that an SPH code gave good predictions of the fracturing 
and the distribution of fragment sizes. 
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The SPH acceleration equation takes the form 

d4- = £™> N r + 4 + n ^ v*>a6) (20) 
dt ^ \pl Pl J 

where the stress is now defined by 

j i = -PSii + S
ij

, (21) 

and 5 , J is the deviatoric stress. This deviatoric stress is determined by another 
differential equation based on Hooke's law (Benz and Asphaug1). Fracture 
and fragmentation can be determined by following the damage of the particles 
(Benz and Asphaug1 ). This is a further ordinary differential equation. In this 
problem the SPH particles, in addition to carrying the properties mentioned 
earlier, also carry the components of the stress tensor and the damage. 

A problem with the early SPH codes for this problem is that, when applied 
to elastic solids, an instability occurred (Swegle et al.

30

). The instability arose 
when the material was in tension and the result was artificial clumping of the 
material. Unfortunately this clumping obscures the fragmentation in brittle 
impact although, in the calculation of Benz and Asphaug, the fragmentation 
was initiated well before the tensile instability began. In recent work it has 
been shown how the tensile instability can be prevented (Monaghan

15
) and 

applications to a wide variety of problems (Gray et al.
31

) show that SPH 
works exceptionally well for elastic problems. The instability is prevented by 
including a small repulsive term in the acceleration equation. 

8 Summary 

In a recent book Freeman Dyson32 remarks how the advance of science de­
pends as much on new techniques as it does on grand theory. SPH is one 
of those techniques which gives us the power to experiment with and explore 
the application of physical theory to the phenomena of nature. In this paper 
I have only had the space to mention some of the possible applications that 
can be forseen. There are many extensions of the multiphase and multima-
terial applications possible especially in the earth sciences. One fascinating 
class of problems involves freezing of binary systems which are important in 
the mineral processing industry and in the discussion of sea ice. The salty 
ocean produces ice which is nearly pure water, and the increase in salinity 
of the sea water at the surface produces convection. Alloy freezing has other 
interesting properties. Another class of problems arise in the treatment of 
ultra relativistic heavy ion collisions using hydrodynamics. This is like the 
planetesimal collision problem in that many fragments are produced and one 
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wants a natural transition from a fluid to particles. SPH handles tha t task 
effortlessly. 
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The lattice-Boltzmann method is a relatively new approach for the simulation of 
complex fluids which has a mesoscopic character, intermediate between continuum 
fluid dynamics approach and the atomistic approach based on molecular dynam­
ics. Major advantages of the method include its ability to deal with the complex 
dynamics of interfaces and complicated boundaries, and the inherently parallel 
nature of the underlying algorithm. We review a novel lattice-Boltzmann scheme 
for simulation of binary and ternary fluids involving surfactant

1 ,2
, discuss a paral­

lel implementation of the algorithm and present preliminary results of large-scale 
simulations of the complex dynamics of ternary amphiphilic fluids performed on 
massively parallel platforms. 

1 Introduction 

The lattice-Boltzmann method (LB) is a relatively new approach in compu­
tational fluid dynamics. It originated from the lattice-gas automata (LGA) 
model and has a mesoscopic character, as opposed to the conventional con­
tinuum approach based on numerical solution of the Navier-Stokes equations 
and the microscopic approach based on molecular dynamics. The key idea 
behind the method is to model fluid flows by simplified kinetic equations that 
describe the time evolution of distribution function of particles having a dis­
crete set of velocities and moving on a regular lattice3. The computationally 
demanding tracking of individual molecules is thus avoided and at the same 
time macroscopic or hydrodynamic effects naturally emerge from mesoscale 
lattice-Boltzmann dynamics, provided that the LB equations possesses the 
correct and necessary conservation laws and symmetries3. The LB method 
has found many applications in fluid dynamical problems in which more con­
ventional continuum approaches face difficulties, such as solid-fluid suspen­
sions, multiphase and multicomponent flow, flow in porous media and reaction 
diffusion systems3. A promising area of application of lattice-Boltzmann is 
for modeling amphiphilic fluids which consist of two immiscible phases (such 
as oil and water), together with an amphiphile (surfactant) species, such as 
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detergent. The study of these fluids is of relevance to a wide variety of indus­
trial, chemical and biological applications and is of great fundamental interest 
but their nonequilibrium dynamics and hydrodynamics are difficult to sim­
ulate using continuum approaches based on Navier-Stokes equations. Very 
recently we have developed a lattice-Boltzmann model for simulation of am-
phiphilic fluids

1,2
. The key features of our model are that the orientational 

degrees of freedom of surfactant molecules are included in the dynamics of 
LB equations and the coupling between fluid components is realized from 
bottom to top by introducing self-consistent mean-field forces between fluid 
particles. These features distinguish our approach from previous LB models 
of amphiphilic fluids4 and are critical in describing most of the complex phe­
nomenology of amphiphilic systems. The simplified treatment of surfactant 
molecules in our model means that chemical specificity cannot be fully taken 
into account. Atomistic approaches based on molecular dynamics which deal 
with "real" surfactant molecules are chemically specific but are still compu­
tationally too demanding to access large time dynamics involved in many 
problems of interest, such as self-assembly, which are easily accessible to our 
LB simulations. Very recently, we have pioneered a more fully bottom-up ap­
proach that applies systematic coarse-graining to an underlying many-body, 
molecular dynamics description, and results in a multiscale dissipative dy­
namics method5. Its numerical implementation, and application to complex 
fluids, are currently both in their infancy, however. 

Both CPU time and memory requirements of our algorithm scale as 
M x TV where M is the number of discrete velocity vectors, JV is the linear 
size of the system and D is the spatial dimension. In two dimensions it is 
possible to study adequate system sizes and time scales using typical work­
stations. In three dimensions, however, the serial algorithm quickly becomes 
prohibitive in terms of computer memory and CPU time for moderately sized 
systems. Fortunately, an important feature of the LB method is its intrin­
sically parallel structure and we have implemented a parallel version of our 
algorithm which allows us to perform very large-scale 3D simulations on mas­
sively parallel platforms. In this paper we give a brief overview of our LB 
scheme for amphiphilic fluids, describe a parallel implementation of the al­
gorithm and examine its performance on massively parallel platforms. We 
present preliminary results of parallel LB simulations of phase separation and 
self-assembly in binary and ternary systems and conclude with an outlook on 
future applications of our method to complex fluids. 
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2 Lattice-Boltzmann algorithm for amphiphilic fluids 

In our scheme nonamphiphilic molecules, such as oil and water are modeled as 
point particles while amphiphilic molecules are assumed to carry a dipole vec­
tor whose orientation can vary continuously in time. The lattice-Boltzmann 
equations describing the dynamics of a fluid comprising of two immiscible 
nonamphiphilic components (e.g., oil and water) and an amphiphile are

2 

f?(n+ciAt,t+At)-fr(-x,t) = -At
fr

~ft
 q

 +EEAy//+I>^ 

(1) 

//(x + c-AM + A*)- //(x,0 = -Atli-^ + E E
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^ / ; 
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d(x, t + At)- d(x, t) = -At
a(X

'
l)
 ~ ̂ ^

(X
'
f)
. (3) 

Arf 
The first two equations describe the time evolution of discrete velocity distri­
bution functions ff and ff belonging to component cr (a = oil, water) and 
surfactant (s), respectively and the third equation describes the time evolu­
tion of surfactant dipoles d(x,t). In the above equations c,- (i = 0 , 1 . . .M ) 
are a set of discrete velocity vectors, x is a point on the underlying spatial 
grid and At is the timestep. Furthermore, /,• , fp

eq

> and d^9' are local 
equilibrium distribution functions, \ a , Xs and Â  are relaxation times and d 
is the average dipole at site x prior to collisions. The first term in the right-
hand sides of Eqs. (1) and (2) is the standard BGK collision operator3. The 
terms Ajy, AfJ, Afj7 and Af ? are matrix elements of collision operators which 
result from mean-field interactions among different fluid components2. These 
cross-collision terms give rise to phase separation in binary oil-water systems 
and microemulsion and self-assembly in ternary amphiphilic mixtures. Hy-
drodynamic quantities such as number densities na's and velocities u

CT,
s of 

each fluid component are obtained from velocity moments of the correspond­
ing distribution functions. Kinematic viscosities of each fluid component is 
controlled by the corresponding relaxation time ACT and As. The mean-field 
force between nonamphiphilic particles is obtained from

1 

F™(x,t) = -n*(x,*)53E^»n*(
x+c

«"AM)c' (4) 
a x' 

where gaS (> 0 for immiscible fluids) is a force coupling constant, whose 
magnitude controls interfacial tension. 
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The forces acting among amphiphilic molecules themselves and between 
amphiphilic molecules and oil/water molecules depend not only on the dis­
tance between particles but also on the orientation of amphiphilic dipoles. For 
example the force acting on oil or water particles by amphiphiles is 

F°'s{x,t) = -2n°{x,t)g<7SY,d(x + CiAt,t)-(I-^D)ns(x + CiAt,t), (5) 

where I is the second-rank unit tensor. 

3 Parallelization 

Each timestep of our LB algorithm consists of the following substeps: 
Advection: The particles are propagated along their velocity vectors to ad­
jacent sites. 
Force calculation: At each site, the total force on each particle species is 
calculated using Eqs. (4), (5), etc. 
Collisions and update: The equilibrium densities for each species for each 
velocity vector are found and the particle distribution and surfactant dipoles 
are updated according to Eqs. (l)-(3). 

Parallelization was performed utilizing the single program multiple data 
(SPMD) model, wherein the same program is executed on all processors and 
by means of a domain decomposition strategy. This strategy is very suit­
able for grid-based and semilocal algorithms like lattice-Boltzmann, finite-
difference and finite-element methods. The underlying 3D lattice is parti­
tioned into subdomains and each subdomain is assigned to one processor. 
Such a decomposition may be done in one dimension (slices), two dimensions 
(rods) or three dimensions (boxes). We have used box decomposition, which 
offers more flexibility and also results in a minimum surface/volume ratio of 
subdomains, hence minimizing communication overheads. Each processor is 
responsible for the particles within its subdomain and performs exactly the 
same calculations on these particles. Two rounds of communication between 
neighboring subdomains are required: at the propagation step, where par­
ticles on a border node can move to a lattice point in the subdomain of a 
neighboring processor, and in evaluating the forces from Eqs. (4), (5), etc. By 
using a ghost layer of lattice points around each subdomain, the propagation 
and collision steps can be isolated from the communication step. Before the 
propagation step is carried out the values at the border grid points are sent 
to the ghost layers of the neighboring processor and after the propagation 
step an additional round of communication is performed to update the ghost 
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layers. Communication between processors is performed using the message 
passing standard MPI. 
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Figure 1. Parallel speedup measured on a CRAY T3E 1200E. Left panel shows speedup of 
the binary code. Right panel shows speedup of the ternary amphiphilic code. Filled circles 
are the computed results; the solid line shows the linear speedup. 

The introduction of surfactant interactions and dynamics significantly in­
creases both memory requirements and execution time of the algorithm and 
for this reason we implemented two parallel versions of the algorithm, one for 
binary immiscible systems and one for ternary amphiphilic systems. Paral­
lel performance of both codes was benchmarked on the distributed memory 
CRAY T3E 1200E massively parallel platform. Preliminary benchmarks on 
SGI Origin 2000 were also performed which showed that the code runs with 
high parallel efficiency on this platform, whose shared memory architecture is 
completely different from the T3E. All simulations were performed on 643 sys­
tems using 19 velocity vectors for each component and 500 timesteps. Fluid 
densities at each lattice site, plus surfactant dipole moments in case of ternary 
calculations, were written out periodically at every 50 timesteps of the sim­
ulations. We use parallel speedup—the ratio of the execution time of the 
parallel code on the minimum possible number of processors N° (2 in our 
case since the code does not fit in the memory of a single processor) to the ex­
ecution time of the same code on Np processors—to measure the efficiency of 
our parallel algorithm. LB simulations using the binary code took 4500 CPU 
seconds on 2 processors of a CRAY T3E 1200E (Dec Alpha EV6 600 MHZ 
processors with 256 Mbytes of memory each). Figure 1 (left panel) shows 
the plot of parallel speedup versus number of processors of the binary code. 
Also shown is the linear speedup curve, which would be obtained if there were 

12 16 20 24 28 32 36 40 
N/2 
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no communications between processors and the computation time per one 
lattice-Boltzmann grid update was independent of the number of processors. 
As can be seen the speedup is close to linear up to 16 processors after which 
it starts to tail off due to increase in communication overhead. Simulations 
using the ternary code took 11560 CPU seconds on 2 processors of a CRAY 
T3E 1200E. The parallel speedup of the ternary code is shown in Fig. 1 (right 
panel) together with linear speedup. As can be seen from this figure, parallel 
performance of the ternary code is better than that of the binary code and 
stays close to linear up to 32 processors. We believe this behavior to be a 
memory effect, resulting from the division of large arrays in the ternary code 
into smaller subarrays on each processor which then better fit into the cache 
of each CPU when Np > 2. This reduces the time that each CPU spends in 
fetching data from the main memory, hence reducing the computational time 
per grid point for Np > 2. 

4 Phase separation and self-assembly in binary and ternary 
fluids 

Below a critical temperature (spinodal point) oil and water are immiscible and 
do not mix. The dynamics of phase separation in an initially homogeneous 
binary mixture of oil and water has been extensively studied in two dimensions 
and less in three dimensions

6,7
. Figure 2 shows snapshots of our parallel LB 

simulations of phase separation of an initially homogenized 1 : 1 oil water 
mixture. The system size is 643 and the simulations were performed on 32 
nodes of the T3E 1200E. Snapshots of this simulations are displayed in Fig. 2 
and show spontaneous formation of small domains and their growth until the 
system reaches a completely separated state of, essentially, two distinct layers 
of fluid. A quantitative analysis of the dynamics of phase separation can 
be obtained by calculating the average domain size and analyzing its scaling 
behavior in certain asymptotic regimes. Our recent large-scale simulations 
using a serial version of our LB code demonstrated the ability of our model to 
give a correct quantitative description of phase separation in two dimensions

2 

and we plan to use our parallel code to perform similar quantitative studies 
in 3D, using adequate system sizes. 

The addition of surfactant to a binary oil-water mixture can arrest the 
growth of domains and result in self-assembly of complex structures on a 
mesoscopic length scale. These structures include micelles, emulsion droplets, 
sponge phases as well as structures with long-range order such as lamellar, 
cubic and hexagonal phases8. In Fig. 3 we show an example of our parallel 
lattice-Boltzmann simulations of self-assembly in a ternary mixture of oil, wa-
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Figure 2. Snapshots from a parallel LB simulation of phase separation in a binary oil 
water mixture . The average density of both components is 0.5. From left to right timesteps 
0,1000 and 5000 of simulations are shown. In all snapshots the isosurface shows the interface 
between oil and water. The red (blue) coloring on the slice planes indicates high oil (water) 
concentration and the green coloring (roughly) indicates interfaces. System size is 643 and 
the simulations were performed on 32 nodes of a CRAY T3E 1200E massively parallel 
supercomputer. 

Figure 3. Snapshot, of parallel LB simulations of self-assembly in a ternary amphiphilic fluid 
consisting of oil, water and surfactant. The average densities of oil, water and surfactant 
are 0.2, 0.2 and 0.05, respectively. From left to right timesteps 0,100 and 2000 of the 
simulations are shown. In all snapshots the isosurface shows the interface between oil and 
water. System size is 643 and the simulations were performed on (>4 nodes of a CRAY T3E 
1200F,. 

ter and surfactant. The simulations were performed for a 64 3 system on b'4 
nodes of a CRAY T 3 E 1200E and took 35 minutes to reach 2000 timesteps. 
As can be seen from this figure, s tart ing from an initial homogeneous mixture 
of oil, water and surfactant, the ternary amphiphilic fluid organizes itself in a 
perfectly ordered cubic structure. The existence of such ordered equilibrium 
phases in amphiphilic fluids is well-known8. However, the dynamics of self-
assembly of such structures in three dimensions has been beyond the reach 
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of mesoscale simulations until now (see also Boghosian et al.7). We stress 
tha t the phenomenologies calculated here are extremely difficult to simulate 
using conventional computat ional fluid dynamics approaches (based on nu­
merical solution of Navier-Stokes equations). One major numerical difficulty 
these methods face is tracking the complicated fluid interfaces which undergo 
topological changes9; another more fundamental problem is that it is far from 
clear how to formulate a hydrodynamic description of such systems. 

5 O u t l o o k 

Parallelization combined with the use of massively parallel computers has 
brought large-scale LB studies of amphophilic fluids within our reach and we 
are currently in the process of performing extensive studies of the nonequilib-
r ium dynamics of these systems. Other important applications of our parallel 
algorithm, currently underway, include the study of multiphase and multi-
component fluid flow through porous media. The lattice-Boltzmann method 
is particularly suited to such studies because of the ease with which complex 
boundaries can be implemented in this scheme. The high parallel efficiency of 
our code should allow us to perform these studies using realistic and accurate 
descriptions of porous media. 
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Natural convection in a slender cylindrical cavity with square cross section and 
aspect ratio (side to height) of 0.5 has been studied with the aim of understanding 
the structure of the multiplicity of steady-state solutions and its transit to unsteady 
flow. Prandtl number is considered equal to 5. The numerical code used for the 
analysis is based on the control volume method and the integration strategy is 
similar to SIMPLE. A continuation method is used to determine that a single 
branch of solutions (trivially symmetric solutions are considered the same solution) 
is found for Ra < 6 x 1 0 s ; then, two branches are found for 6 X 105 < Ra < 7.5 XlO5. 
Calculations with Ra > 8 X 10s indicate that the system presents a bifurcation 
leading to irregular oscillations. 

1 Introduction 

The main motivation of the present study is the understanding of transi­
tion natural convection flows in slender containers with application to crystal 
growth with the Czochralski method. It is probable that turbulence in small 
aspect ratio containers accepts a relative simple description due to the re­
stricted range of possible wavelengths and the large influence of the walls. An 
indication of the probable simplification is supplied by the studies of transi­
tion natural convective flows in constrained Rayleigh-Benard flows. Gollub 
et al.1 made experimental observations in a rectangular box of aspect ratios 
of 3.5:2.1:1.0 and concluded that the transit from steady state to turbulent 
flow as the Rayleigh number is increased is made via two subharmonic bi­
furcations, then an interval of Rayleigh numbers where a quasiperiodic flow 
is observed and finally at even higher Rayleigh numbers, chaotic flow is en­
countered. Mukutmoni and Yang2 obtained a numerical solution to the con­
servation equations for the natural convection in a rectangular box with the 
same aspect ratio as Gollub et al.1 They were able to reproduce the first 
bifurcation and a similar sequence of bifurcations from those observed experi-
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Figure 1. Geometry of the cavity and coordinate system. 

mentally. Neumann3 presented a numerical solution for natural convection in 
a cylindrical container and reported that for a cavity with height equal to its 
diameter (h — d) the time dependent natural convection sets in with strongly 
nonharmonic fluctuations. Miiller et a/.4 reported experimental observations 
of the Rayleigh number required for time-dependent oscillatory convection in 
cylindrical containers. The critical Rayleigh number for aspect ratio (diameter 
to height) 0.5 is approximately 8 x 106. 

In the present study, we explore the bifurcation map for steady flows, 
i.e., flows obtained with Rayleigh numbers smaller than the critical; also, we 
describe some properties of unsteady flows obtained with Rayleigh numbers 
larger but close to the critical. 

2 Model 

The geometry of the cavity and the coordinate system used in the present 
study are shown in Fig. 1. The enclosure is assumed to be a rectangular 
parallelepiped of aspect ratios of 0.5 and 0.5 with top and bottom walls kept 
at constant cold (T£) and hot (T^) temperatures respectively; all other walls 
are adiabatic. The Boussinesq approximation is assumed to be valid. 

The governing equations in terms of nondimensional variables are: 

V-£/ = 0 (1) 
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^ + V -(vU) = ~ + FrV2v + RaPiT (3) 
at ay 

^ + V - ( W f / ) = - ^ + P r V
2

W (4) 
at oz 

FIT 
^ _ + V • (TU) = V

2
T (5) 

The spatial coordinates x, y, z are scaled with L, the cavity height and 
the t ime is scaled by L2/a, where a is the thermal diffusion coefficient, U = 
(u,v,w) is the velocity vector scaled with ct/L, p is the pressure difference 
between the total pressure and the hydrostatic pressure due to gravity and is 
scaled by pa2/L2, where p is the density. The nondimensional temperature 
(T) is defined by (T* — Tm)/AT, where T* is the dimensional temperature of 
the fluid, A T = I £ - T£ and Tm = (T& + T£)/2. 

Rayleigh (Ra) and Prandt l numbers (Pr) are defined by: 

R a = ^ ^ , 
va. 

and 
„ v 
Pr= -

a 

Here, g, /? and v are respectively the gravity acceleration, the thermal vol­
umetric expansion coefficient and the kinematic viscosity. In all cases studied, 
the Prandt l number is 5. The boundary conditions required for the solution 
are: 

x = -0.25,0.25; -0.25 < z < 0.25, -0 .5 < y < 0 . 5 u = v = w = 0 — = 0 
ox 

(6) 
z = -0 .25, 0.25; -0.25 < x < 0.25, -0 .5 < y< 0.5 u = v = w = 0 = 0 

oz 
(7) 

-0.5,0.5; -0.25 < x < 0.25, -0.25 < z < 0.25 u = v = w = 0 T = -y 

(8) 
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(a) (b) (c) 

Figure 2. Velocity field for (a) z = 0.0 and Ra = 105, (b) z = 0.0 and Ra - 7.5 X 105, 
branch 1, and (c) z = 0.0 and Ra = 7.5 X 105, branch 2. 

3 Numerical model 

The numerical model used to integrate the conservation equations is essen­
tially the same as that described in Mukutmoni and Yang

 5
. The finite vol­

ume discretization scheme is used together with a version of the SIMPLE 
method for integrating balance equations. A quadratic approximation is used 
to discretize the convective terms as recommended by Leonard6; the backward 
explicit Euler method is used for the time integration. All calculations were 
made with regular mesh of 483 nodes. The step for both the pseudotime in the 
continuation procedure (see below) and the time in the unsteady calculations 
is 10~5 nondimensional time units. 

4 Resul t s 

It is known that the possibility of multiple solutions of this kind of flows is 
generic and the determination of all possible branches and their stability in a 
properly defined space is the ultimate goal of a comprehensive description of 
these flows. The determination of a branch of solutions can be done using tools 
of parametric analysis like continuation7. In the present investigation, we use a 
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predictor-corrector continuation strategy based on a pseudotime integration 
as follows: assume that the solution for Ra\ is known. Then, modify the 
Rayleigh number (Ra2 say) and perform a time-dependent integration until 
the steady state corresponding to Ra2 is reached. 

Before presenting the numerical results, it is convenient to point out some 
symmetries inherent to the physical conditions that must be considered when 
analyzing the multiplicity of solutions. Equations (1) to (3) and the boundary 
conditions are symmetric with respect to the following transformations: 

x —y z u —y w p —> p 
y —y y v —y v T —y T 
Z —)• — X W —>• — U 

and 
x —y — x u —y —u p —y p 
y —y y v —y v T —> T 
z —y —z w —y —w 

These transformations represent a 7r/2 and a -IT rotation of the axis of 
coordinates around the vertical axis respectively. The multiplicity of solutions 
that arise from these symmetries are considered trivial in the sense that they 
do not modify the total heat transferred by the convective cell. 

4-1 Steady flow 

The onset of convection motion for this geometrical configuration takes place 
at Ra = 1.6 x 104 (de la Cruz8). This is the first bifurcation point. For 
larger Rayleigh numbers stable or unstable convective solutions coexist with 
the unstable conductive solution. 

At Rayleigh numbers smaller than approximately 4 x 105 the convective 
flow pattern is dominated by a practically bidimensional single cell with axis 
of rotation parallel to z axis. This structure fills most of the cavity. Figure 
2(a) shows this flow for Ra = 105. The flow obtained at Ra = 4 x 105 is also 
dominated by a single cell, but the convective cell develops a three dimensional 
structure. Using the continuation strategy it is possible to obtain solutions 
along this branch. It is observed that the basic flow undergoes quantitative 
but no qualitative changes, up to Ra = 7.5 x 105. 

At Ra = 7.5 x 105, small perturbations to the steady state flow on branch 
1, take the solution to a qualitatively different steady state flow. This convec­
tive pattern is a solution in branch 2. Figures 2(b) and (c) show the velocity 
field at z = 0.0 plane with Ra = 7.5 x 105, for the two branches. The flows 
displayed are clearly different; notice that the central stagnation point is at 
a higher position in branch 2 and also a small vortex in the lower right-hand 
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(a) (b) 

Figure 3. (a) Branching map I: Average Nusselt number as a function of Ra. (b) Branching 
map II: Horizontal velocity at point (0.125,-0.375,0.0) as a function of Ra. Branching 
points are denoted by • . The lines between the branching point and Ra = 6 X 105 in branch 
2 is extrapolated in both maps. 

corner is present in the solution of branch 2. Applying the continuation strat­
egy starting with Ra = 7.5 x 105 and reducing the Rayleigh number, it is 
possible to construct the second branch with flows displaying small vortices. 

Figure 3(a) shows the average Nusselt number for the various cases ex­
plored. Extrapolating, it can be asserted that the branching point is approx­
imately located at Ra = 5.5 x 105. 

The choice of average Nusselt number as the measure in the branching 
map, hides trivial symmetries. In order to display all solutions of the system, 
Fig. 3(b) shows the branching map using the horizontal velocity component 
at the point (0.125, —0.375,0.0), including trivial symmetries as well. 

Applying the continuation strategy to branch 2 it is found that flow at 
Ra = 8.0 x 105 displays a critically damped oscillation with a frequency of 
approximately 20 oscillations per nondimensional time units. See Fig. 4(a). 
This indicates that the system undergoes a bifurcation at approximately this 
Rayleigh number. An analysis of the flow patterns obtained for the peaks 
and troughs of the oscillatory Nusselt number, makes it evident that the flow 
undergoes small, quantitative changes, but preserving the same qualitative 
pattern of one main convective cell shown in Fig. 2(c). 
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Figure 4. Nusselt number as a function of time for (a) Ra = 8 x 105, (b) Ra = 8.3 x 10
5 

and (c) Ra = 8.5 X 105. 

4-2 Transient flow 

An oscillatory flow with self-sustained oscillations with increasing amplitude 
and few Fourier components is found at Ra > 8.3 x 105; see Fig. 4(b). At 
Ra = 8.5 x 105 (Fig. 4(c)) flow oscillations become more complicated incorpo­
rating high frequency components. Also, low frequency modes make the flow 
quasiperiodic. 

At even higher Rayleigh numbers, the flow becomes very irregular as can 
be appreciated from Fig. 5 where the Nusselt number is plotted as a function 
of time for Ra = 106. In the time interval explored, the average Nusselt 
number displays an irregular oscillation with intervals of 0.03 nondimensional 
time units of approximately constant average Nusselt number. The convective 
pattern in these intervals coincides qualitatively with that obtained in branch 
2 for steady flows. 

5 Discussion and conclusions 

Transient natural convection in a slender cylinder has been analyzed with a 
numerical method. A continuation strategy based on a pseudotime-dependent 
integration has been used to explore two branches that appear near the critical 
Rayleigh number at which steady flow becomes time-dependent. Marginally 
unsteady flow displays a constant frequency oscillation, type of branching. 
Oscillatory flow at higher Ra is nonperiodical. Future work will include the 
use of test functions (Seydel7) for determining the position of the branching 
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Figure 5. Nusselt number as a function of time for Ra = 10 . 

point with bet ter accuracy. 
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A finite element code is used to obtain information regarding the two-dimensional, 
steady-state flow field and heat transfer in a channel formed by a pair of equal 
amplitude, equal wave length, sinusoidal plates at different isothermal tempera­
tures. A sufficiently long channel with several corrugations is considered so that 
periodic boundary conditions over one wave length are assumed in the flow inside 
the inner corrugations and the flow is assumed to be laminar. The nondimensional 
parameters governing the problem are similar to those encountered in compact heat 
exchangers. The primary objective of this study is to determine the nature of the 
hydrodynamics and the heat transfer characteristics as the phase angle between 
the geometry of the two plates is varied for a constant mean separation parameter. 
Quantitatively, the dimensionless pressure drop, AP, and Nusselt number, Nu, is 
found. An optimum configuration for which Nu/AP is the largest is determined. 
The results are explained in light of the hydrodynamic and thermal characteristics 
indicated by the numerical simulation. 

1 Introduction 

Corrugated fin passages are used in a great variety of heat exchanger situa­
tions. The corrugations in the plates forming the channel have the function 
of stimulating the mixing of fluid in order to increase the heat transfer within 
the channel. Mixing reduces variations in the temperature in the working 
fluid, thereby steepening the temperature gradient near the boundaries and 
increasing the heat transfer between fluid and channel walls. In many applica­
tions, because of the small distance between plates or the viscosity of working 
fluids, the flow in this kind of channels may occur at low Reynolds numbers. 
Therefore, it is advantageous to develop laminar flows with good heat transfer 
characteristics for wavy channels. 
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Because of the wide application on plate heat exchangers, it is very im­
portant to find mechanisms of enhancement of heat transfer in channel flows. 
The easiest way to augment heat transfer is to increase the mass flow rate in 
order to enhance mixing by making the flow turbulent, but this is accompa­
nied by a significant increase in the power required to move the fluid. Another 
suitable option is to adapt the channel geometry in order to promote mixing. 
This option has been studied by many investigators. 

A number of investigators have developed studies on the performance of 
wavy channels: Blomerius and Mitra1 obtained numerical solutions of the 
Navier-Stokes equations for the laminar and transitional flow in 2D and 3D 
wavy channels. They studied the geometric parameters for the best ratio of 
heat transfer to pressure drop for two-dimensional channels. Then they inves­
tigated for three dimensional channels of corrugated plates. Mehrabian and 
Poulter2 looked for the effect of corrugation angle on the performance of a 
wavy channel when the plate spacing is fixed. Rush et al.3 used visualization 
methods to study laminar and transitional flows. The experiments were de­
veloped in a channel with a 10:1 aspect ratio. Saniei and Dini4 measured the 
local heat transfer and pressure drop from the corrugated portion of the bot­
tom wall of a rectangular channel where the opposite top wall took one of the 
following three constructions: (1) plane; (2) covered with corrugations making 
an in-phase arrangement with the bottom wall; (3) covered with corrugations 
making an out-of-phase arrangement with the bottom wall. Sawyers et al.

5 

used a combination of analytical and numerical techniques to study the effect 
of three-dimensional hydrodynamics on the enhancement of steady, laminar 
heat transfer in corrugated channels. For the case of two-dimensional sinu­
soidal corrugations with flow perpendicular to the corrugations, they found 
an increase in heat transfer as compared to the case of flat plates; there is 
increased advection near each stagnation point which, when combined with 
the asymmetry of the flow in the downstream direction, leads to a larger 
area-averaged heat transfer coefficient. 

In this study we will consider modifications on the geometry of a two-
dimensional channel. Variations of the phase angle between a pair of wavy 
plates will be considered in order to determine how this geometric parameter 
affects heat transfer both locally and as an average over one wavelength of 
corrugated plate. 

2 Problem description 

The problem to be studied is that of the flow in a channel comprised of two 
wavy fins, each one at a different isothermal temperature. Each plate forming 
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Figure 1. Wavy plates channel for four different phase angle between plates; (a) 9 — 0, (b) 
9 - IT/2, (C) 6 = 7T, (d) 6 = 3?r/2. 

the channel has sinusoidal shape and has the same amplitude and wave length 
as the other, but is allowed to have a phase difference with respect to the other. 
Figure 1 illustrates the geometric situation described above for four different 
phase angles: 0, 7r/2, TT and 37r/2. The geometric parameters involved are the 
wave length, A, mean channel width, h, and sinusoidal wave amplitude, A. 

The objective is to understand the hydrodynamics of the fully developed 
periodic flow and the corresponding heat transfer in the channel as a func­
tion of the phase angle between the plates. The flow under this situation is 
supposed to be two dimensional, laminar and steady state. 

3 Numerical analysis 

As explained in the previous section, the interest is to determine the flow and 
temperature fields over a cell of one wavelength of corrugated plates channel. 
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In order to avoid complications with inlet and outlet boundary conditions for 
such a cell (especially for phase angles different than 0 and n) a computational 
domain comprising a straight inflow length, several sinusoidal waves and an 
outflow straight section is considered. The velocity and temperature fields 
start with uniform values at the inlet of the domain and the temperature and 
velocity fields become periodic over the wave length after a few corrugations. 
The outlet straight section is added to guarantee free boundary conditions at 
the outflow. 

The equations that govern the velocity, pressure and temperature fields 
are the continuity, momentum and energy equations for a Newtonian, steady 
state flow. In order to render the problem dimensionless, the following dimen-
sionless parameters are chosen 

*' = 5
 (1

> 
»' = " W 

(3) 

r = k±k
 (4) 

where U is the mean velocity at the average channel width, h is the average 
channel width, 7\ is the lower plate temperature, Ti is the upper plate tem­
perature and PQ is the constant pressure at the inlet, p represents the density 
of the fluid. 

With this choice of dimensionless parameters the governing equations in 
dimensionless form, after dropping the asterisks, become 

V - u = 0 (5) 

( u - V ) u = - V p + - | - V
2

u (6) 
He 

^•^
T
=Bk

v2T (7) 

where Re = Uh/v is the channel width based Reynolds number, and Pr — 
vpCp/k is the fluid's Prandtl number, v is the kinematic viscosity, Cv is the 
specific heat at constant pressure and k is the thermal conductivity of the 
fluid. 

The dimensionless boundary conditions at the entrance of the channel are 

" = T^A
 (8

' 
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v = 0 (9) 

T=\ (10) 

P = Po (11) 

where A is the sinusoidal corrugation amplitude. 
The boundary conditions on the lower plate surface are the nonslip and 

uniform temperature conditions 

u = 0 (12) 

T = 0 (13) 

The same kind of boundary conditions are established for the upper plate 
surface, but with a different value for the uniform plate temperature 

u = 0 (14) 

T=l (15) 

For the outflow section of the computational domain, we may allow for 
some extra transitional length to transform the wavy channel into a parallel 
plates channel. If we do so we can apply free boundary conditions at the 
outflow 

Additional to the dimensionless variables, the following dimensionless ge­
ometric parameters define the geometry. 

, - \ (18) 

/» = £ (19) 

The ability to transfer heat is measured using the Nusselt number which 
is defined as 

dT 
Nu = - (20) 

where T is the dimensionless temperature and n is the direction normal to 
the plate surface. The average Nusselt number is obtained by integrating the 
local Nusselt number over one wavelength and dividing this by the total area 
of one wavelength of plates. 
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Figure 2. Streamlines in wavy channel flow for Re = 100, Pr = 0.7, e = 0.3, and /3 = 0.3. 
(a) 9 = 0, (b) 9 = TT/2, (C) 9 = TT, (d) 8 = 3TT/2. 

A general-purpose program for fluid mechanics and heat transfer, FIDAP, 
is used to solve the problem. The numerical technique is based on the finite 
element method which has the advantages of being flexible in its ability to 
adapt to complex geometries, permitting a distribution of grid density, and 
easy specification of boundary conditions on curved surfaces. A paved mesh of 
quadrilateral elements was used for meshing the computational domain. The 
typical mesh has 40 subdivisions in the y direction, 40 subdivision in the x 
direction over each wave period, 20 subdivisions in the x direction for the inlet 
and outlet straight sections. Several grids were tested for grid independence. 

4 Results 

The results obtained in this paper were compared with those of Sawyers et 
al.5 and very good agreement was found for similar geometries and Reynolds 
numbers. 

From the numerical results obtained, it was observed that the flow and 
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Figure 3. Temperature contours in wavy channel flow for Re = 100, Pr = 0.7, e = 0.3, and 
0 = 0.3. (a) 0 = 0, (b) 0 = TT/2, (C) $ = w, (d) 6 = 3TT/2. 

temperature fields became periodic after just one corrugation. The results to 
be presented now correspond to velocity and temperature fields of the third 
corrugation provided that the conditions are those of a periodic flow. 

Figure 2 shows the streamlines for four different phase angles. For 8 = 0 
the fluid flows without recirculation occurring. However, it can be mentioned 
that the streamlines tend to separate from the wall in the sections of the 
channel where the fluid has just passed an obstacle and to get nearer to the 
walls in sections of the channel where the fluid moves toward an obstacle. 
For 8 = 7r/2, there is no boundary layer separation over the lower plate but 
the motion of the streamlines closer or farther from the lower wall is visible. 
Things are very different in the upper plate where there is separation of the 
boundary layer and creation of a recirculation bubble after the narrower part 
of the channel, the boundary layer reattaches before entering a new strait. 
For 8 = 7r the flow becomes symmetric with respect to y. There are separated 
boundary layers after the narrow section of the channel and those boundary 
layers reattach before entrance to a new strait. The case 6 = 37r/2 is very 
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Nu 
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a 

Figure 4. Nu as a function of a for Re = 100, Pr = 0.7, e = 0.3, and j3 = 0.3. (a) 9 = 0, 
(b) 6 = TT/2, (c) 0 = ir, (d) 0 = 3TT/2. 

similar to the case 9 = 7r/2 but with the lower plate experiencing a separated 
boundary layer and recirculation after the narrower section of the channel. 

Figure 3 shows the temperature contours for the same four values of 9. It 
is seen that the hydrodynamics plays an important role on the determination 
of the temperature field with smaller temperature gradients near the wall in 
recirculation regions. This temperature distribution makes the local Nusselt 
number small in regions of fluid recirculation. Figure 4 shows the values of 
the local Nusselt number over the upper plate as a function of sine wave 
angle, a, for various values of dephasing. For 6 — 0 the ratio between the 
maximum and minimum Nu values is smaller since the flow does not present 
recirculation zones where the Nusselt number is very small. This is also true 
because the plate transversal section is constant. For the case 6 = 7r/2, the 
ratio between the maximum and minimum local Nusselt number increases 
because the appearance of a recirculation zone and the appearance of a strait 
section of the channel. In the case 9 — ir the ratio of maximum to minimum 
Nusselt numbers is the highest, in fact, the lowest local Nusselt number occurs 
in this case, since the recirculation bubble is largest, and the highest Nusselt 
number occurs also in this case, since the strait is the narrowest. For case 
9 — 37r/2, the ratio of maximum to minimum local Nusselt numbers is reduced 
since there is no recirculation zone over the upper plate. The highest local 
Nusselt number occurs in the narrowest part of the channel. 

Figure 5 shows the variation of the average Nusselt number over one 
wavelength as a function of dephasing angle, 9. The maximum overall heat 
transfer coefficient occurs for the case 9 = ir. The result illustrates that the 
dominant effect is the narrowing of the channel. The cases 9 = n/2 and 
9 = 37r/2, as expected, give the same overall Nusselt number. The case 9 = 0 
gives the lowest average Nusselt number since the channel cross section is 
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Figure 5. ~Nu as a function of 6 for Re = 100, Pr = 0.7, t = 0.3, and 0 = 0.3. 
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Figure 6. Pressure drop in one wave period as a function of 6 for Re = 100, Pr = 0.7, 
e = 0.3, and f3 = 0.3. 

constant. 
Figure 6 shows the variation of the pressure drop over one wavelength as 

a function of dephasing angle. The maximum pressure drop occurs in the case 
0 = 7r. This is caused by the acceleration of the fluid occurring in the strait. 
The case 0 = 0 gives the lowest pressure drop since the mean fluid velocity is 
constant over the whole channel wavelength. 

In the case of the ratio of average Nusselt number to pressure drop over 
one wavelength, shown in Fig. 7, we observe that the maximum occurs in the 
case 0 = 0. This reflects the fact that the growth of AP as we move toward 
9 = w is much more pronounced to that of Mi since the pressure drop grows 
to the square of the velocity and is also due to the fact that the growth of the 
recirculation zone around 6 = ir limits the growth of Nu. 
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Figure 7. jVu/AP as a function of B for Re = 100, Pr = 0.7, e = 0.3, and (3 = 0.3. 

5 C o n c l u s i o n s 

The results of the previous section have shown the increase of heat transfer 
tha t occurs in a channel formed by pair of sinusoidally corrugated plates. As 
compared to the case of flat plates, where the average Nusselt number is unity, 
all cases of corrugated channel presented an increase in the overall Nusselt 
number. Of all the corrugated channels, the case where the dephasing between 
plates is 180 degrees (0 — it) gave the largest average Nusselt number but also 
gave he largest dimensionless pressure drop for the same Reynolds number. It 
happens tha t the pressure drop grows faster than the average Nusselt number 
as we approach 0 = w because there is also a larger recirculation zone as we 
approach 0 = w. As a result of this, the channel configuration that gives the 
largest ratio average Nusselt number to pressure drop is the case 6 = 0. 
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Permanent-molding casting of aluminum-based pistons is affected by defects that cause 
rejection in quality-check control. Current scientific and technical literature plus in-situ 
experiences have allowed the identification of the causes of such problems. One of these 
causes is a direct consequence of a poor feeding system, which produces excessive velocities 
and critical conditions that generate turbulence and detachment of the thin film oxide lining 
of the feeding system, as well as bubble trapping. In this work, by means of numerical 
simulation, different feeding systems currently in use were studied (the analysis does not 
account for bubble trapping.) Modifications are suggested based on the analysis of these 
results. These modifications have a direct impact in the geometry of the feeding system, 
avoiding stagnation points as well as excessive velocities, giving as a result important 
reductions in the rejection of defective pistons. 

1 Introduction 

The manufacturing of pistons involves the process of aluminum melting, in which 
the pieces that are the basic geometry of the piston are produced. To produce a 
piston according to the design specification it is necessary that the final product of 
the melting process shows no defects in the initial inspection, such as porosities, 
inclusions, contractions and marks due to mishandling of the material, amongst 
others. Other defects will be produced afterwards and will show after the final stage 
of machining the piston, such as segregation, inclusion of material foreign to the 
alloy, macro and microporosity, etc. Due to these defects, the criteria that control 
the allowed porosity are very rigid, since they will directly affect the mechanical 
properties of the final product, as well as its surface finish. To fulfill the quality and 
design requirements that are demanded by the world engine manufacturers, it is 
necessary to have good control of the process, as well as to avoid defects in the raw 
material. 
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The melting process is complex due to the large numbers of variables involved 
which make it difficult to control. Moreover, the high costs involved ii 
instrumenting a mold to monitor the process in-situ make it necessary to search fo 
tools that could provide information about the behavior of the metal inside the mold 
as well as its possible optimization1. One of these tools is numerical simulation 
which allows us to determine how the process occurs and analyze the origin of the 
defects. 

In our industry this need has surfaced as an answer to the many problems thai 
have been detected in the melting process, impacting the rejection of cast pieces. 
The porosity in the cast billets is one of the defects that most affect rejection, in 
comparison to other common defects. Its origin has been blamed on the hydrogen 
concentration in the Al-Si alloy

2-4
. It is true that high levels of hydrogen 

concentration induce porosity during solidification, however, the numerical 
simulation has helped to detect the formation of porosity at the beginning of the 
metal feeding. In the technical literature the same has been reported

5-7
. 

This work presents the results of the simulation of the feeding process to form 
the basic geometry of the piston. These results have helped to detect and correct 
steps in the feeding process, which has resulted in decreasing the rejection of cast 
billets. 

2 The feeding process 

The casting manufacturing process is carried out in a melting cell that has a turning 
device with 3 induction ovens that continuously provide metal raw material to a 
couple of large bowls that are at the end of a robotic arm; these bowls then feed the 
four molds of the two molding machines (see Fig. 1). 

The metal that has left the ladle enters the mold by means of a feeder known as 
the sprue. There are different types of these feeders, depending on the application 
and size of the piece to cast. In the case of the pistons, considered small pieces, the 
known types are very similar, as shown in Fig. 2. For the design of the feeders 
several authors propose strategies to get good results

6-9
, however the cases on 

which they base their suggestions are too general and for relatively large pieces, as 
compared to pistons. Therefore in this analysis their pragmatic suggestions are taken 
into account but looking more closely to the particular case of a small piece. 

As the feeding process is controlled by the robotic arm, it is expected to have 
repeability; however, it has been noted that other problems arise that bypass this 
control. Therefore, for the analysis, it is necessary to check all parts in the process: 
the feeding bowl, the mold, as well as the metal material fed to the mold. 

The analysis starts by reviewing the behavior of the aluminum flow that is 
provided by the bowl in response to the movement of the robotic arm. The response 
of the flow of liquid metal is due to the position of the robotic arm, as well as to the 
time required to fill the mold. Figure 3 shows the filled volume as a function of the 
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angle of reference. This information is quite important since it provides the initial 
conditions for die modeling of the metal feeding to the mold. 

Figure 1. Melting cell. 

Figure 2. Sprue types for piston casting. 

The feeding initial velocity is calculated to approximate the conditions of the 
metal at the entrance of tihe mold. It is quite evident that the geometty of the mold 
plays a very important role in the behavior of the flow of metal, which is even more 
remarkable once the results of the modeling are obtained. In Fig. 4 a scheme of the 
feeder model under analysis is presented, as well as its constitutive parts. 
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Figure 3. Ladle used to feed the metal to the permanent molds. 

Ingate - / 

Pouring 
Basin 

Dam 
Sprue 

Choke 

Runner 
•v > i Vilve 

Figure 4. Parts of the feeding system. 

3 Equations for the feeding model 

To analyze the feeder, as well as the complete cast billet, it is required to 
establish a model that considers the phenomena that govern the behavior of the 

www.20file.org

www.semeng.ir


235 

liquid metal that flows throughout the piece. What follows is the mathematical 
model on which the code for the analysis is based. 

To simulate the flow of the liquid metal a generalized mathematical model for a 
control volume is used. It is assumed that the metal behaves as a Newtonian fluid 
during the feeding process up to the moment the filling of the mold is finished, that 
is, the metal will still be in the same phase up to then. 

The mass balance that governs the process is given by: 

% + V - p ^ O 
at 

By using the stress-strain relations, considering forces due to shear and normal 
stresses and constant properties, the governing momentum equation is: 

H Dt 
For the energy balance the governing equation is: 

- = ffV2r + (& 
Dt 

where the last term is the so-called "dissipation function", which is considerable in a 
problem like this. These main governing equations are solved by means of finite 
differences via the MAGMAsoft code

11
. 

The transient complete model uses around 1,600,000 cells (control volumes). 
Normally geometries that can be considered symmetrical are cut off from analysis, 
since half the mesh could be considered superfluous and if high timesteps are used, 
they will only add to produce overflow problems; however, due to the very thin 
geometry of some of the zones of the feeder it is very critical to determine high 
gradients where they occur. Therefore the mesh was done over the whole unit. 

In areas not considered critical for this study, such as the piston itself, as well as 
other components that are part of the unit (such as the raisers), a coarse mesh was 
used. For areas considered very critical, such as the choke, runner and valve, the 
mesh was decreased until it could be assured that the contact between control 
volumes occurred not only at one or two points, but that it was fully of the face-to-
face type (care was taken so that the areas of the control volumes were 
interconnected.) Therefore, to avoid convergence problems the code allows 
approximating the cells to cubic geometry. This is done as much as the geometry of 
the pistons allows. The first part of the work was to extensively optimize the mesh 
to be used in the critical zones, until no appreciable variation in the results was 
found. Once the mesh was set for the critical zones, normally no problems were 
found when a geometry change was implemented in other zones of the feeder to 
determine if the change produced a strong effect in the results (for instance when 
the angle of falling was varied). The model does not consider turbulent regimes. 
The reason to use this code is the ease it offers to solve systems with serious 
convergence problems, as compared to using finite element. 
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4 Results 

The numerical results showed a vortex being generated at the beginning of the 
filling process, as well as splattering (see Fig. 5). Both things produce formation and 
excessive breaking of the thin aluminum oxide films that form on the surface of the 
metal that is exposed to the ambient, having a negative impact on the final quality of 
the aluminum alloy properties. 

In practical terms, air trapped in the feeder causes air bubble formation; tibe 
bubbles that cannot reach the surface generate macro porosity in the piston, causing 
internal formation of oxides, as well. The code does not specifically account for 
bubble formation, however, speculatively, it can be seen that the flow- distribution 
throughout the feeder system shows spaces with no fluid metal that eventually will 
be filled; these spaces must have air or gases. It is observed that in the beginning of 
the filling process in the lower part of the sprue not all the volume is occupied by 
tie falling melted metal. It is at Ms moment where air and other gases are trapped 
in iiis region. Eventually those gases are dragged by the filling liquid and taken into 
the piston being formed. See Figs. 5 and 6. 

Trying to avoid contraction while the metal starts to solidify, the entry zone to 
the main part of the piece to cast suffers a severe area reduction. This reduction 
causes an excessive increase in speed of the flow of metal in Ms zone, provoking an 
impact of the flowing meta| with the mold exactly at the point where the flow has to 
change directions and split. These velocities cause rupturing of the ceramic paint 
(vermiculite and graphite) that is used to avoid thermal shock between the metals, as 
well as to protect the steel mold. It is found that velocities over 75 cm/s tend to tear 
excessively the mold and in some cases completely break the protective paint, 
which in turn produces inclusions that most likely result in rejections of the final 
pieces (see Fig. 7). 

www.20file.org

file:///6raex
www.semeng.ir


237 

Figure 6. Velocity distribution in the initial stage of the filling process. 

MRft - . 

Figure 7. Excessive velocities at the entrance zone to the mold. 

The behavior shown in the previous figures were observed during the 
simulation runs in which different geometric changes were entered, as well as 
changes in the radii as a result of increases in the falling angle of the sprue. Other 
changes implemented, such as the distribution and size of the feeder valve, and a 
thinner pouring basin, helped to make the problems of vortex generation and 
excessive splattering disappear. However, the entry velocity could not be changed 
drastically, since the ladle velocity cannot be easily changed (as it would affect the 
production capacity). To simulate more complex geometries could decrease the 
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velocity of the filling flow metal, but will also generate counter-current flows, 
increasing the problems caused by turbulence. This leads us to conclude that the 
changes in the lower part of the feeder cannot be too severe. 

Due to the constraint of not being able to make severe geometry changes and to 
the need to decrease the filling velocity, small grids have been implemented at the 
entrance of the feeder. These grids generate a significant decrease in the speed, 
specially at the very beginning of the process, where the root of the problems is. 
The use of these grids, coupled to the geometric changes has generated a surprising 
decrease in the rejection of pieces due to porosity and other defects. 

Since this is an industrial problem, there are several things on the technical 
solutions that were made that can not released explicitly. However the following 
comments can be made in regards to global changes that were implemented thanks 
to this work. 

To follow the changes implemented, please refer to Fig. 4 for the technical 
names used in the feeder. The entrance area (ingate) to the feeder was reduced, as 
well as the pouring basin. The connecting section between the pouring basin and the 
sprue was changed so as to make a softer fall. The radii in these sections were 
slowly modified and fed back into the numerical simulation to determine their 
effects. The inclination of the sprue was increased as much as possible given the 
space and geometry constraints. This inclination, again, allowed a softer fall to 
avoid splashes of the falling liquid (which made necessary decreasing the runner 
section length). The choke area was also changed to decrease the bottleneck effect 
and decrease the chances of dragging ceramic protective paint. The height of the 
valve (which is a part of the runner section) was enlarged. Originally, the idea of 
having this valve was to act as a break to the falling fluid. However, by increasing 
its height and enlarging its cross sectional area it acts now as a gas trapper. One 
final comment in changes implemented by the modeling was that a metallic grid 
was added to the ingate to act as a "breaker" of the feeding liquid, slowing it. 

5 Conclusion 

The code simulation offers surprising results in processes in which it is very 
complex to make in-situ measurements and monitoring, such as in the 
manufacturing of aluminum pistons. The results of this work provide information to 
make changes that will render a more stable production, with less rejection 
problems due to bad mold design or conditions under which the filling process is 
carried out. 
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The modification of the filling systems as a result of the simulation and the 
feedback to optimize the geometries chosen has allowed visualization of the final 
outcome. This in turn allowed arriving at decisions that have lowered the rejection 
percentage and the waste of material 

The reduction in the waste percentage has been from an initial value on the 
order of 25% to around 7%, due to the decrease in velocities of the metal, as well as 
modifications in the geometry of the feeders. However, at this point a proposal is 
needed on how to reuse the leftovers of aluminum, since there is a contamination of 
the leftover metal by the small metallic grid that has been implemented. 
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In this work we analyze the quasisteady state problem of heat transfer in an imper­
meable solid by considering a background, constant, vertical temperature gradient, 
G, and the existence of a tilted slot either solid-filled or fluid-filled and located at 
its middle part . We study cases when a solid medium in the fracture has smaller 
thermal conductivity than the solid matrix and when a fluid medium has a ther­
mal conductivity smaller than the surrounding solid. In this latter case, which is 
the most important from the practical point of view such as in the study of oil 
reservoirs, the heat diffusion in the solid is almost independent of the fluid part 
and therefore the boundary conditions on the fracture walls are obtained only as 
a solution of the heat transfer problem along the solid matrix. The energy heat 
equation is solved numerically for each part of the solid (besides the fracture) in 
a two-dimensional domain, by employing a paralellized finite differences code in 
order to find the temperature profiles (isotherms) around the fracture. Finally, 
these results are also employed in the study of the thermal convection in the fluid 
when the fracture is very long compared with the aperture size. We have obtained 
analytical solutions for this particular case. 

1 Introduction 

Many oil and water reservoirs are naturally fractured, i.e., the near imperme­
able rocks where the fluids are contained are fissured. Moreover, these reser­
voirs are under the action of a vertical geothermal gradient which is approx­
imately constant. In a typical reservoir, the fluids in the tilted fractures are 
nearly isolated from the porous matrix. Thus, the problem of thermal convec­
tion in each fracture is very interesting and, consequently, it is very important 
in order to understand the convection in the reservoir and related phenomena 
such as the dispersion of several types of materials and diagenesis

1,2
. 

Some efforts have been made to study the fluid behavior inside a fluid-
filled, tilted fracture under a constant vertical gradient in a nearly imper­
meable reservoir which can be considered as a solid matrix1'3. The direct 
approximation in these works, employed to study the quiescent and convert­
ing states, was the simple projection of the vertical temperature gradient on 
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the tilted walls of the fracture. However, this approximation can be seen as 
local and is not correct when the fracture length is small or when the fluid 
motion in the whole fracture zone is of interest. 

In this work we analyze the steady problem of the fluid motion in a two 
dimensional tilted fracture, located at the middle part of a vertical solid, by 
considering a background vertical temperature gradient, G, at the edges of the 
solid and under the acceleration of gravity, g. We study cases when a solid in 
the fracture has smaller thermal conductivity than the solid matrix and when 
the fluid has thermal conductivity smaller than the solid. In this case, which 
is the most useful in the study of oil reservoirs, heat diffusion in the solid is 
nearly independent of the fluid part, and therefore the boundary conditions 
on the fracture walls needed to solve the fluid equations are obtained as a 
solution of this problem. Finally, these results are also employed in the study 
of the thermal convection in the fluid at low Rayleigh numbers. The structure 
of this work is as follows. In the next section we formulate the problem 
and the corresponding governing equations. There we also show the use of 
a paralellized finite differences code in order to find the temperature profiles 
(isotherms) around the fracture and inside it. These results are used in section 
3 to study the convective fluid motion. Finally, in section 4 we give the 
conclusions and some comments related to future work. 

2 The problem 

A schematic representation of the fracture in the solid matrix is shown in Fig. 1 
where the dimensions of the solid matrix, of the fracture and the coordinate 
systems inside and outside the fracture are also shown. Briefly, we have 
considered a fracture with an angle of tilt <f>, aperture size d, infinite width 
and finite length L = Hj sin</>; the dimensions of the solid matrix are length D 
and height H. The simplest form to set a background thermal gradient is, as 
shown in Figure (1), by setting a temperature Tu at the top and a temperature 
Ti at the bottom and therefore, AT =TU — Ti > 0. The temperature gradient 
at the lateral walls of the large enough solid matrix is G = AT/H. The fluid 
has thermal expansion coefficient /?, kinematic viscosity v, density p, specific 
heat c, thermal conductivity of the solid ks, thermal conductivity of the fluid 
kf, thermal diffusivity of the fluid aj = kf/pc and finally, the ratio of the 
thermal conductivities is e = kf /ks, assumed to be very small compared with 
unity. 

The isotherms in the solid will be parallel to the horizontal far away from 
the fracture but close to it their profiles will be deformed in accordance with 
the boundary conditions corresponding to the continuity of temperature and 
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< D 

Figure 1. Schematic representation of a tilted fracture in a solid of length D, height H 
and infinite width. The angle of tilt of the fracture is <£, the aperture size d and length 
L = H/ s'm(f>. 

heat fluxes. Thus, any solution for the flow is strongly dependent of the 
boundary conditions (temperature profiles along each fracture wall). In order 
to know the temperature profiles, we assume that the thermal conductivity of 
the fluid is very small compared with that of the solid (e —y 0) and therefore 
the fluid motion in the fracture does not affect the temperature distribution 
outside the fracture. In this case, it is sufficient to solve the heat conduction 
problem in the solid and apply the resulting temperature distributions to both 
sides of the fracture. 

The procedure to solve the heat diffusion problem in the solid separates it 
into two regions: the side to the right of the fissure, (x\, j/i), and the side to the 
left, (#2,1/2)- In Fig. 2 we show schematically the regions under consideration. 
The nondimensional energy equations in each region of the solid matrix are: 

J | + J | = 0 for i=l,2, (1) 
dxf dyf 

where 0,- = (T; — 7])/(Tu — 7}) and all coordinates have been made dimen-
sionless with the height H: X{ —> X{/H and j/j —> yi/H. The corresponding 
nondimensional boundary conditions are: 

0i (yi =0) = 02 (2/2 = i) = 0, (2) 

Mi/i = 1) = M J / 2 = 0) = i, (3) 
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? i ( * i = 0 ) = l - y i , 92{x2 = 0) = y2 

dno = e 
4>i 

dn2 

(4) 

(5) 

where n; are the nondimensional normal coordinates to the fracture wall for 
region i and 0f represents the nondimensional temperature in the fluid inside 
the fracture. <j>i indicates that the gradients are considered along the fracture 
facing region i. 

Figure 2. Coordinate axes for each region of the solid matrix. The right hand side is referred 
to the coordinate system X2, 2/2 and the left hand side is referred to the coordinate system 
Xl, 2 /1 -

2.1 Numerical method 

To solve the energy equation in each solid part we have used a numerical 
method based on finite differences. The order of accuracy in the method is 
O(Ax)2 ~ 0(1/4O)2. Parallelization was applied by using a pseudotransient 
form of the energy equations (1) for the solid with a cubic spline interpolation 
technique. 

Figure 3 shows a plot of the isotherms for the case when the solid has much 
larger thermal conductivity than the fluid, e -> 0, with an angle of tilt (j> = 45°. 
In this limit (e —y 0), the energy equations in the solids are decoupled from the 
energy equation for the fluid inside the fracture. For a finite value of e, both 
phases have to be solved simultaneously. The nondimensional temperature 
profiles along the fracture can be obtained, as shown in Fig. 4 as a function of 
the nondimensional longitudinal coordinate, £ = s/L, along the walls of the 
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fracture. In this case we note the temperature distribution along the fracture 
is nonlinear and strongly dependent on the whole geometry. The numerical 
treatment employed in this work assumes that D » H cot(d>), which means 
that the isotherms in the solid are almost horizontal far away of the fracture. 
For e —> 0, the temperature gradient in the fluid is very different than that. 
of the solids. Strong temperature gradients of order AT/d arise, producing 
important convective motions in the fluid, studied briefly in the next section. 

x/H 

Figure 3. Schematic view of the isotherms in the solid and in the fissure. 

*** 

• 

—*-n = d 
- r - n = 0 
-m- n = d/2 

\ : 

M y/H
 M I.* 1.1 

Figure 4. Dimensionless temperature as a function of the coordinate y/H on the fracture 
walls and in the fluid part . 

www.20file.org

www.semeng.ir


245 

3 Local solution for the fluid 

By considering the solution obtained from the problem of the heat transfer 
along the tilted plates, we note that locally there is a zone (around £ = 1/2) 
where the temperature gradients are almost constants and the flow is almost 
parallel to the fracture. In this case, the values of the temperature along 
the fracture's walls were well determined from the complete problem of heat 
conduction in the solid and in the fluid, as previously shown. 

Assuming the flow to be parallel to the fracture walls, we can derive a 
simple theory to obtain the velocity profiles in the fluid. The momentum equa­
tions for the fluid are, assuming the coordinate system (n, s) as the directions 
normal to the fracture and along this one, respectively, 

. d2u dp 
0 = W s m ^ — - - , (6) 

dp 
0 = pgcos<f>- — , (7) 

on 

and the energy equation is 

dT , (d2T 82T puc
j;

 = k}
 \ji + ^J •

 (8) 

The boundary conditions are 

u(0) = u(d) = 0, (9) 

T ( 0 ) = T 2 + G 2 s , (10) 

T(d) = T1 + G1s, (11) 

where G\ and Gi are given by the numerical method. The overall mass 
conservation is given by 

Jo 

d 

udn = 0. (12) 

Using the Boussinesq approximation (which is the substitution of the 
density p(T), by the value p(T) = p0[l — /?(T — To)] in buoyancy terms in the 
momentum equations) and the dimensionless quantities (??,£) = (n/d,s/L), 
6 = {T- T0)/AT, p* = p/{podgcos(4>)), with p* = n + /3ATp + t a n ( ^ / r , 
u* = uTcos(<j>)/(gl3ATd2 sin2(^)/j/), T — d/L and the Rayleigh number Ra — 
g/3ATd3 sin(<f))/(i/af), the nondimensional equations reduce to 

www.20file.org

www.semeng.ir


246 

d3u* 36 T 89 
dr,3 drj ~~ tan(^) d£.

 (
 ' 

829 „d29 n , , . td0 

Here we have eliminated the nondimensional pressure term p. In the limit 
Ra —>• 0 and r —> 0, the temperature distribution in the fluid is linear, 9 = 
~Ci{£)y + C2(£)> with Ci

 an<
3 C*2 of order unity. In this limit, the solution 

to Eq. (13) is given by 

This result shows that by knowing the temperature profiles and gradi­
ents on the walls of the fracture, there is always a convective flow inside the 
fracture, regardless of how small the Rayleigh number is. 

4 Conclusions and future work 

In this work we have analyzed the steady problem of the heat transfer in a 
fluid inside a tilted fracture imbedded in a solid under a vertical temperature 
gradient, with the thermal conductivity much larger than that of the fluid, 
as in a typical oil reservoir. We have found that the isotherms are not only 
the projection of the temperature gradient on the walls, but instead their 
structure is very complex and depends on the aspect ratio of the fracture, the 
ratio of the thermal conductivity of the fluid related to that of the solid and 
the inclination angle. A simple theory using a parallel flow inside the fracture 
gives the velocity and temperature profiles inside the fracture, which has to 
be tested with experiments and detailed numerical calculations using the full 
Navier-Stokes equations. Another problem to be considered is when instead 
of a fluid-filled fracture we have a tilted porous layer saturated of a fluid in 
a solid of low permeability matrix4. Efforts in this direction are just now in 
progress. 
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Relativistic magnetohydrodynamics is discussed within the framework of irre­
versible thermodynamics. This is done using Kaluza's ideas about unifying external 
fields in terms of the corresponding space—time curvatures for a given metric. The 
outcome of this approach is rewarding. The conservation equations follow in a 
direct way as well as the entropy balance equation with an entropy production 
whose form suggests the type of constitutive equations that are consistent with its 
semipositive definite property. Further, the resulting transport equations are of a 
hyperbolic type in agreement with causality. Specific numerical examples will be 
presented by way of illustration. 

1 Introduction 

The purpose of this work is to present a numerical solution to a heat transport 
equation formulated within the context of relativistic magnetohydrodynam­
ics. Transport equations arise from the coupling of conservation or balance 
equations for a set of arbitrarily chosen state variables with the so called con­
stitutive equations. These latter ones express a possible relationship between 
the currents that appear in the system when subjected to the action of ex­
ternal gradients with such gradients given in terms of the intensive variables. 
Thus a temperature gradient induces a heat (energy) current and so on. When 
this problem is formulated within the framework of classical irreversible ther­
modynamics, it is possible to establish a set of constitutive equations which 
guarantee that the entropy production is nonnegative, thus at grips with the 
second law of thermodynamics. 

Here we wish to add two features to the above scheme. First, to formu­
late transport equations within the frame of general relativity. Second, to 

'Also at El Colegio Nacional, Luis Gonzalez Obregon 23, Centro Historico 06020, Mexico, 
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couple a fluid, assuming it is electrically charged, to an external electromag­
netic field. The first objective, to derive relativistic transport equations in 
the absence of external fields has been previously discussed by two of us1. 
The main advantage of this formalism is not only to show its consistency with 
the second law of thermodynamics but to exhibit that the resulting transport 
equations are of the hyperbolic type, namely, they do not violate causality. 
The second objective, to extend this formalism to magnetohydrodynamics 
poses some challenges. When the problem is dealt with nonrelativistically 
and one introduces the electromagnetic field as an external force, the Lorentz 
force, two shortcomings arise2. Firstly, the resulting transport equations are 
of the parabolic type, violating causality, and secondly, in the entropy produc­
tion there appears a bilinear term containing the electrical current times the 
electric field. This implies that to obey the second law one has to postulate 
Ohm's equation as a constitutive relation, a fact which in our opinion might 
seem too restrictive3. In view of these facts, the question is how to get around 
them to obtain the desired results. The answer is provided by the so called 
Kaluza-Klein formalism which, as we shall see, does provide a rather elegant 
and simple solution. 

Indeed, in 1921 T. Kaluza
4 -

6 proposed a method to deal with a fun­
damental question in physics, the dualism of gravity and electricity. Quot­
ing from the first lines of his paper, "Alongside the metric tensor of the 4-
dimensional manifold (interpreted as a tensor potential of gravity) a general 
relativistic description of world phenomena requires also an electromagnetic 
four potential A^". 

In order to accomplish such formulation, Kaluza proposed working in five 
dimensions to be able to add a fifth component to Einstein's stress tensor in 
a form which leads in a natural way to the covariant formulation of Maxwell's 
equations for the electromagnetic field. The essence of Kaluza's ideas and 
how we have used them to formulate relativistic magnetohydrodynamics will 
be discussed in the following section. 

2 Relativistic magnetohydrodynamics 

Following Kaluza we assume that the equations of general relativity may be 
applied to a 5x5 metric denned as, 
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flV 

011 012 013 014 Ai 

021 022 023 024 A2 

031 032 033 034 A3 

041 042 043 044 \f 

Ai A2 A3 \ip g55 

(1) 

To keep this presentation as simple as possible the components of the metric 
g^v will be taken to correspond to Minkowski's metric namely 
cept for #44 = 1. Also [x^f = [x1,x2,x3,ct,x5] and [v*1]* = [x1 ,x2,x3,c,%] 
where [ ] denotes the transposed vector, x1 = ^ - where r is the proper time 
and v5 = ^ where q and m are the charge and mass of the fluid's particles. 
This definition of v5 guarantees that for small specific charges and negligible 
time dilation one recovers the well-known Lorentz equation of motion of a 
charged particle in the presence of the electromagnetic field. 

The important results follow from Eq. (1) using Minkowski's metric by 
direct computation of the Christoffel symbols. The first one is the well known 
expression for the field tensor, 

pliu _ 

0 Bz -By 
-Bz 0 Bx 
By —Bx 0 

—Ex — Elt — E7 c
 x

 c y c
 z 

•\EZ 

since B = V x A and E = —Vy + A a s i s well known. Moreover 

p\,a/3 _|_ pa,/3\ _j_ p$. \a 0 

(2) 

(3) 

are precisely Maxwell's equations without sources, where i
?A

> denotes the 
covariant derivative and the remaining two equations are obtained through 
Einstein's field equation 

where G^v is Einstein's tensor, T^ is defined by 

T"" = pov^v" •Po9l"/ + '-^v»v" +E" 

(4) 

(5) 

and T
5a

 = T
a5

 = jf{ is the four dimensional electric density current vector. 
po and po are the local density and pressure in the commoving system and 
"EJ

il>

 the viscous stress tensor. K is the gravitational constant. 
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It should be emphatically stressed that in all this formalism the Kaluza 
"cylinder condition" is required, namely, -^ = 0. The only justification for it 
is that it leads directly to Maxwell's field equations in cartesian coordinates. 

The second result is that the equation of motion of a particle along a 
geodesic is given by 

ds2
 +

 "" ds ds
 {

 ' 

where ds2 is the line element and T" the ordinary Christoffel symbols. As 
said above, this reduces to Lorentz's equation in the nonrelativistic limit. 

We now turn to magnetohydrodynamics omiting all algebraic steps which 
are identical in structure to those given in Sandoval-Villabazo and Garcia-
Colm,1 remembering that here greek indices run from 1 to 5. Starting from 
Eq. (5) one uses the fundamental conservation equation 

7£" = 0 (7) 

with jp — vu ().„ , 0.J, indicating a covariant derivative, to obtain the conti­
nuity equation for po [7] and an internal energy balance equation

1,
8 which we 

shall not bother to write down. The only assumption made in this derivation 
is that in the comoving system the total energy is conserved. The next step 
is crucial namely, we assume that the entropy flux is a 5D vector of the form 

j» = PoSov" + r (8) 

where the convective term poSov" containing the local entropy density SQ 
defined in the commoving system yields the entropy flow through the hyper-
surface enclosing any arbitrary five dimensional volume and J" is the entropy 
flow generated by the dissipative processes taking place within that volume. 
Thus, the general form for the entropy balance equation is that 

•/*> = <r > 0 (9) 

where <r, the entropy production, according to the second law must be nonneg-
ative. When combined with the continuity equation this leads to the general 
entropy balance equation and in particular, to the explicit form for a namely, 

'=-1* - j r ^ - T ^ — (10) 

Here, J^ is the five dimensional heat current and T0 the local temperature 
defined in the comoving system. Eq. (10) is worth a minute of reflection. 
First of all, the only additional assumption required in its derivation besides 
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the validity of the conservation equations in the comoving system is that in 
such system the local equilibrium assumption holds true. This assumption, 
s tat ing that the local entropy density is a t ime independent functional of the 
conserved densities, po and eo the internal energy density in this case, is the 
only assumption drawn from classical irreversible thermodynamics 9 . It allows 
one to write tha t if SQ = SQ (po, eo), 

dr \dpo)eo dr \de0 Jpo dr 

thus relating the dynamics of the local entropy to the one prescribed by the 
evolution equations. Eq. (11) is the underlying basis in the derivation of 
Eq. (10). Second of all, the form of a is a bilinear one containing the sums 

of products of forces Tv, v? t ime fluxes, *%-, ^ r - . Thus, in the third term 

there is a force T" va arising from the geometrical structure of our hyperspace 
through r ^ where the effects of the electromagnetic field are included. This 
is precisely what Kaluza proposed to achieve, to incorporate the effects of the 
electromagnetic field (or any other field) through the space curvature effects. 
One can indeed show3 tha t in the absence of viscous forces this term reduces to 
the s tandard one (—jkEk) of nonrelativistic magnetohydrodynamics. Finally, 
if one proposes constitutive equations relating the forces to the fluxes in a 
linear way, J" = —AT;„, etc., a will be non negative provided A the thermal 
conductivity and the two other coefficients are nonnegative. This condition 
is borne by experiment in the nonrelativistic limit and we expect that it also 
holds true here. 

The last step required is to obtain a heat t ransport equation from the 
formalism developed and this is a question of s tandard algebra. Using the 
local equilibrium assumption for the internal energy density, eo = eo (po,To) 
taking the t ime derivative with respect to the proper t ime, using the standard 

thermostat ic formula for the coefficients ( 1 ^ J and ( | |P- j = Cp and 

assuming valid the relativistic version of Fourier's equation, J^ = — \T-U one 
gets tha t the equation for the local temperature is given by 

2A dT0 d T0 . . , . 
3 - + - 5 - T = A ( r ) + / a ( r ) (

1 2
) 

r or or
1 

where the source terms f\ (r) and fa (r) are: 

_ f
 GM2 GM GM

°
2 c 4 r

 3£rtJ
5
\ fl W

 ~ V c*r3
 +

 2r2
 +

 2r (2GM - c2r) ~ 4 (2GM - c2r)
 +

 4 ) ^ 
(13) 
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f ( \ - (
 GM2

 —
 GM

°2 °
Ar

 3ErV5\ fl ( r
) ~ V c2r3

 +
 ^ 2 "

 +
 2r (2GM - c2r) ~~ 4 (2GM - c2r)

 +
 4 J * 

(14) 
In equations (13) and (14), G is the universal gravitational constant, M 

the mass of the gravitational source and T]r and rjs the rotational and shear 
viscosities, respectively, and we have made use of the following simplifications: 

1. Spherical symmetry without rotation. 

2. Null magnetic field and radial electric field. 

3. Small charge-mass ratio. 

4. The local internal energy is assumed to be much smaller than the me­
chanical rest energy. 

Eq. (12) is the resulting equation for the heat transport that will be 
used to obtain some numerical results for the case of a neutron star. Bulk 
viscosity does not appear in Eq. (12) because the divergence vYv vanishes. The 
main results are shown in Fig. 1, which shows the effects of the electric and 
gravitational fields on the temperature distribution of a dense sphere. The 
data corresponds to an astrophysical object of a solar mass, the radius of a 
neutron star, and temperature boundary values of the order of magnitude of 
this type of object. The intensity of the coupling of the electric field and the 
viscosities in the upper curve is of the order of 104 W m~2. 

Due to the fact that this formalism is completely new in the context 
of magnetohydrodynamics3, we expect that powerful numerical codes may 
be developed in the future in order to get a deeper understanding of this 
Kaluza's five-dimensonal tool. Although the final equation analyzed here 
included many simplifications that lead to a solution easily achieved by very 
basic algorithms (Mathematica's NDSolve), the main body of the formalism 
involves a very complex new system of transport equations. We therefore 
leave this question to experts in numerical methods to tackle it. 

Concluding, this example simply ilustrates the versatility of the fomal-
ism which may be extended to much more realistic and thus, complicated 
situations. Obtention of results is simply a question of powerful numerical 
computations. 

Details concerning the numerical procedure of the results here quoted are 
too cumbersome to be presented in such a short paper. However, they are 
available to any interested reader by contacting the first two authors. 
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Figure 1. The graph above shows the contrast of temperature distribution in three cases. 
Horizontal axes corresponds to distance from the origin (in meters). The vertical axis 
represents temperature (in Kelvins). The lower curve was calculated in the absence of both 
fields. The middle curve shows the effect of the gravitational field, while the Kaluza's effects 
of an intense electric field cause the existence of a maximum of temperature, as shown in 
the upper curve. 
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The main interest of this work is the Chapman-Enskog method for solving the 
Boltzmann equation. The calculation of the diffusion coefficient using the classical 
trajectory method for three realistic potentials for He-N2 is reported. A compari­
son of the calculated diffusion coefficients with experimental data and the extended 
corresponding states principle is also performed. Limitations of the Navier-Stokes 
equations for some problems are mentioned and a more detailed analysis of this 
point for the shock wave problem is considered. 

1 Introduction 

The consideration of dilute gases trades wealth of applications for depth of 
understanding. In this case the Boltzmann equation, or many of its variants 
for dilute gases with structure either quantum or classical, proyides a sound 
theoretical description1. In this work I will discuss the Chapman-Enskog 
method2, Grad's method3 and the Direct Simulation Monte Carlo (DSMC) 
method4 for solving the Boltzmann equation. 

The Chapman-Enskog method solves the Boltzmann equation by making 
an expansion of the distribution funcion in terms of the Knudsen number; to 
order zero the heat flux and pressure tensor do not contain dissipative phenom­
ena and substitution of both quantities in the conservation equations result 
in the Euler equations of hydrodynamics. Dissipative effects are incorporated 
to first order in the Knudsen regime through the thermal conductivity and 
the shear viscosity. The well known Navier-Stokes-Fourier linear constitutive 
equations are obtained and the transport coefficients can be calculated for a 
given intermolecular potential. Substitution of the constitutive equations in 
the conservation equations gives rise to the well known Navier-Stokes equa­
tions which have many applications. To second order in the Knudsen regime 
the Chapman-Enskog method gives rise to the Burnett equations, which are 
also considered in this work. Traditionally the problem of solving the hydro-
dynamic problem for a given set of boundary conditions, the Navier-Stokes 
equations with the no-slip at the boundary conditions for example, was con­
sidered outside of the scope of the kinetic theory. With the advent of the 
DSMC method, which is now feasible with current computer resources, it is 
possible to obtain information not only about the hydrodynamic fields but 
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also about the distribution function for which experimental information is 
also available5. Furthermore, Nonequilibrium Molecular Dynamics (NEMD) 
simulations for shock waves in dilute gases are now possible and the results 
are in agreement with those of DSMC6. Since there is also a validation of the 
DSMC method using experimental data7,1 decided to use the implementation 
by Bird4 in the shock wave problem. 

The structure of this work is as follows. After this introduction I discuss 
the evaluation of transport properties at the Navier-Stokes regime, the main 
objective being to give a rough idea of the level of precision that the kinetic 
theory has reached. In section 3 some examples are shown in which the hydro-
dynamic description provided by the Navier-Stokes equations is susceptible 
of improvement and the case of shock waves is considered in some detail to 
illustrate this point. Finally, some closing remarks are given. 

2 The Navier-Stokes regime 

Before tackling the Burnett equations I would like to discuss some applications 
at the Navier-Stokes regime in order to get an idea of the level of refinement 
that the kinetic theory has reached. One method that allows to calculate 
transport properties, for a given intermolecular potential, is the so called 
classical trajectory method8. This method solves the differential equations 
of motion for a binary encounter under different initial conditions. From 
these solutions, a number of effective cross sections can be calculated and 
the transport coefficients are then accordingly obtained. A natural question 
arises: what is the true interaction potential for a given system? The field of 
intermolecular potentials is vast and sophisticated9 and here I will consider 
the calculation of the diffusion coefficient for three intermolecular potentials 
for He-N2 using the classical trajectory method. There is another route to 
calculate transport properties in which one does not pay attention to the 
explicit form of the intermolecular potential, but rather assume that its form 
is the same for a class of systems. This route is known as the extended 
corresponding state principle and a review of its present status is available

10
. 

In figure 1 the percentage deviations of the diffusion coefficient (A0^) 
with respect to the extended corresponding state principle as a function of 
the temperature is given. A°D is defined as, 

*D = - zcs x 100, 

where £)^eo,exp a r e ^ theoretical or experimental values of the diffusion co-
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Figure 1. Percent deviation (A^,) of experimental and theoretical data with respect to the 
extended corresponding states principle as a function of the temperature. Crosses: values 
for the BTT potential; solid circles: values for the potential by Hu and Thakkar (present 
work); squares: values for the 3SMV potential; triangles: experimental values by Seager et 
ah; diamonds: experimental values by Trengove et al. 

efficient and D12 is the value for the diffusion coefficient given by the extended 
corresponding states principle for a mole fraction of N2 equal to 10~6. The 
two sets of experimental data shown, classified as primary data by Bzowsky et 
al.

16

, are the ones by Tengrove et al.
11

 with an estimated accuracy of about 
0.5% and by Seager et al.

12

 which have lower accuracy and do not corre­
spond to the limit of a trace component of N2 as the ones by Tengrove et. 
al. The three potential energy surfaces (PES) considered in the figure are the 
semiempirical model by Bowers at al.

13

 (BTT), the multiproperty fit surface 
by Gianturco et al.

14

 (M3SV) and the potential obtained by Hu and Thakkar1
5 

which is an analytical fit to ab initio results obtained with the supermolecule 
fourth-order M0ller-Plesset perturbation theory. The effective cross sections 
for the BTT and M3SV potentials were taken from the work by Dickinson 
and Heck8, the effective cross sections for the potential by Hu and Thakkar 
were obtained in collaboration with Prof. A. S. Dickinson of the University of 
Newcastle upon Tyne (unpublished). 

It can be concluded from Fig. 1 that the difference between the best exper­
imental values (those of Tengrove et al), the calculated diffusion coefficients 
for three realistic intermolecular potentials, and the extended corresponding 
states principle, are within 3% in the temperature range from 100 K to 1000 
K. In my opinion such an agreement is remarkable. Other transport properties 
can also be considered but a more extensive analysis is beyond the objective 
of this work. While the calculation of some transport properties is in good 
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shape, one must not infer that the same is true for predictions given by the 
Navier-Stokes equations and this point will be considered in the next section. 

3 Beyond the Navier-Stokes regime 

From the previous section it is clear that the situation at the level of the 
Navier-Stokes regime regarding the calculation of some transport coefficients 
is satisfactory, and the question that jumps to the fore is, why it is necessary 
to go to second order in the Knudsen number? The reason is that linear 
constitutive equations are expected to hold for small gradients and that there 
are a number of interesting problems for which this condition does not hold; 
a well known example corresponds to the propagation of shock waves

17
. For 

plane Poiseuille flow, where the flow is subsonic and the gradients are not 
very large, Uribe and Garcia18 solved the autonomous six dimensional first-
order dynamical system provided by the Burnett equations as an initial value 
problem using Adams method, the DSMC data provided the initial conditions. 
They found a nonconstant pressure profile and a heat flow along the direction 
of the flow, in agreement with the DSMC simulations, such features cannot 
be explained with the Navier-Stokes equations. A further example in which 
the Burnett equations improve on the Navier-Stokes equations is the case of 
a one dimensional strongly nonisothermal gas

19
. I do not have space to do 

justice to the above-mentioned and other works, and in the following I will 
concentrate on certain aspects of the shock wave problem. 

3.1 Shock waves 

The situation with shock waves in monatomic gases is somewhat puzzling. 
First of all let me point out that for a Mach number of value 100 the temper­
ature at the hot side of the shock, assuming standard conditions at the cold 
part of the shock, is such that the system must be ionized, so the problem 
of finding structure for high Mach numbers with the Boltzmann equation is 
academic

20
. Also, the Navier-Stokes equations predict that for some models 

and any Mach number (M) there exists structure. Grad's thirteen moment 
approximation, which in principle provide us with a method for going beyond 
the Navier-Stokes regime, give structure for Mach numbers lower than 1.65. 
This fact led Weiss21 to point out that although the Navier-Stokes equations 
are not very good to predict shock wave profiles for large Mach numbers it 
turns out that Grad's thirteen moment approximation is even worse. Weiss' 
remark reflects the point of view that a theory is not good if it cannot provide 
structure for all Mach numbers, but in the opinion of some authors20 it is 
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necessary to know first if the Boltzmann equation has structure for all Mach 
numbers, before the argument can be raised against a theory. One could think 
tha t the problem of finding structure for larger Mach numbers can be solved 
by considering more moments, but there is work by Holway22 who claimed 
tha t if more moments are considered there is always a bound on Mach num­
bers ( M « 1.85) such tha t no structure can be found for Mach numbers larger 
than the bound. Weiss23 recently challenged the work by Holway. 

The Navier-Stokes equations provide structure for all Mach numbers2
4 

and the situation regarding their results is again controversial
25

. For some 
authors these equations provide a poor description even for Mach numbers 
close to one and for others they provide an accurate description in this case2 . 
The explicit s tat ionary Navier-Stokes equations for the case of rigid spheres 
are the following

22
, 

fu*i(s) = T0 + l - u * ( s ) - i £ L (2) 

9 r'(s) = \T0 + 1 (1 - u*{s)f + r 0 ( l - «*(*)) - ^r(s), (3) 

where w*(s) = U(X)/UQ, U{X) is the stationary velocity as a function of the 
position, «o is the velocity at the cold part of the shock, s = x/l where / is 
the "mean free path" as denned by Holian et al.

26

, T(S) = kT(x)/mul is the 
reduced temperature , k the Boltzmann constant, T(x) the temperature, m the 
mass, To = y/d/(5 M ) the reduced temperature at the cold part of the shock 
and the prime denotes the derivative with respect to s. For the rigid sphere 
model / = —\/T(S) and g = — | | ^ / r ( s ) . Equations (2) and (3) provide a 
dynamical system with well known properties, the upstream critical point is an 
unstable node, the downstream critical point is a saddle and there is a unique 
curve joining these two critical points (heteroclinic trajectory). Futhermore, if 
upstream corresponds to s = — oo and downstream to s = oo, then perturbing 
slightly the downstream critical point and performing the integration in the 
negative direction, the solution will go to the upstream critical point. This 
method of approximately obtain the structure for the shock wave problem goes 
back to Gilbarg and Paolucci

2 4
. A numerical analysis of the Navier-Stokes 

dynamical system using Adams method, the Runge-Kut ta method and the 
backward differentiation formula (BDF), is available

27
. The BDF and Adams 

method have also been used to solve the Burnett equations
2 0

'
2 8

. 

The idea of perturbing downstream and integrating towards upstream 
was used by Sherman and Talbot2 9 to numerically solve the stationay Bur­
nett equations, which constitute a first-order autonomous dynamical system 
in four dimensions, for Maxwellian molecules. They found that the solutions 
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developed large oscillations and concluded that there was little merit in the 
Burnett equations. Later on, Foch and Simon30 argued that before these os­
cillations develop the numerical solution is very near upstream and in this 
way they reported solutions up to M = 4 for Maxwellian molecules. The 
situation regarding the local structure for the Burnett equations was con­
sidered by Foch31 and he found that for Maxwellian molecules there exists a 
bifurcation at upstream in which the upstream unstable node changes to a sad­
dle, see also [

32
>

33
]. Similar conclusions regarding the local behavior around 

the critical points for the rigid sphere model have been reported
28

. Simon 
and Foch also brought attention to the work by Montgomery34 regarding the 
existence of an heteroclinic trajectory (but not uniqueness) for the Burnett 
equations. Montgomery's theorem is actually of more general validity and 
can be used to investigate the existence of higher-order equations, for exam­
ple the super-Burnett equations. The above mentioned complications of the 
Burnett equations prompted other authors to investigate other approaches. 
Fiscko and Chapman35 tried a nonstationary code and were able to obtain nu­
merical solutions up to M = 50 for the Burnett and super-Burnett equations 
using different models. They compared the results with experimental data 
and their implementation of the DSMC method. However, apart from the 
fact that their DSMC calculations were at fault, they discovered an anomaly 
of the Burnett equations that consisted in numerical solutions being unsta­
ble for high Mach numbers or when a fine computational mesh was used

36
. 

Another direction that has been explored is the one by Reese33 in which the 
boundary conditions for the stationary Burnett equations are modified, he 
reported results for shock waves in argon up to M = 8. 

In 1992 Salomons and Mareschal6 reported the first Molecular Dynam­
ics (MD) calculations for a dilute gas of rigid spheres and showed that the 
fluxes given by the Burnett equations were in better agreement, with respect 
to the MD calculations, than the Navier-Stokes equations for Mach numbers 
about 100. Shortly after this report Salomons and Mareschal in collabora­
tion with Holian and Patterson26 tested a conjecture due to Holian; they 
found that the conjecture provided a more accurate description for shock 
wave profiles than the Navier-Stokes equations. The dynamical system ob-
tained by Holian et al.

26

 results from taking / = — ̂ u*(s) (TQ + 1 — u*(s)) 
and g = - | | y/u*(s) (r0 + 1 - u*(s)) in Eqs. (2) and (3). Since the eigen­
values of the Jacobian matrix at the critical points are real, for both the 
Navier-Stokes equations and the theory advanced by Holian et al., oscillatory 
solutions are not expected. Dividing Eq. (3) by Eq. (2) it follows that the 
derivative of r with respect to w* is the same for the Navier-Stokes equations 
and the Holian dynamical system; this means that while the shock profiles are 
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different the orbits are the same. So, in the U*-T plane there is no difference 
between the Navier-Stokes and Holian dynamical systems. Recent numerical 
calculations of the orbits for both theories corroborate this fact

20
. 

After the work by Salomons and Mareschal it was a natural step to see 
is one could provide stationary shock wave profiles for high Mach numbers. 
In 1995 Lopez de Haro and Garzo37 reported shock wave profiles for high 
Mach numbers for the linearized Burnett equations in a dense gas of rigid 
spheres and in 1998 profiles for the full Burnett equations for a dilute gas 
of rigid spheres at M = oo were reported

28
. However, for the dilute case it 

was mentioned28 that the calculated orbit did not corresponds to an hetero-
clinic trajectory. Furthemore, the calculated orbit does not corresponds to 
an heteroclinic trajectory for Mach numbers greater than Mc « 2.69 where 
the bifurcation at which the upstream unstable node changes to a saddle ap­
pears. The reason for this is the existence of a limit cycle for M £ [Mc, MCl], 
MCl PS 3.25, and for larger Mach numbers than MCl to the fact that the local 
flow can not be extended to s = — oo. I will refer to the bifurcation at Mc as 
a saddle-node-Hopf bifurcation. For Mach numbers lower than Mc numerical 
evidence suggest that the calculated orbit corresponds to an heteroclinic tra­
jectory, Montgomery's theorem can shown to hold for the Burnett equations2

0 

but the theorem does not give information about the explicit range of Mach 
numbers in which the heteroclinic trajectory exists. I would like to stress 
that althought for M > Mc the calculated orbit does not corresponds to an 
heteroclinic trajectory, this does not mean that the Burnett equations do not 
have structure. In Fig. 2 the projection of the calculated orbit for the Bur­
nett dynamical system in the U*-T plane at M = 2.68 is given, the orbits for 
the Navier-Stokes equations at the same Mach number can also be found. 
Comparisons in other planes at M = 2 are also available

20
. 

In 1982 Bobylev38 showed that for a dilute gas of Maxwellian molecules 
which is at rest, the Burnett equations are unstable in the hydrodynamic 
sense. His result relied on the use of linear stability analysis and it was used 
by Zhong et al.

40

 to explain the anomaly found by Fiscko and Chapman. 
Recently

39
, Bobylev's instability has been considered for rigid spheres and it 

has been argued that it can be interpreted as to give a bound on the Knudsen 
number above which the Burnett equations are not valid. The Chapman-
Enskog expansion is valid for small Knudsen numbers but an explicit range 
has never been given, it would be interesting to see if the anomaly found by 
Fiscko and Chapman can be recast in terms of the Knudsen number. The 
Stanford group

36,4
0 has considered the stabilization of the Burnett equations; 

this has been done by dropping some terms in the Burnett equations or by 
including in them terms that come from the super-Burnett equations. As far 
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Figure 2. Orbits in the U*-T plane at M = 2.68 for rigid spheres. Circles: DSMC; solid 
line: Navier-Stokes; dashed line: Burnett; squares: critical points. 

as I know it is not known if their subset or superset of the Burnett equations is 
also satisfactory in situations different from the shock wave problem. Another 
modification to the Burnett equations due to Woods41 has been used to obtain 
shock wave profiles for Mach numbers up to M — 30, satisfactory results have 
been reported when compared with experimental data for argon

42
. 

To end this section I would like to draw some conclusions, (a) the results 
shown in Fig. 2 show that the Burnett equations provide an improvement 
over the Navier-Stokes equations for small Mach numbers, (b) it is simpler 
and better to compare the underlying dynamical systems instead of only the 
profiles, (c) the orbits of the Navier-Stokes and Holian dynamical systems 
are the same, (d) the calculated orbit and profiles of the Burnett equations 
for strong shocks, M > 100, improve on the Navier-Stokes equations, but 
the results are not conclusive due to the lack of structure for the calculated 
orbit; it would be interesting to know if the Boltzmann equation provides 
structure for such Mach numbers; (e) Bobylev's instability can be interpreted 
as providing a bound for the Mach number above which the Burnett equations 
are not valid, and it would be interesting to see if the anomaly found by Fiscko 
and Chapman can be interpreted in terms of the Knudsen number; (f) the 
modifications of the Burnett equations-provided by the Stanford and Oxford 
groups should be tested for situations different from the shock wave problem. 

4 Final remarks 

The Burnett equations provide a better description than the Navier-Stokes 
equations in some examples; the main problem with them is that the boundary 
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conditions are unknown. 
Moment methods provide another alternative for extending the Navier-

Stokes equations but the closure problem remains an open task to solve. 
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