## HEAT CONDUCTION

## Second Edition

## M. NECATI ÖZISIK

Department of Mechanical and Aerospace Engineering North Carolina State University
Raleigh, North Carolina



A Wiley-Interscience Publication
JOHN WILEY \& SONS, INC.
few York • Chichester
Brisbane
Toronto
Singapore
1.

## This text is printed on acid-free paper.

Copyright (C) 1993 by John Wiley \& Sons, Inc.

## All rights reserved. Published simultaneously in Canada.

Reproduction or translation of any part of this work beyond that permitled by Section 107 or 108 of the 1976 United States Copyright Act without the permission of the copyright owner is unlawful. Requests for permission or further information should be addressed to the Permissions Department, John Wiley \& Sons, Inc., 605 Third Avenue, New York, NY 10158-0012.

## Library of Congress Cataloging in Publication Data:

## Özişik, M. Necati

Heat conduclion / M. Necati Özisik. - 2nd cd.
p. em .
theludes bibliographicul references and index
ISBN 0-47I-53256-8 (cloth : alk. paper)
I. Heat-Conduction. I. Titlc.

QC321.034 1993
621.402'2-dc20

Printed in the United States of America
1098765432



9 Burg 2911.09

## CONTENTS

## Preface

1 Heat Conduction Fundamentals
1-1 The Heat Flux, 1
1-2 The Differential Equation of Heat Conductions, 3
1-3 Heat Conduction Equation in Cartesian, Cylindrical, and Spherical Coordinate Systems, 7
1-4 Heat Conduction Equation in Other Orthogonal
Coordinate Systems, 9
1-5 General Boundary Conditions, 13
1-6 Linear Boundary Conditions, 16
1-7 Transformation of Nonhomogeneous Boundary
Conditions into Homogeneous Ones, 21
1-8 Homogeneous and Nonhomogeneous Problems, 23
1-9 Heat Conduction Equation for Moving Solids, 24
1-10 Heat Conduction Equation for Anisotropic Medium, 25
1-11 Lumped System Formulation, 27
References, 32
Problems, 33
2 The Separation of Variables in the Rectangular Coordinate System
2-1 Basic Concepts in the Separation of Variables, 37
2-2 Generalization to Three-Dimensional Problems, 41
2-3 Separation of the Heat Conduction Equation in the Rectangular Coordinate System, 42
2-4 One-Dimensional Homogeneous Problems in a Finite
Medium ( $0 \leqslant x \leqslant L$ ), 44

2-5 Computation of Eigenvalues, 47
2-6 One-Dimensional Homogeneous Problems in a Semiinfinite Medium, 54
2-7 Flux Formulation, 59
2-8 One-Dimensional Homogeneous Problems in an Infinite Medium, 61
2-9 Multidimensional Homogencous Problems, 64
2-10 Product Solution, 72
2-11 Multidimensional Steady-State Problems with No Heat Generation. 75
2-12 Spliting up of Nonhomogeneous Problems into Simpler Prọblems, 84
2-13 Useful Transformations, 89
2-14 Transient-Temperature Charts, 90
References, 94
Problems, 95
Notes, 97
3 The Separation of Variables in the Cylindrical Coordinate System
3-1 Separation of Heat Conduction Equation in the Cylindrical Coordinate System, 99
3-2 Representation of an Arbitrary Function in the Cylindrical Coordinate System, 104
3-3 Homogeneous Problems in $(r, t)$ Variables, 116
3-4 Homogeneous Problems in $(r, z, t)$ Variables, 126
3-5 Homogeneous Problems in $(r, \phi, t)$ Variables, 131
3-6 Homogeneous Problems in ( $r, \phi, z, t$ ) Variables, 137
3-7 Multidimensional Steady-State Problem with No Heat Generation, 140
3-8 Splitting up of Nonhomogeneous Problems into Simpler Problems, 144
3-9 Transient-Temperature Charts, 147
References, 150
Problems, 150
Note, 152
4 The Separation of Variables in the Spherical Coordinate System
4-1 Separation of the Heat Conduction Equation in the Spherical Coordinate System, 154
4-2 Legendre Functions and Legendre's Associated Functions, 159
4-3 Orthogonality of Legendre Functions, 162
4-4 Representation of an Arbitrary Function in Terms of Legendre Functions, 163
4-5 Problems in $(r, t)$ Variables, 168

4-6 Homogeneous Problems in $(r, \mu, t)$ Variables, 174
4-7 Homogeneous Problems in ( $r, \mu, \phi, r$ ) Variables, 182
4-8 Multidimensional Steady-Siate Problems, 185
4-9 Transient-Temperature Charts, 188
References, 191
Problems, 191
Note, 193
5 The Use of Dulamel's Theorem

5-1 The Statement of Duhamel's Theorem, 195
5-2 Treatment of Discontinuities. 198
5-3 Applications of Duhamel's Theorem, 202
References, 211
Problems, 211
6 The Use of Green's Function
6-1 Green's Function Approach for Solving
Nonhonogeneouy Trunsient Heal Conduction, 214
6-2 Representation of Point, Line, and Surface Heat Sources with Delta Functions, 219
6-3 Determination of Green's Functions, 221
6-4 Applications of Green's Function in the Rectangular Coordinate System, 226
6-5 Applications of Green's Function in the Cylindrical Coordinate System, 234
6-6 Applications of Green's Function in the Spherical Coordinate System, 239
6-7 Product or Green's Functions, 246
References, 251
Problems, 252
7 The Use of Laplace Transiorm
1 Definition of Laplace Transformation, 257
7-2 Properties of Laplace Transform, 259
7-3 The Inversion of Laplace Transform Using the Inversion Tables, 267
7-4 Application of Laplace Transform in the Solution of Time-Dependent Heat Conduction Problems, 272
7-5 Approximations for Small Times, 276
References, 282
Problems, 282
8 One-Dimensional Composite Medium
$\qquad$
都

8-1 Mathematical Formulation of One-Dimensional Transient Heat Conduction in a Composite Medium, 284

Luivitixas
.
..

8-2 Transformation of Nonhomiseneous Boundary Conditions into Homogenecus Ones, 286
8-3 Orthogonal Expansion Teclnique for Solving $M$-Layer Homogeneous Problems, 292
8-4 Determination of Eigenfunctions and Eigenvalues, 298
8-5 Applications of Orthogonal IExpansion Technique, 301
S-6 Cireens Punction Appratach for Solving Nonhomogencous Problems, 309
8-7 Use of Laplace Transform for Solving Semiinfinite and Infinite Medium Problems, 316
References. 321
Problems. 322
9 Approximate Analytic Methods
9-1 Integral Method-Basic Concepts, 325
9-2 Integral Method-Application to Linear Transient Heat Conduction in a Seminnfinfte : Medium, 327
9-3 Integral Method Application to Nonlincar Transient Heat Conduction, 334
9-4 Integral Method-Application to a Finite Region, 339
9-5 Approximate Analytic Metheds of Residuals. 343
9-6 The Galerkin Mechod, 346
9-7 Partial hntegration, 358
9-8 Application to Transient Prohlems, 363
References. 367
Problems, 369
10 Moving Heat Source Problems
10-1 Mathematical Modeling of Moving Heat Source Problems, 373
10-2 Onc-Dimensional Quasi-Statonary Plane Heat Source Problem, 379
10-3 Two-Dimensional Quasi-Stationary Line Heat Source Problem, 383
10-4 Two-Dimensional Quasi-Stationary Ring Heat Source Problem, 385
References. 389
Problems. 390
11 Phase-Change Problems
11-1 Mathematical Formulation of Phase-Change Problems, 394
11-2 Exact Solution of Phase-Change Problems, 400
11-3 Integral Method of Solution of Phase-Change Problems. 412

11-4 Variable-Time-Step Method for Solving Phase-Chang Problems-A Numerical Solution, 416
11.5 Enthalpy Method for Solution of Phase-Change

Problems-A Numerical Solution, 423
References, 430
Problems, 433
Nole. 43.5
12 Finite-Difference Methods
12-1 Classification of Second-Order Partial-Differential Equations. 437
12-2 Finite-Difference Approximation of Derivatives through
Taylor’s Series, 439
12-3 Errors Involved in Numerical Solutions, 445
12-4 Changing the Mesh Size, 447
12-5 Control-Volume Approach, 448
12-6 Fictitious Node Concept for Discretizing Doundary Conditions, 452
12-7 Methods of Solving Simultaneous Algebraic Equations, 453
12-8 One-Dimensional, Steady-State Heat Conduction in Cylindrical and Spherical Symmetry, 459
12-9 Multidimensional Steady-State Ileal Conduction, 466
12-10 One-Dimensional Time-Dependent Heat Conduction, 47
12-11 Multidimensional Time-Dependent Heat Conduction, 483
12-12 Nonlinear Heat Conduction, 490
References, 493
Problems, 495
13 Integral-Transform Technique
13-1 The Use of Integral Transform in the Solution of Heat Conduction Problems, 503
13-2 Applications in the Rectangular Coordinate System, 512
13-3 Applications in the Cylindrical Coordinate System, 528
13-4 Applications in the Spherical Coordinate System, 545
13-5 Applications in the Solution of Steady-State
Problems, 555
References, 559
Problems, 560
Notes, 563
14 Inverse Heat Conduction Problems (IHCP)

14-1 An Overview of IHCP, 572
14-2 Background Statistical Material, 575

14-3 IHCP of Estimating Unknown Surface Heat Flux, 584
14-4 IHCP of Estimating Spatially Varying Thermat
Conductivity and Heat Capacity, 594
14-5 Conjugate Gradient Method with Adjoint Equation for Solving IHCP as a Function Estimation Problem, 601 Re「erences, 610
Problems, 613

15 Heat Conduction in Anisotropic Solids
15-1 Heat Flux for Anisotropic Solids, 618
15-2 Heat Conduction Equation for Anisotropic Solids, 620
15-3 Boundary Conditions, 621
15-4 Thermal-Resistivity Coefficients, 623
15-5 Determination of Principal Conductivities and Principal Axes, 624
15-6 Conductivity Matrix Cor Crystal Systems, 626
15-7 Transformation of Heat Conduction Equation for Orthotropic Medium, 627
15-8 Some Special Cases, 628
15-9 Heat Conduction in an Orthotropic Medium, 631
15-10 Multidimensional Heat Conduction in an Anisotropic Mcdium, 640
References, 649
Problems, 650
Notes, 652

## APPENDIXES

## Appendix I Physical Properties

Table I-1 Physical Properties of Metals, 657
Table 1-2 Physical Properties of Nonmetals, 659
Table I-3 Physical Properties of Insulating
Materials, 660

## Appendix II Roots of Transcendental Equations

## Appendix 111 Error Functions

## Appendix IV Bessel Functions

Table IV-1 Numerical Values of Bessel Functions, 673
Table IV-2 First 10 Roots of $J_{n}(Z)=0,679$
Table IV-3 First Six Roots of $\beta J_{1}(\beta)-c J_{0}(\beta)=0,680$

Table IV-4. First Five Roots of $J_{0}(\beta) Y_{0}(C \beta)-Y_{0}(\beta) J_{0}(C \beta)=0,681$

Appendix $V$ Numerical Values of Legendre Polynomials of the First Kind -
Appendix YII Properties of Delta Functions

Thomas Algorithm

## INDEX

$\qquad$

First Six Roots of (1)

## PREFACE

In preparing the second edition of this book, the changes have been motivated by the desire to make this edition a more application-oriented book than the first one in order to better address the needs of the readers seeking solutions to heat conduction problems without going through the details of various mathematical prools. Therefore, emphasis is placed on the understanding and use of various mathematical techniques needed to develop exact, approximate, and numerical solutions for a broad class of heat conduction problems. Every effort has been made to present the material in a clear, systematic, and readily understandable fashion. The book is intended as a graduate-level textbook for use in engineering schools and a reference book for practicing engineers, scientists and researchers. To achieve such objectives, lengthy mathematical proofs and developments have been omitted, instead examples are used to illustrate the applications of various solution methodologies.
During the twelve years since the publication of the first edition of this book, hanges have occurred in the relative importance of some of the application areas and the solution methodologies of heat conduction problems. For example, in recent years, the area of inverse heat conduction problems (IHCP) associated with the estimation of unknown thermophysical properties of solids, surface heat transfer rates, or encrgy sources within the medium has gained significan importance in many engineering applications. To answer the needs in such emerging application areas, two new chapters are added, one on the theory and application of IHCP and the other on the formulation and solution of moving heat source problems. In addition, the use of enthalpy method in the solution of phase-change problems has been expanded by broadening its scope of applications. Also, the chapters on the use of Duhamel's method, Green's function, and
linite-difference methods have been revised in order to make them applicationoriented. Green's function formalism provides an efficient, straightforward approach for developing exact analytic solutions to a broad class of heat conduction problems in the rectangular, cylindrical, and spherical coordinate systems, provided that appropriate Green's functions are available. Green's functions needed for use in such formal solutions are constructed by utilizing the tabulated eigenfunctions, eigenvalues and the normalization integrals presented in the tables in Chapters 2 and 3 .

Chapter I reviews the pertinent background material related to the heat conduction equation, boundary conditions, and important system parameters. Chapters 2,3, and 4 are devoted to the solution of time-dependent homogeneous heat conduction problems in the rectangular, cylindricai, and spherical coordinates, respectively, by the application of the classical method of separation of variables and orthogonal expansion technique. The resulting eigenfunctions, eigenconditions, and the normalization integrals are systematically tabulated for various combinations of the boundary conditions in Tables 2-2, 2-3,3-1,3-2, and 3-3. The results from such tables are used to construct the Green functions needed in solutions utilizing Green's function formalism.

Chapters 5 and 6 are devoted to the use of Duhamel's method and Green's function, respectively. Chapter 7 presents the use or Laplace transform technique in the solution of one-dimensional transient heat conduction problems.

Chapter 8 is devoted to the solution of one-dimensional, time-dependent heat conduction probiems in parallel layers of slabs and concentric cylinders and spheres. A generalized orthogonal expansion technique is used to solve the homogeneous problems, and Green's function approach is used to generalize the analysis to the solution of problems involving energy generation.

Chapter 9 presents approximate analytical methods of solving heat conduction problems by the integral and Galerkin methods. The accuracy of approximate results are illustrated by comparing with the exact solutions. Chapter 10 is devoted to the formulation and the solution of moving heat source problems, while Chapter 11 is concerned with the exact, approximate, and numerical methods of solution of phase-change problems.

Chapter 12 presents the use of finite difference methods for solving the steadystate and time-dependent heat conduction probiems. Chapter 13 introduces the use of integral transform technique in the solution of general time-dependent heat conduction equations. The application of this technique for the solution of heat conduction problems in rectangular, cylindrical, and spherical coordinates requires no additional background, since all basic relationships needed for constructing the integral transform pairs have already been developed and systematically tabulated in Chapters 2 to 4 . Chapter 14 presents the formulation and methods of solution of inverse heat conduction problems and some background information on statistical material needed in the inverse analysis. Finally, Chapter 15 presents the analysis of heat conduction in anisotropic solids. A host of useful information, such as the roots of
transcendental equations, some propirties of Bessel functions, and the numerical values of Bessel functions and Legendre polynomials are included in Appendixes IV and $V$ for ready reference.

I would like to express my thanks to Professors J. P. Bardon and Y. Jarny of University of Nantes, France, J. V. Beck or Michigan State University, and Woo Seung Kim of Hanyang University, Korea, for valuable discussions and suggestions in the preparation of the second edition.

Raleigh, North Carolima
December 1992


HEAT CONDUCTION

## HEAT CONDUCTION FUNDAMENTALS

The energy given up by the constituent particles such as atoms, molecules, or free electrons of the hotter regions of a body to those in cooler regions is called heat. Conduction is the mode of heat transfer in which energy exchange takes place in solids or in fluids in rest (i.e., no convective motion resulting from the displacement of the macroscopic portion of the medium) from the region of high temperature to the region of low temperature due to the presence of temperature gradient in the body. The-heat-flow-cannot-be-measured directly, but the concept has physical meaning because it is related to the measurable scalar quantity called temperature. Therefore, once the temperature distribution $T(r, t)$ within a body is determined as a function of position and time, then the heat flow in the body is readily computed from the laws relating heat flow to the temperature gradient. The science of heat conduction is principally concerned with the determination of temperature distribution within solids. In this chapter we present the basic laws relating the heat flow to the temperature gradient in the medium, the differential equation of heat conduction governing the temperature distribution in solids, the boundary conditions appropriate for the analysis of heat conduction problems, the rules of coordinate transformation needed to write the heat conduction equation in different orthogonal coordinate systems, and a general discussion of various methods of solution of the heat conduction equation.

## 1-1 THE HEAT FLUX

The basic law that gives the relationship between the heat flow and the temperature gradient, based on experimental observations, is generally named after the

French-mathematical-physicist-Joseph-Fourier [1], who used it in his analytic theory of heat. For a homogeneous, isotropic solid (i.e., material in which thermal conductivity is independent of direction) the Fourier law is given in the form

$$
\begin{equation*}
\mathrm{q}(\mathrm{r}, t)=-k \nabla T(\mathrm{r}, t) \quad \mathrm{W} / \mathrm{m}^{2} \tag{1-1}
\end{equation*}
$$

.... where-the-temperature gradient is a vector normal to the isothermal surface, the heat flux vector $q(r, t)$ represents heat flow per unit time, per unit area of the isothermal surface in the direction of the decreasing temperature, and $k$ is called the thermol conducrisity of the material which is a positive, scalar quantity Since the heat flux vector $q(r, t)$ points in the direction of decreasing temperature, the minus sign is included in equation (1-1) to make the heat flow a positive quantity. When the heat flux is in $\mathrm{W} / \mathrm{m}^{2}$ and the temperature gradient in ${ }^{\circ} \mathrm{C} / \mathrm{m}$, the thermal conductivity $k$ has units $\mathrm{W} /\left(\mathrm{m} \cdot{ }^{\prime} \mathrm{C}\right)$. In the rectangular coordinate system, for example, equation (1-1) is written as

$$
\begin{equation*}
\mathbf{g}(x, \dot{y}, z, t)=-\hat{\mathbf{\imath}} k \frac{\partial T}{\partial x}-\hat{\mathbf{j}} k \frac{\partial T}{\partial y}-\hat{\mathbf{k}} k \frac{\partial T}{\partial z} \tag{1-2}
\end{equation*}
$$

where $\hat{i}, \hat{j}$, and $\hat{k}$ are the unil direction vectors along the $x, y$ and $z$ directions, respectively. Thus, the three components of the heat flux vector in the $x, y$, and $z$ directions are given, respectively, by

$$
q_{x}=-k \frac{\partial T}{\partial x}, \quad q_{y}=-k \frac{\partial T}{\partial y}, \quad \text { and } \quad q_{z}=-k \frac{\partial T}{\partial z} \quad(\{-3 a, b, c)
$$

Clearly, the heat flow rate for a given temperature gradient is directly proportional to the thermal conductivity $k$ of the material. Therefore, in the analysis of heat conduction, the thermal conductivity of the material is an important property, which controls the rate of heat flow in the medium. There is a wide difference in the thermal conductivities of various engineering materials. The highest value is given by pure metals and the lowest value by gases and vapors; the amorphous insulating materials and inorganic liquids haye thermal conductivities that lie in between. To give some idea of the order of magnitude of thermat conductivity for various materials, Fig. 1-I illustrates the typical ranges. Thermal conductivity also varies with temperature. For most pure metals it decreases with temperature, whereas for gases it increases with increasing temperature. For most insulating materials it increases with increasing temperatures. Figure 1-2 illustrates the effect of temperature on thermal conductivity of materials. At very low temperature approaching absolute zero, thermal conductivity first increases rapidly and then exhibits a sharp descent as shown in Fig. 1-3. A comprehensive compilation of thermal conductivities of materials may be found in references 2-4.


Fig. 1-1 Typical range of thermal conductivity of various materials.

We present in Appendix I the thermal conductivity of typical engineering materials together with the specific heat $C_{p}$, density $\rho$, and the thermal diffusivity $\alpha$.

## 1-2 THE DIFFERENTIAL EQUATION OF HEAT CONDUCTION

We now derive the differential equation of heat conduction for a stationary, homogeneous, isotropic solid with heat generation within the body. Heat generation may be due to nuclear, eleetrical, chemical, ${ }^{3}$-ray, or other sources that may be a function of time and/or position. The heat generation rate in the medium, generally specified as heat generation per unit time, per unit volume, is denoted by the symbol $g(r, t)$, and if SI units are used, is given in the units $\mathrm{W} / \mathrm{m}^{3}$.

We consider the energy-balance equation for a small control volume $V$, illustrated in Fig. 1-4. stated as
$\left[\begin{array}{c}\text { Rate of heat entering through } \\ \text { the bounding surfaces of } V\end{array}\right]+\left[\begin{array}{c}\text { rate of energy } \\ \text { generation in } V\end{array}\right]=\left[\begin{array}{c}\text { rate of storage } \\ \text { of energy in } V\end{array}\right]$
$4 \cdot$ HEAT CONDUCTION FUNDAMENTALS


Fig. 1-2 Effect of temperature on thermal conductivity of materials.

Various terms in this equation are evaluated as

$$
\left[\begin{array}{c}
\text { Rate of heat entering through }  \tag{1-5a}\\
\text { the bounding surfaces of } V
\end{array}\right]=-\int_{A} \mathbf{q} \cdot \hat{n} d A=-\int_{V} \nabla \cdot \mathbf{q} d v
$$

where $A$ is the surface area of the volume element $V, \hat{n}$ is the outward-drawn normal unit vector to the surface element $d A, \mathrm{q}$ is the heat flux vector at $d A$; here, the minus sign is included to ensure that the heat flow is into the volume element $V$, and the divergence theorem is used to convert the surface integral to volume integral. The remaining two terms are evaluated as


Fig. 1-3 Thermal conductivity of metals at low temperatures. (From Powell et al. [2])

$$
\begin{equation*}
\text { (Rate-ofenergy-generationin } V)=\int_{V} y(\mathrm{r}, t) d v \tag{1-5c}
\end{equation*}
$$

(Rate of energy storage in $V$ ) $=\int_{V} \rho C_{p} \frac{\partial T(\mathbf{r}, t)}{\partial t} d v$

| Table 1-1 | Effect of Thermal Diffusivity on the Rate of | Heat Propagation |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :--- |
| Material | Silver | Copper | Steel | Glass | Cork |
| $\alpha \times 10^{6} \mathrm{~m}^{2} / \mathrm{s}$ | 170 | 103 | 12.9 | 0.59 | 0.155 |
| Time | 9.5 min | 16.5 min | 2.2 h | 2.00 days | 7.7 days. |

For a medium with constant thermal conductivity and no heat generation, equations (1-9) become the diffusion or the Fourier equation

$$
\begin{equation*}
\nabla^{2} T(\mathbf{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathbf{r}, t)}{\partial t} \tag{1-10}
\end{equation*}
$$

Here, the thermal diffusivity $\alpha$ is the property of the medium and has a dimension of length ${ }^{2} /$ time, which may be given in the units $\mathrm{m}^{2} / \mathrm{h}$ or $\mathrm{m}^{2} / \mathrm{s}$. The physical significance of thermal diffusivity is associated with the speed of propagation of heat into the solid during changes of temperature with time. The higher the thermal diflusivity, the laster is the propagation of heat in the medium. This statement is better understood by referring to the following specific heat conducion problem: Consider a semiinfinite medium, $x \geqslant 0$, initially at a uniform temperature. $T_{0}$. For times $t>0$, the boundary surface at $x=0$ is kept at zero temperature. Clearly, the temperature in the body will vary with position and time. Suppose we are interested in the time required for the temperature to decrease from its initial value $T_{0}$ to half of this value, $\frac{1}{2} T_{0}$, at a position, say, 30 cm from the boundary surface. Table 1-1 gives the time required for several different materials. It is apparent from these results that the larger the thermal diffusivity, the shorter is the time required for the applied heat to penetrate into the depth of the solid.

## 1-3 HEAT CONDUCTION EQUATION IN CARTESIAN,

 CYLINDRICAL, AND SPHERICAL COORDINATE SYSTEMSThe first step in the analytic solution of a heat conduction problem for a given region is to choose an orthogonal coordinate system such that its coordinate surfaces coincide with the boundary surfaces of the region. For example, the rectangular coordinate system is used for rectangular bodies, the cylindrical and the spherical coordinate systems are used for bodies having shapes such as cylinder and sphere, respectively, and so on. Here we present the heat conduction equation for an homogeneous, isotropic solid in the rectangular, cylindrical, and spherical coordinate systems.

Equations (1-8) and (1-9) in the rectangular coordinate system $(x, y, z)$, respectively, become

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(k \frac{\partial T}{\partial x}\right)+\frac{\partial}{\partial y}\left(k \frac{\partial T}{\partial y}\right)+\frac{\partial}{\partial z}\left(k \frac{\partial T}{\partial z}\right)+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{1-11a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{1-11b}
\end{equation*}
$$

Figure. 1-5a, $b$ show the coordinate axes for the cylindrical $(r, \phi, z)$ and the spherical ( $r, \phi, \theta$ ) coordinate systems. In the cylindrical coordinate system equations (1-8) and (1-9), respectively, become


(a)

(b)

Fig. 1-5 (a) Cylindrical coordinate system ( $r, \phi, z$ ); (b) Spherical coordinate system $(r, \phi, 0)$.
and in the spherical coordinate system they take the form

$$
\begin{align*}
& \frac{1}{r^{2}} \frac{\partial}{\partial r}\left(k r^{2} \frac{\partial T}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(k \sin \theta \frac{\partial T}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial}{\partial \phi}\left(k \frac{\partial T}{\partial \phi}\right)+g=\rho C_{p} \frac{\partial T}{\partial t}  \tag{1-13a}\\
& \frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial T}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial T}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{1}{k} g=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad(1-13 \mathrm{~b}
\end{align*}
$$

## 1-4 HEAT CONDUCTION EQUATION 1N OTHER ORTHOGONAL COORDINATE SYSTEMS

In this book we shall be concerned particularly with the solution of heat conduction problems in the rectangular, cylindrical, and spherical coordinate systems; therefore, equations needed for such purposes are immediately obtained from equations (1-11)-(1-13) given above. The heat conduction equations in other orthogonal curvilinear coordinate systems (i.e., a coordinate system in which the coordinate lines intersect each other at right angles) are readily obtained by the coordinate transformation. Here we present a brief discussion of the transformation of the heat conduction equation into a general orthogonal curvilinear coordinate system. The reader is referred to references 5-7 for further details.
Let $u_{1}, u_{2}$, and $u_{3}$ be the three space coordinates, and $\hat{\mathbf{u}}_{1}, \hat{\mathrm{u}}_{2}$, and $\hat{\mathrm{u}}_{3}$ be we wnit direction vectors in the $u_{1}, u_{2}$, and $u_{3}$ directions in a general orthogonal curvilinear coordinate system shown in Fig. 1-6. A differential length $d S$ in the rectangular coordinate system $(x, y, z)$ is given by

$$
\begin{equation*}
(d S)^{2}=(d x)^{2}+(d y)^{2}+(d z)^{2} \tag{1-14}
\end{equation*}
$$



Fig. 1-6 A differential length $d s$ in a curvilinear coordinate system $\left(u_{1}, u_{2}, u_{3}\right)$.

Let the functional relationship between orthogonal curvilinear coordinate ( $u_{1}, u_{2}, u_{3}$ ) and the rectangular coordinates $(x, y, z)$ be given as

$$
\begin{equation*}
x=X\left(u_{1}, u_{2}, u_{3}\right), \quad y=Y\left(u_{1}, u_{2}, u_{3}\right) \quad \text { and } \quad z=Z\left(u_{1}, u_{2}, u_{3}\right) \tag{1-15}
\end{equation*}
$$

Then, the differential lengths $d x, d y$, and $d z$ are obtained from equations (1-15) by differentiation

$$
\begin{align*}
& d x=\sum_{i=1}^{3} \frac{\partial X}{\partial u_{i}} d u_{i}  \tag{1-16a}\\
& d y=\sum_{i=1}^{3} \frac{\partial Y}{\partial u_{i}} d u_{i}  \tag{1-16b}\\
& d z=\sum_{i=1}^{3} \frac{\partial Z}{\partial u_{i}} d u_{i} \tag{1-16c}
\end{align*}
$$

Substituting equations ( $1-16$ ) into equation (1-14), and noting that the dot products must be zero when $u_{1}, u_{2}$, and $u_{3}$ are mutually orthogonal yields the following expression for the differential length $d S$ in the orthogonal curvilinear coordinate system $u_{1}, u_{2}, u_{3}$

$$
\begin{equation*}
(d S)^{2}=a_{1}^{2}\left(d u_{1}\right)^{2}+a_{2}^{2}\left(d u_{2}\right)^{2}+a_{3}^{2}\left(d u_{3}\right)^{2} \tag{1-17}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i}^{2}=\left(\frac{\partial x}{\partial u_{i}}\right)^{2}+\left(\frac{\partial y}{\partial u_{i}}\right)^{2}+\left(\frac{\partial z}{\partial u_{i}}\right)^{2}, \quad i=1,2,3 \tag{1-18}
\end{equation*}
$$

Here, the coefficients $a_{1}, a_{2}$, and $a_{3}$ are called the scale factors; which may be constants or functions of the coordinates. Thus, when the functional relationship between the rectangular and the orthogonal curvilinear system is available [i.e., as in equation (1-15)], then the scale factors $a_{i}$ are evaluated by equation (1-18)

Once the scale factors are known, the gradient of temperature in the orthogonal curvilinear coordinate system $\left(u_{1}, u_{2}, u_{3}\right)$ is given by

$$
\begin{equation*}
\nabla T=\hat{\mathbf{u}}_{1} \frac{1}{a_{1}} \frac{\partial T}{\partial u_{1}}+\hat{\mathbf{t}}_{2} \frac{1}{a_{2}} \frac{\partial T}{\imath t_{2}}+\hat{\mathbf{t}}_{3} \frac{1}{a_{3}} \frac{\partial T}{\partial u_{3}} \tag{1-19}
\end{equation*}
$$

The expression delining the heat flux vector quecomes

$$
\begin{equation*}
\mathbf{q}=-k \nabla T=-k \sum_{i=1}^{3} \hat{\mathbf{u}}_{i} \frac{1}{a_{i}} \frac{\partial T}{\partial u_{i}} \tag{1-20}
\end{equation*}
$$

and the three components of the heat flux vector along the $\dot{u}_{1}, u_{2}$, and $u_{3}$
coordinates are given by

$$
\begin{equation*}
q_{i}=-k \frac{1}{a_{i}} \frac{\partial T}{\partial u_{i}}, \quad i=1,2,3 \tag{1-2i}
\end{equation*}
$$

The divergence of the heat flux vector $q$ in the orthogonal curvilinear coordinate system ( $u_{1}, u_{2}, u_{3}$ ) is given by

$$
\begin{equation*}
\nabla \cdot q=\frac{1}{a}\left[\frac{\partial}{\partial u_{1}}\left(\frac{a}{a_{1}} q_{1}\right)+\frac{\partial}{\partial u_{2}}\left(\frac{a}{a_{2}} q_{2}\right)+\frac{\partial}{\partial u_{3}}\left(\frac{a}{a_{3}} g_{3}\right)\right] \tag{1-22a}
\end{equation*}
$$

where

$$
\begin{equation*}
a=a_{1} a_{2} a_{3} \tag{1-22b}
\end{equation*}
$$

The differential equation of heat conduction in a general orthogonal curvilinear coordinate system is now obtained by substituting the results given by equations (1-21) and (1-22) into equation (1-7)

$$
\begin{equation*}
\frac{1}{a}\left[\frac{\partial}{\partial u_{1}}\left(k \frac{a}{a_{1}^{2}} \frac{\partial T}{\partial u_{1}}\right)+\frac{\partial}{\partial u_{2}}\left(k \frac{a}{a_{2}^{2}} \frac{\partial T}{\partial u_{2}}\right)+\frac{\partial}{\partial u_{3}}\left(k \frac{a}{a_{3}^{2}} \frac{\partial T}{\partial u_{3}}\right)\right]+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{1-23}
\end{equation*}
$$

The heat conduction equations in the cylindrical and spherical coordinates given previously by equations ( $1-12$ ) and (1-13) are readily obtainable as special cases from the general equation (1-23) if the appropriate values of the scale factors are introduced.

## Length, Area, and Volume Relations

In the analysis of heat conduction problems integrations are generally required over a length, an area, or a volume. If such an operation is to be performed in an orthogonal curvilinear coordinate system, expressions are needed for a differential length $d l$, a differential area $d A$, and a differential volume $d V$. These relations are determined as now described.

In the case of rectangular coordinate system, a differential volume element $d V$ is given by

$$
\begin{equation*}
d y^{\prime}=d x d y d z \tag{1-24a}
\end{equation*}
$$

and the differential areas $d A_{x}, d A_{y}$, and $d A_{x}$ cut from the planes $x=$ constant, $y^{\prime}=$ constant, and $z=$ constant are given, respectively, by

$$
\begin{equation*}
d A_{x}=d y d z, \quad d A_{y}=d x d z, \quad \text { and } \quad d A_{z}=d x d y \tag{1-24b}
\end{equation*}
$$

In the case of an orthogonal curvilinear coordinate system, the elementary lengths $d l_{1}, d l_{2}$, and $d l_{3}$ along the three coordinate axes $u_{1}, u_{2}$, and $u_{3}$ are given,
respectively, by

$$
\begin{equation*}
d l_{1}=a_{1} d u_{1}, \quad d l_{2}=a_{2} d u_{2}, \quad \text { and } \quad d l_{3}=a_{3} d u_{3} \tag{1-25a}
\end{equation*}
$$

Then, an elementary volume element $d V$ is expressed as

$$
\begin{equation*}
d V=a_{1} a_{2} a_{3} d u_{1} d u_{2} d u_{3}=a d u_{1} d u_{2} d u_{3}, \quad \text { where } \quad a \equiv a_{1} a_{2} a_{3} \tag{1-25b}
\end{equation*}
$$

The differential areas $d A_{1}, d A_{2}$, and $d A_{3}$ cut from the planes $u_{1}=$ constant, $u_{2}=$ constant, and $u_{3}=$ constant are given, respectively, by

$$
\begin{align*}
& d A_{1}=d l_{2} d l_{3}=a_{2} a_{3} d u_{2} d u_{3}, \quad d A_{2}=d l_{1} d l_{3}=a_{1} a_{3} d u_{1} d u_{3} \\
& d A_{3}=d l_{1} d l_{2}=a_{1} a_{2} d u_{1} d u_{2} \tag{1-25c}
\end{align*}
$$

## Example 1-1

Determine the scale factors for the cylindrical coordinate system $(r, \phi, z)$ and write the expressions for the heat flux components.
Solution. The functional relationships between the coordinates $(r, \phi, z)$ and the rectangular coordinates $(x, y, z)$ are given by

Let

$$
\begin{equation*}
x=r \cos \phi, \quad y=r \sin \phi, \quad z=z \tag{1-26}
\end{equation*}
$$

$$
u_{1} \equiv r, \quad u_{2}=\phi, \quad \text { and } \quad u_{3} \equiv z
$$

The scale factors $a_{1} \equiv a_{r}, a_{2} \equiv a_{\phi}$, and $a_{3} \equiv a_{z}$ for the $(r, \phi, z)$ coordinate system are determined by equation (1-18) as

$$
\begin{aligned}
& a_{1}^{2} \equiv a_{r}^{2}=\left(\frac{\partial x}{\partial r}\right)^{2}+\left(\frac{\partial y}{\partial r}\right)^{2}+\left(\frac{\partial z}{\partial r}\right)^{2}=\cos ^{2} \phi+\sin ^{2} \phi+0=1 \\
& a_{2}^{2} \equiv a_{\phi}^{2}=\left(\frac{\partial x}{\partial \phi}\right)^{2}+\left(\frac{\partial y}{\partial \phi}\right)^{2}+\left(\frac{\partial z}{\partial \phi}\right)^{2}=(-r \sin \phi)^{2}+(r \cos \phi)^{2}+0=r^{2} \\
& a_{3}^{2} \equiv a_{2}^{2}=\left(\frac{\partial x}{\partial z}\right)^{2}+\left(\frac{\partial y}{\partial z}\right)^{2}+\left(\frac{\partial z}{\partial z}\right)^{2}=0+0+1=1
\end{aligned}
$$

Hence the scale factors for the cylindrical coordinate system become

$$
\begin{equation*}
a_{r}=1, \quad a_{\phi}=r, \quad a_{z}=1, \quad \text { and } \quad a=r \tag{1-27a}
\end{equation*}
$$

and the three components of the heat flux are given as

$$
\begin{equation*}
q_{r}=-k \frac{\partial T}{\partial r}, \quad q_{\phi}=-\frac{k}{r} \frac{\partial T}{\partial \phi}, \quad \text { and } \quad q_{z}=-k \frac{\partial T}{\partial z} \tag{1-27b}
\end{equation*}
$$

## Example 1-2

Determine the scale factors for the spherical coordinate system $(r, \phi, \theta)$.
Solution. The functional relationships between the coordinates $(r, \phi, \theta)$ and the rectangular coordinates $(x, y, z)$ are given by

$$
x=r \sin \theta \cos \phi, \quad y=r \sin \theta \sin \phi, \quad z=r \cos \theta
$$

Let

$$
u_{1} \equiv r, \quad u_{2} \equiv \phi, \quad \text { and } \quad u_{3}=0
$$

Then, by utilizing equation (1-18), the scale factors $a_{1} \equiv a_{r}, a_{2} \equiv a_{\phi}$, and $a_{3} \equiv a_{0}$ are determined as

$$
\begin{aligned}
& a_{1}^{2} \equiv a_{r}^{2}=(\sin \theta \cos \phi)^{2}+(\sin \theta \sin \phi)^{2}+(\cos \theta)^{2}=1 \\
& a_{2}^{2} \equiv a_{\phi}^{2}=r^{2} \sin ^{2} \theta \sin ^{2} \phi+r^{2} \sin ^{2} \theta \cos ^{2} \phi+0=r^{2} \sin ^{2} \theta \\
& a_{3}^{2} \equiv a_{\theta}^{2}=r^{2} \cos ^{2} \theta \cos ^{2} \phi+r^{2} \cos ^{2} \theta \sin ^{2} \phi+r^{2} \sin ^{2} \phi=r^{2}
\end{aligned}
$$

Hence the scale factors become

$$
\begin{equation*}
a_{r}=1, \quad a_{\phi}=r \sin \theta, \quad a_{g}=r, \ldots \text { and } \quad a=r^{2} \sin \theta \tag{1-29}
\end{equation*}
$$

## 1-5 GENERAL BOUNDARY CONDITIONS

The differential equation of heat conduction will have numerous solutions unless a set of boundary conditions and an initial condition (for the time-dependent problem) are prescribed. The initial condition specifies the temperature distribution in the medium at the origin of the time coordinate (that is, $t=0$ ), and the boundary conditions specify the temperature or the heat llow at the boundaries of the region. For example, at a given boundary surface, the temperature distribution may be prescribed, or the heat llux distribution may be prescribed, or there may be heat exchange by convection and/or radiation with an environment at a prescribed temperature. The boundary condition can be derived by writing an energy balance equation at the surface of the solid.

We consider a surface element having an outward-drawn unit normal vectoi $\hat{n}$, subjected to convection, radiation, and external heat supply as illustrated in Fig. 1-7. The physical significance of various heat fluxes shown in this figure is as follows.

The quantity $q_{\text {sup }}$ represents energy supplied to the stirfiace, in $W / m^{2}$, from an external source.

The quantity $q_{\text {conv }}$ represents heal loss from the surface al temperature $T$ by convection with a heat transfer coefficient $h$ into an external ambient at a temperature $T_{x}$, and is given by

$$
\begin{equation*}
q_{\mathrm{conv}}=h\left(T-T_{x}\right), \quad \mathrm{W} / \mathrm{m}^{2} \tag{1=30a}
\end{equation*}
$$




Here the heat transfer coeflicient $h$ varies with the type offlow (laminar, turbulent, etc.), the geometry of the body and flow passage area, the physical properties of the fluid, the average temperature, and many others. There is a wide difference in the range of values of the heat transfer coefficient for various applications. Table 1-2 lists the typical values of $h$, in $W / \mathrm{m}^{20} \mathrm{C}$, encountered in some applications.

The quantity qrad $^{\text {represents herte-ioss from the surfice-by-radiation-into- in }}$ ambient at an effective temperature $T_{r}$, and is given by

$$
\begin{equation*}
q_{\mathrm{rad}}=\epsilon \sigma\left(T^{4}-T_{r}^{4}\right) \quad \mathrm{W} / \mathrm{m}^{2} \tag{1-30b}
\end{equation*}
$$

where $\epsilon$ is the emissivity of the surface and $\sigma$ is the Stefan-Bolizmann constant, that is, $\sigma \equiv 5.6697 \times 10^{-8} \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{~K}^{4}\right)$.
The quantity $q_{n}$ represents the component of the conduction heat flux vector normal to the surface element and is

$$
\begin{equation*}
q_{n}=\mathbf{4} \cdot \hat{\mathbf{n}}=-k \nabla T \hat{\mathbf{n}} \tag{1-31a}
\end{equation*}
$$

For the Cartesian coordinates we have

$$
\begin{align*}
\nabla T & =\hat{\mathbf{\imath}} \frac{\partial T}{\partial x}+\hat{\mathbf{j}} \frac{\partial T}{\partial y}+\hat{\mathbf{k}} \frac{\partial T}{\partial z}  \tag{1-31b}\\
\hat{\mathbf{n}} & =\hat{\mathbf{i}} l_{x}+\hat{\mathrm{j}} l_{y}+\hat{\mathbf{k}} l_{z} \tag{1-31c}
\end{align*}
$$

Introducing equations ( $1-31 \mathrm{~b}, \mathrm{c}$ ) into (1-31a), the normal component of the heat flux vector at the surface becomes

$$
\begin{equation*}
q_{n}=-k\left(l_{x} \frac{\partial T}{\partial x}+l_{y} \frac{\partial T}{\partial y}+I_{z} \frac{\partial T}{\partial z}\right)=-k \frac{\partial T}{\partial n} \tag{1-32}
\end{equation*}
$$

where $l_{x}, l_{y}$, and $I_{z}$ are the direction cosines (i.e., cosine of the angles) of the unit normal vector $\hat{n}$ with the $x, y$, and $z$ coordinate axes, respectively. Similar expressions can be developed for the cylindrical and spherical coordinate systems.

To develop the boundary condition, we consider the energy balance at the surface as
Heat supply = heat loss
or

$$
q_{n}+q_{\mathrm{sup}}=q_{\mathrm{cony}}+q_{\mathrm{rad}}
$$

Introducing the expressions (1-30a,b) and (1-32) into (1-33), the boundary condition becomes

$$
\begin{equation*}
-k \frac{\partial T}{\partial n}+q_{\mathrm{sup}}=h\left(T-T_{\infty}\right)+\epsilon \sigma\left(T^{4}-\Upsilon_{r}^{4}\right) \tag{1-34a}
\end{equation*}
$$

which can be rearranged as

$$
\begin{equation*}
k \frac{\partial T}{\partial n}+h T+\epsilon \sigma T^{4}=h T_{\infty}+q_{\text {sup }}+\epsilon \sigma T_{r}^{4} \tag{1-34b}
\end{equation*}
$$

where all the quantities on the right-hand side of equation (1-34b) are known and the surface temperature $T$ is unknown.

The general boundary condition given by equations (I-34) is nonlincar because it contains the fourth power of the unknown surface temperature $T^{4}$. In addition, the absolute temperatures need to be considered when radiation is involved. If $\left(\left|T-T_{r}\right|\right) / T_{r} \ll 1$, the radiation term can be linearized and equation (1-34a) takes the form

$$
\begin{equation*}
-k \frac{\partial T}{\partial n}+q_{\text {sup }}=h\left(T-T_{\infty}\right)+h_{r}\left(T-T_{r}\right) \tag{1-35a}
\end{equation*}
$$

where the heat transfer coefficient for radiation is defined as

$$
\begin{equation*}
h_{r} \equiv 4 \epsilon \sigma T_{r}^{3} \tag{1-35b}
\end{equation*}
$$

## 1-6 LINEAR BOUNDARY CONDITIONS

In this book, for the analytic solution of linear heat conduction problems, we shall consider the following three different types of linear boundary conditions.

1. Boundary Condition of the First Kind. This is the situation when the temperature distribution is prescribed at the boundary surface, that is

$$
\begin{equation*}
T=f(\mathbf{r}, t) \quad \text { on } \quad S \tag{i-36a}
\end{equation*}
$$

where the prescribed surface temperature $f(r, t)$ is, in general, a function of position and time. The special case

$$
\begin{equation*}
T=0 \quad \text { on } \quad S \tag{1-36b}
\end{equation*}
$$

is called the homogeneous boundary condition of the first kind.
2. Boundary Comdition of the Secomd Kind. This is the situation in which the heat llux is prescribed at the surface, that is

$$
\begin{equation*}
k \frac{\partial T}{\partial n}=f(r, t) \quad \text { on } \quad S \tag{1-37a}
\end{equation*}
$$

where $\partial T / \partial n$ is the derivative along the outward drawn normal to the surface.

Here $f(\mathrm{r}, t)$ is the prescribed heat flux, $\mathrm{W} / \mathrm{m}^{2}$. The special case

$$
\begin{equation*}
\frac{\partial T}{\partial n}=0 \quad \text { on } \quad S \tag{1-37b}
\end{equation*}
$$

is called the homogeneous boundary condition of the second kind.
3. Boundary Condition of the Third Kind. This is the convection boundary condition which is readily obtaincd from equation (1-35a) by setting the radiation term and the heat supply equal to zero, that is

$$
\begin{equation*}
k \frac{\partial T}{\partial n}+h T=h T_{\infty}(r, t) \quad \text { on } \quad S \tag{1-38a}
\end{equation*}
$$

where, for generality, the ambient temperature $T_{x}(r, t)$ is assumed to be a function of position and time. The special case

$$
\begin{equation*}
k \frac{\partial T}{\partial n}+h T=0 \quad \text { on } \quad S \tag{1-38b}
\end{equation*}
$$

is called the homogeneous boundary condition of the third kind. It represents convection into a medium at zero temperaturc. Clearly, the boundary conditions of the first and second kind are obtainable from the boundary condition of the third as special cases if $k$ and $h$ are treated as coeflicients. For example, by setting $k=0$ and $T_{x}(r, t) \equiv f(\mathbf{r}, t)$, equation (1-38a) reduces to equation (1-36a). Similarly, by setting $h T_{x}(r, t) \equiv f(r, t)$ and then letting $h=0$ on the left-hand side, equation (1-38a) reduces to equation (1-37a).
4. Interface Boundary Condition. When two materials having diferent thermal conductivities $k_{1}$ and $k_{2}$ are in imperfect contact and have a common boundary as illustrated in Fig. 1-8, the temperature profile through the solids experiences a sudden drop across the interface between the two materials. The physical significance of this temperature drop is envisioned better if we consider an enlarged ' view of the interface as shown in this ligure and note that actual metal-to-metal contact takes place at a limited number of spots and the void between them is filled with air, which is the surrounding fuid. As thermal conductivity of air is much smaller than that of metal, a steep temperature drop occurs across the gap. To develop the boundary condition for such an interface, we write the energy batance as

$$
\binom{\text { Heat conduction }}{\text { thru solid } 1}=\binom{\text { heat trans[er }}{\text { across the gap }}=\binom{\text { heat conduction }}{\text { thru. solid } 2}
$$

$$
-\left.k_{1} \frac{\partial T_{1}}{\partial x}\right|_{i}=h_{\mathrm{c}}\left(T_{1}-T_{2}\right)_{\mathrm{i}}=-\left.k_{2} \frac{\partial T_{2}}{\partial x}\right|_{1}
$$

$$
\begin{array}{lll}
T_{1}=T_{2} & \text { at } & S_{i} \\
-k_{1} \frac{\partial T_{1}}{\partial x}=-k_{2} \frac{\partial T_{2}}{\partial x} & \text { at } & S_{i}
\end{array}
$$

where equation (1-40a) is the continuity of temperature, and equation (1-40b) is the continuity of heat Iux at the interface
The experimentally determined values of contact conductance for typical materials in contact can be found in references 8-10. The surface roughness, the interface pressure and temperature, thermal conductivities of the contacting metal and the type of חuid in the gap are the principal factors that affect contact conductance
To illustrate the effects of various parameters such as the surface roughness, the interface temperature, the interface pressure, and the type of material, we present in Fig. 1-9a,b the interface thermal contact conductance $h$ for stainless steel-to-stainless steel and aluminum-to-aluminum joints. The results on these figures show that interface conductance increases with increasing interface pressure, increasing interface temperature, and decreasing surface roughness. The interface conductance is higher with a softer material (aluminum) than with' a
harder material (stainless steel).


Fig. 1-9 Eflects of interface pressure, contact temperature, and roughness on interface conductance $h$. (Based on data from reference 8).

The smoothness of the surface is another factor that affects contact conductance; a joint with a superior surface finish may exhibit lower contact conductance owing to waviness. The adverse effect of waviness can be overcome by introducing between the surfaces an interface shim from a soft material such as lead.

Contact conductance also is reduced with a decrease in the ambient-air pressure, because the effective thermal conductance of the gas entrapped in the interface is lowered.

## Example 1-3

Consider a plate subjected to heating at the rates of $f_{1}$ and $f_{2}$, in W $/ \mathrm{m}^{2}$, at the boundary surfaces $x=0$ and $x=L$, respectively. Write the boundary conditions.

Solution. The prescribed heat lux boundary condition is given by equation (1-37a) as

$$
\begin{equation*}
k \frac{\partial T}{\partial n}=f \quad \text { on } \quad S \tag{1-41}
\end{equation*}
$$

The outward-drawn normal vectors at the boundary surfaces $x=0$ and $x=L$ are in the negative $x$ and positive $x$ directions, respectively. Hence the boundary conditions become

$$
\begin{array}{lll}
-k \frac{\partial T}{\partial x}=f_{1} & \text { at } & x=0 \\
k \frac{\partial T}{\partial x}=f_{2} & \text { at } & x=L \tag{1-42b}
\end{array}
$$

## Example 1-4

Consider a hollow cylinder subjected to convection boundary conditions at the inner $r=a$ and outer $r=b$ surfaces into ambients at temperatures $T_{\infty 1}$
and $T_{x, 2}$, with heal transfer coefficients $h_{x 1}$ and $h_{x, 2}$ respectively, as illustrated in Fig. 1-10. Write the boundary conditions.
Solution. The convection boundary condition is given by equation (1-38a) in the form

$$
\begin{equation*}
k \frac{\partial T}{\partial n}+h T=h T_{x} \quad \text { at } \quad S \tag{1-43}
\end{equation*}
$$

The outward-drawn normal at the boundary surfaces $r=a$ and $r=b$ are in the negative $r$ and positive $r$ directions. Hence the boundary condition (1-43) gives

$$
\begin{array}{ll}
-k \frac{\partial T}{\partial r}+h_{x 1} T=h_{x 1} T_{\infty 1} & \text { at } \\
& r=a  \tag{l-44~b}\\
k \frac{\partial T}{\partial r}+h_{x 2} T=h_{x 2} T_{x 22} & \text { at }
\end{array} \quad r=b
$$

## 1-7 TRANSFORMATION OF NONHOMOGENEOUS BOUNDARY CONDITIONS INTO HOMOGENEOUS ONES

In the solution of transient heat conduction problems with the orthogonal expansion technique, the contribution of nonhomogeneous terms of the boundary conditions in the solution generally gives rise to convergence difficulties when the solution is evaluated near the boundary. Therefore, whenever possible, it is desirable to transform the nonhomogeneous boundary conditions into homogeneous ones. Here we present a methodology for performing such transformations for some special cases.
We consider one-dimensional transient heat conduction with energy generation and nonhomogeneous convection boundary conditions for a slab, hollow
cylinder and sphere given by



Fig. 1-10 Boundary conditions for Example 1-4.
where

$$
p= \begin{cases}0 & \text { slab }  \tag{1-45e}\\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

Here, $f_{1}(t)$ and $f_{2}(t)$ are the ambicnt temperatures.
We assume that the temperature $T(x, t)$ can be split up into three components as

$$
\begin{equation*}
T(x, t)=\theta(x, t)+\phi_{1}(x) f_{1}(t)+\phi_{2}(x) f_{2}(t) \tag{1-46}
\end{equation*}
$$

where the dimensionless functions $\phi_{1}(x)$ and $\phi_{2}(x)$ are the solutions of the following two steady-state problems

$$
\begin{array}{lll}
\frac{d}{d x}\left(x^{d} \frac{d \phi_{1}}{d x}\right)=0 & \text { in } & x_{0}<x<x_{L} \\
-k \frac{d \phi_{1}}{d x}+h_{1} \phi_{1}=h_{1} & \text { at } & x=x_{0} \\
k \frac{d \phi_{1}}{d x}+h_{2} \phi_{1}=0 & \text { at } & x=x_{L} \tag{1-47c}
\end{array}
$$

and

$$
\begin{array}{lll}
\frac{d}{d x}\left(x^{\Gamma} \frac{d \phi_{2}}{d x}\right)=0 & \text { in } & x_{0}<x<x_{L} \\
-k \frac{d \phi_{2}}{d x}+h_{1} \phi_{2}=0 & \text { at } & x=x_{0} \\
k \frac{d \phi_{2}}{d x}+h_{2} \phi_{2}=h_{2} & \text { at } & x=x_{L} \tag{1-48c}
\end{array}
$$

Then, it can be shown that the function $\theta(x, t)$ is the solution of the following onedimensional transient heat conduction with homogeneous convection boundary conditions, a modified energy gencration term $g^{*}(x, t)$ and a modified initial condition function $F^{*}(x)$, given in the form

$$
\begin{array}{lll}
\frac{1}{x^{p}} \frac{\partial}{\partial x}\left(x^{p} \frac{\partial \theta}{\partial x}\right)+g^{*}(x, t)=\frac{1}{\alpha} \frac{\partial \theta}{\partial t} & \text { in } & x_{0}<x<x_{L}, \\
t>0  \tag{1-4.9b}\\
-k \frac{\partial \theta}{\partial x}+h_{s} \theta=0 & \text { at } & x=x_{0}, \quad t>0
\end{array}
$$

$$
\begin{array}{lll}
k \frac{\partial \theta}{\partial x}+h_{2} \theta=0 & \text { at } & x=x_{L},
\end{array} t>00 \text { for } t=0, \quad x_{0} \leqslant x \leqslant x_{L}
$$

where $g^{*}(x, t)$ and $F^{*}(x)$ are delined by

$$
\begin{gather*}
g^{*}(x, t)=\frac{1}{k} g(x, t)-\frac{1}{\alpha}\left(\phi_{1}(x) \frac{d f_{1}(t)}{d t}+\phi_{2}(x) \frac{d f_{2}(t)}{d t}\right)  \tag{1-50a}\\
F^{*}(x)=F(x)-\left\{\phi_{1}(x) f_{1}(0)+\phi_{2}(x) f_{2}(0)\right\} \tag{1-50~b}
\end{gather*}
$$

The validity of the above splitting-up procedure can be verified by introducing equation (1-46) into equations (1-45) and utilizing equations (1-47), (1-48) and (1-49).

The above splitting-up procedure can be extended to the multidimensional problems provided that the nonhomogeneous terms in the boundary conditions do not vary with the position, but may depend on time.

1-8 HOMOGENEOUS AND NONHOMOGENEOUS PROBLEMS
For convenience in the anaysis, the time-dependent heat conduction problens will be considered in two groups: homogenfous problems and nonhomogeneous problems.

The problem will be referred to as homogeneous when both the differential equation and the boundary conditions are homogeneous. Thus the problem

$$
\begin{array}{lll}
\nabla^{2} T=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in region } R, & t>0 \\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=0 & \text { on boundary } S_{i}, t>0 \\
T=F(\mathrm{r}) & \text { in region } R, \quad t=0 \tag{1-51c}
\end{array}
$$

will be referred to homogeneous because both the differential equation and the boundary condition are homogeneous.
The problem will be referred to as nonhomogeneous if the differential equation, or the boundary conditions, or both are nonhomogeneous. For example, the problem

$$
\begin{equation*}
\quad \nabla^{2} T+\frac{g(\mathrm{r}, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { in region } R, \quad t>0 \tag{1-52a}
\end{equation*}
$$

$$
\begin{array}{lll}
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=f_{i}(\mathbf{r}, t) & \text { on boundary } S_{i}, & t>0 \\
T=F(\mathbf{r}) & \text { in region } R, & t=0
\end{array}
$$

is nonhomogeneous because the differential equation and the boundary condition are nonhomogeneous.

The problem

$$
\begin{array}{ll}
\nabla^{2} T+\frac{g(r, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in region } R, \quad t>0 \\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=0 & \text { on boundary } S_{i}, t>0 \\
T=F(r) & \text { in region } R, \quad t=0
\end{array}
$$

is also nonhomogeneous because the differential equation is nonhomogeneous.

## 1-9 HEAT CONDUCTION EQUATION FOR MOVING SOLIDS

So far we considered stationary solids. Suppose the solid is moving with a velocity $\mathbf{u}$ and we have chosen the rectangular coordinate system. Let $u_{x}, u_{y}$, and $u_{z}$ be the three components of the velocity in the $x, y$ and $z$ direction, respectively. For solids, assuming that $\rho C_{p}$ is constant, the motion of the solid is regarded to give rise to convective or enthalpy fluxes

$$
\rho C_{p} T u_{x}, \quad \rho C_{p} T u_{y}, \quad \rho C_{p} T u_{z}
$$

in the $x, y$, and $z$ directions, respectively, in addition to the conduction fluxes in those directions. With these considerations the components of the heat flux vector $q$ are taken as

$$
\begin{align*}
& q_{x}=-k \frac{\partial T}{\partial x}+\rho C_{p} T u_{x} \\
& q_{y}=-k \frac{\partial T}{\partial x}+\rho C_{p} T u_{y}  \tag{1-54b}\\
& q_{z}=-k \frac{\partial T}{\partial z}+\rho C_{p} T u_{z} \tag{1-54c}
\end{align*}
$$

Clearly, on the right-hand sides of these equations, the first term is the conduction

月ux and the second term is the convection hux due to the motion of the solid. For the case of no motion, equations (1-54) reduces to equations ( $1-3$ ).
The heat conduction equation for the moving solid is obtained by introducing equations (1-54) into the energy equation (1-7):

$$
\begin{equation*}
k \nabla^{2} T+g(r, t)=\rho C_{p}\left(\frac{\partial T}{\partial t}+u_{x} \frac{\partial T}{\partial x}+u_{y} \frac{\partial T}{\partial y}+u^{\prime} \frac{\partial T}{\partial z}\right) \tag{1-55}
\end{equation*}
$$

This equation is written more compactly as

$$
\begin{equation*}
\alpha \nabla^{2} T+\frac{1}{\rho C_{p}} g(\mathbf{r}, t)=\frac{D T}{D t} \tag{1-56}
\end{equation*}
$$

which are strictly applicable for constant $\rho C_{p}$. Here, $\alpha=\left(k / \rho C_{p}\right)$ is the thermal diffusivity and $D / D t$ is the substantial (or total) derivative defined by

$$
\begin{equation*}
\frac{D}{D t} \equiv \frac{\partial}{\partial t}+u_{x} \frac{\partial}{\partial x}+u_{y} \frac{\partial}{\partial y^{\prime}}+u_{z} \frac{\partial}{\partial z} \tag{1-57}
\end{equation*}
$$

For the case of no motion, equation ( $1-56$ ) reduces to equations (1-9).

## - 1-10 HEAT CONDUCTION EQUATION FOR <br> ANISOTROPIC MEDIUM

So far we considered the heat flux law for isotropic media, that is, thermal conductivity $k$ is independent of direction, and developed the heat conduction equation accordingly. However, there are natural as well as synthetic materials in which thermal conductivity varies with direction. For example, in a tree trunk the thermal conductivity may vary with direction; that is, the thermal conductivities along the grain and across the grain are different. In laminated sheets the hermal conductivity along and across the lamina ions are not the same. Other examples include sedimentary rocks, librous reinforced structures. cables, heat shielding for space vehicles, and many others.

## Orthotropic Medium

First we consider a situation in the rectangular coordinates in which the thermal conductivities $k_{x}, k_{y}$, and $k_{z}$ in the $x, y$, and $z$ directions, respectively, are different. Then the-heat-fux-vector-q $(x, y, z, z t)$-given-by_equation $(\mathrm{l}-2)$ is modilied as

$$
\begin{equation*}
\mathrm{q}(x, y, z, \mathrm{t})=-\left(\hat{\mathrm{i}} k_{x} \frac{\hat{\partial}}{\partial x}+\hat{\mathrm{j}} k_{y}, \frac{\partial T}{\partial y}+\hat{\mathrm{k}} k_{=} \frac{\partial T}{\partial z}\right) \tag{1-58}
\end{equation*}
$$

and the three components of the heat flux vector in the $x, y$, and $z$ directions, respectively, become

$$
\begin{equation*}
q_{x}=-k_{x} \frac{\partial T}{\partial_{x}} \quad q_{y}=-k_{y} \frac{\partial T}{\partial y_{y}} \quad \text { and } \quad q_{z}=-k_{z} \frac{\partial T}{i_{z}} \tag{1-59}
\end{equation*}
$$

Similar relations ean be writien for the heat flux components in the cylindrical and spherical coordinates. The materials in which thermal conductivity vary in the $(x, r, z)$ or $(r, \theta, z)$ or $(r, \theta, \phi)$ directions are called orthotropic materials. The heat conduction equation for an orthotropic medium in the rectangular coordinate system is obtained by introducing the heat flux vector given by equation (1-58) into equation (1-7). We find

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(k_{x} \frac{\partial T}{\partial x}\right)+\frac{\partial}{\partial y}\left(k_{y} \frac{\partial T}{\partial y}\right)+\frac{\partial}{\partial z}\left(k_{z} \frac{\partial T}{\partial z}\right)+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{1-60}
\end{equation*}
$$

Thus thermal conductivity has three distinct components.

## Anisotropic Medjum

In a more general situation encountered in heat flow through crystals, at any point in the medium, each component $q_{x}, q_{y}$, and $q_{z}$ of the heat flux vector is considered a linear combination of the temperature gradients $\partial T / d x, \partial T / d y$, and $\partial T / d z$, that is

$$
\begin{align*}
& q_{x}=-\left(k_{11} \frac{\partial T}{\partial x}+k_{12} \frac{\partial T}{\partial y}+k_{13} \frac{\partial T}{\partial z}\right)  \tag{1-61a}\\
& q_{y}=-\left(k_{21} \frac{\partial T}{\partial x}+k_{22} \frac{\partial T}{\partial y}+k_{23} \frac{\partial T}{\partial z}\right)  \tag{1-61b}\\
& q_{z}=-\left(k_{31} \frac{\partial T}{\partial x}+k_{32} \frac{\partial T}{\partial y}+k_{33} \frac{\partial T}{\partial z}\right)
\end{align*}
$$

Such a medium is called an anisotropic medium and the thermal conductivity for such a medium has nine components, $k_{i j}$, called the conducrivity cocfficients that are considered to be the components of a second-order tensor $\overline{\bar{k}}$ :

$$
\overline{\bar{k}}=\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13}  \tag{1-62}\\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right|
$$

Crystals are typical example of anisotropic material involving nine conductivity
coeflicients [11,12]. The heat conduction equation for anisotropic solids in the rectangular coordinate system is obtained by introducing the expressions for the three components of heat flux given by equations (1-61) into the energy equation (1-7). We find

$$
\begin{align*}
& k_{11} \frac{\partial^{2} T}{\partial x^{2}}+k_{22} \partial^{\partial^{2} T} y^{2}+k_{33} \partial^{2} T z^{2}+\left(k_{12}+k_{21}\right) \frac{\partial^{2} T}{\partial x \imath^{2} y}+\left(k_{1,3}+k_{31}\right) \stackrel{\partial^{2} T}{\partial x \lambda} \\
& \quad+\left(k_{23}+k_{32}\right) \frac{\partial^{2} T}{\partial y \partial z}+g(x, y, z, t)=\rho C_{F} \frac{\partial T(x, y, z, t)}{\partial t} \tag{1-63}
\end{align*}
$$

where $k_{12}=k_{21}, k_{13}=k_{31}$, and $k_{23}=k_{32}$ by the reciprocity relation. This matter will be discussed further in Chapter 15.

## 1-11 LUMPED SYSTEM FORMULATION

The transient heat conduction formulations considered previously assume temperature varying both with time and position. There are many engineering applications in which the variation of temperature within the medium can be neglected and temperature is considered to be a function of time only. Such formulations, callcd lumped system formulation, provide great simplification in the analysis of transient heat conduction; but their range of applicability is very restricted. Here we illustrate the concept of lumped formulation approach and examine its range of validity.

Consider a small, high-conductivity material, such as a metal, initially at a uniform temperature $T_{0}$, suddenly immersed into a well-stirred hot bath maintained at a uniform temperature $T_{\infty}$. Let $V$ be the volume, $A$ the surface area, $\rho$ density, $C_{p}$ specilic heat of the solid, and $h$ the heat transfer coefficient between the solid surface and the fluid. We assume that the temperature distribution within the solid remains sufficiently uniform for all times due to its small size and high thermal conductivity. Then the temperature $T(t)$ of the solid can be considered to be a function of time only. The energy-balance equation on the solid is stated as

$$
\begin{equation*}
\binom{\text { Rate of heat flow into the }}{\text { solid through its boundaries }}=\binom{\text { rate ofincrease of the }}{\text { internal energy of the solid }} \tag{1-6.4}
\end{equation*}
$$

When the appropriate mathematical expressions are written, the energy equation (1-64) takes the form

$$
\begin{equation*}
h A\left[T_{\infty}-T(t)\right]=\rho C_{p} V \frac{d T(t)}{d t} \tag{1-65}
\end{equation*}
$$

which is rearranged as

$$
\begin{array}{ll}
\frac{d T(t)}{d t}+\frac{h A}{\rho C_{p} V}\left[T(t)-T_{\infty}\right]=0 & \text { for } \quad t>0 \\
T(t)=T_{0} & \text { for } \quad t=0
\end{array}
$$

A temperature excess $\theta(t)$ is defined as

$$
\begin{equation*}
\theta(t)=T(t)-T_{\infty} \tag{1-67}
\end{equation*}
$$

Then, the lumped formulation becomes

$$
\begin{gather*}
\frac{d \theta(t)}{d t}+m \theta(t)=0 \quad \text { for } \quad t>0 \\
\theta(t)=T_{0}-T_{\infty}=\theta_{0} \quad \text { for } \quad t=0 \tag{1-68b}
\end{gather*}
$$

where

$$
\begin{equation*}
m=\frac{h A}{\rho C_{n} V} \tag{1-68c}
\end{equation*}
$$

and the solution is given by

$$
\begin{equation*}
\frac{\theta(t)}{\theta_{0}}=e^{-m t} \tag{1-69}
\end{equation*}
$$

This is a very simple expression for temperature varying with time and the parameter $m$ has the unit of (time) ${ }^{-1}$.

The physical significance of the parameter $m$ is better envisioned if its delinition is rearranged in the form

$$
\begin{align*}
\frac{1}{m} & =\left(\rho C_{p} V\right)\left(\frac{1}{h A}\right) \\
& =(\text { thermal capacitance })\binom{\text { external thermal }}{\text { resistance }} \tag{1-70}
\end{align*}
$$

Then, the smaller is the thermal capacitance or the external thermal resistance, the larger is the value of $m$, and hence the faster is the rate of change of temperature $\theta(t)$ of the solid according to equation (1-69).

In order to establish some criteria for the range of validity of such a simple method for the analysis of transient heat conduction, we consider the definition

If the $B i o t$ number $B i$, and rearrange it in the form

$$
\begin{equation*}
\mathrm{Bi}=\frac{\hbar L}{k_{s}}=\frac{\left(L / k_{s} A\right)}{(1 / h A)}=\frac{\binom{\text { internal thermal }}{\text { resistance }}}{\binom{\text { external thermal }}{\text { resistance }}} \tag{1-7I}
\end{equation*}
$$

where $k_{s}=$ thermal conductivity of the solid and $L=V / A=$ characteristic length of the solid.

We recall that the lumped system analysis is applicable if the temperature distribution within the solid remains sufficiently uniform during the transients, whereas the temperature distribution in a solid becomes uniform if the internal resistance of the solid to heat flow is negligible. Now we refer to the above definition of the Biot number and note that the internal thermal resistance of solid is small in comparison to the external thermal resistance if the Biot number is small. Therefore, we conclude that the lumped system analysis is valid only for small values of the Biut number. For example, exaot analytic solutions of transient heat conduction for solids in the form of a slab, cylinder or sphere, subjected to convective cooling show that for $\mathrm{Bi}<0.1$, the variation of temperature within the solid during transients is less than $5 \%$. Hence it may be concluded that the lumped system analysis may be applicable for most engineering applications if the Biot number is less than about 0.1 .

## Example 1-5

The temperature of a gas stream is to be measured with a thermocouple. The junction may be approximated as a sphere of diameter $D=\frac{3}{4} \mathrm{~mm}, k=30 \mathrm{~W} /$ ( $\mathrm{m} \cdot{ }^{\circ} \mathrm{C}$ ), $\rho=8400 \mathrm{~kg} / \mathrm{m}^{3}$ and $C_{p}=0.4 \mathrm{~kJ} /\left(\mathrm{kg} \cdot{ }^{\circ} \mathrm{C}\right.$ ). If the heat transfer coefficient between the junction and the gas stream is $h=600 \mathrm{~W} /\left(\mathrm{m}^{2}{ }^{\circ} \mathrm{C}\right)$, how long does it take for the thermocouple to record $99 \%$ of the temperature difference between the gas temperature and the initial temperature of the thermocouple?

Solution. The characteristic length $L$ is

$$
L=\frac{V}{A}=\frac{(4 / 3) \pi r^{3}}{4 \pi r^{2}}=\frac{r}{3}=\frac{D}{6}=\frac{3 / 4}{6}=\frac{1}{8} \mathrm{~mm}=\frac{10^{-3}}{8} \cdot \mathrm{~m}
$$

The Biot number becomes

$$
\mathrm{Bi}=\frac{h L}{k}=\frac{600}{30} 1^{-3}=2.5 \times 10^{-3}
$$

hence the lumped system analysis is applicable since $\mathrm{Bi}<0.1$. From equation (1-69) we have

$$
\frac{T(t)-T_{\infty}}{T_{0}-T_{\infty}}=\frac{1}{100}=e^{-m t}
$$

or

$$
e^{m t}=100, \quad m t=4.6
$$

The value of $m$ is determined from its definition

$$
m=\frac{h A}{\rho C_{r} V^{\prime}}=\stackrel{h}{\rho C_{p} L}=\frac{600}{8400 \times 400}{ }_{10}{ }^{-3}=1.428 \mathrm{~s}^{-1}
$$

Then

$$
t=\frac{4.6}{m}=\frac{4.6}{1.42 \mathrm{~S}} \cong 3.22 \mathrm{~s}
$$

That is, about 3.22 s is needed for the thermocouple to record $99 \%$ of the applied temperature difference.

## Partial Lumping

In the lumped system analysis described above, we considered a total lumping in all the space variables; as a result, the temperature for the lumped system became a function of the time variable.

It is also possible to perform a partial lumping, such that the temperature variation is retained in one of the space variables but lumped in the others. For example, if temperature gradient in a solid is very stecp, say, in the $x$ direction and very small in the $y$ and $z$ directions, then it is possible to lump the system in the $y$ and $z$ variables. To illustrate this matter we consider a solid as shown in Fig. 1-11, in which temperature gradients are assumed to be large along the $x$ direction, but small over the $y-z$ plane perpendicular to the $x$ axis. Let the solid dissipate heat by convection from its lateral surfaces into an ambient at a constant temperature $T_{x}$ with a heat transfer coefficient $h$.


Fig. 1-11 Nomenclature for the derivation of the partially lumped heat conduction equation.

To develop the heat conduction equation with lumping over the plane perpendicular to the $x$ axis, we consider an energy balance for a disk of thickness $\Delta x$ about the axial location $x$ given by

$$
\left(\begin{array}{c}
\text { Net rate of heat }  \tag{1-72}\\
\text { gain by conduction } \\
\text { in the } x \text { direction }
\end{array}\right)+\left(\begin{array}{c}
\text { rate of heat gain } \\
\text { by convection from } \\
\text { the hateral surfaces }
\end{array}\right)=\left(\begin{array}{c}
\text { rate of increase } \\
\text { of internal energy } \\
\text { of the disk }
\end{array}\right)
$$

When the appropriate mathematical expressions are introduced for each of thesc three terms, we obtain

$$
\begin{equation*}
-\frac{\partial}{\partial x}(A q) \Delta x+h p(x) \Delta x\left[T_{\infty}-T(x, t)\right]=\rho C_{p} \Delta x A(x) \frac{\partial T(x, t)}{\partial t} \tag{1-73a}
\end{equation*}
$$

where the heat flux $q$ is given by

$$
\begin{equation*}
q=-k \frac{\partial T(x, t)}{\partial x} \tag{1-73b}
\end{equation*}
$$

and other quantities are delined as
$A(x)=$ cross-sectional area of the disk
$p(x)=$ perimeter of the disk
$h=$ heat transfer coefficient
$k=$ thermal conductivity of the solid
$T_{\infty}=$ ambient temperature
We introduce a new temperature $\theta(x, t)$ as

$$
\begin{equation*}
0(x, t)=T(x, t)-T_{x} \tag{1-74}
\end{equation*}
$$

and substitute the expression for $q$ into the energy equation (1-73a). Then equation (1-73a) takes the form

$$
\begin{equation*}
\frac{1}{A(x)} \frac{\partial}{\lambda x}\left[A(x) \frac{\partial \theta}{\lambda x}\right]-\frac{h p(x)}{k A(x)} \theta(x, t)=\frac{1}{\alpha} \frac{\partial \theta(x, t)}{\partial t} \tag{1-75}
\end{equation*}
$$

For the steady state, equation (1-75) simplifies to

$$
\begin{equation*}
\frac{d}{d x}\left[A(x) \frac{d \theta(x)}{d x}\right]-\frac{h p(x)}{k} \theta(x)=0 \tag{1-76}
\end{equation*}
$$

If we further assume that the cross-sectional area $A(x)=A_{0}=$ constant, equation
(1-76) reduces to

$$
\begin{equation*}
\frac{d^{2} \theta(x)}{\partial x^{2}}-\frac{h p}{k A_{0}} \theta(x)=0 \tag{1-77}
\end{equation*}
$$

which is the fin equation for fins of uniform cross-section.
The solution to the fin equation ( $1-77$ ) can be constructed in the form
or
$\theta(x)=c_{1}$ cosh mx + $+c_{2}$ sinhm
(1-78ia)

$$
\begin{equation*}
\theta(x)=c_{1}^{*} e^{-m x}+c_{2}^{*} e^{m x} \tag{1.78b}
\end{equation*}
$$

The two unknown coefficients are determined by the application of boundary conditions at $\dot{x}=0$ and $x=L$, and the solutions can be found in any one of the standard books on heat transfer [13].

The solution of equation (1-76) for fins of variable cross section is more involved. Analytic solutions of fins of various cross sections can be found in the references 14 and 15.
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## PROBLEMS

1-1 Verify that $\nabla T$ and $\nabla \cdot q$ in the cylindrical coordinate system $(r, \phi, z)$ are given as

$$
\begin{aligned}
& \nabla T=\hat{\mathbf{u}}_{r} \frac{\partial T}{\partial r}+\hat{\mathbf{u}}_{\phi} \frac{1}{r} \frac{\partial T}{\partial \phi}+\hat{\mathbf{u}}_{\mathbf{z}} \frac{\partial T}{\partial z}
\end{aligned}
$$

1-2 Verify that $\nabla T$ and $\nabla \cdot q$ in the spherical coordinate $\operatorname{system}(r, \phi, 0)$ are given as

$$
\begin{aligned}
& \nabla T=\hat{\mathbf{u}}_{r} \frac{\partial T}{\partial r}+\hat{\mathbf{u}}_{\phi} \frac{1}{r \sin \theta} \frac{\partial T}{\partial \phi}+\hat{\mathbf{u}}_{\theta} \frac{1}{r} \frac{\partial T}{\partial \theta} \\
& \nabla \cdot \mathbf{q}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} q_{r}\right)+\frac{1}{r \sin \theta} \frac{\partial q_{\phi}}{\partial \phi}+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(q_{\theta} \sin \theta\right)
\end{aligned}
$$

1-3 By using the appropriate scale factors in equation (1-23) show that the heat conduction equation in the cylindrical and spherical coordinate systems are given by equations (1-12) and (1-13).
1-4 Obtain expressions for elemental areas $d A$ cut from the surfaces $r=$ constant, $\theta=$ constant, and $z=$ constant, also for an elemental volume $d V$ in the cylindrical coordinate system $(r, \theta, z)$.
1-5 Repeat Problem 1-4 for the spherical coordinate system $(r, \phi, \theta)$.


Fig. 1-12 Prolate spheroidal coordinates ( $\eta, \theta, \phi$ )

The prolate spheroidal coordinate system ( $\eta, \theta, \phi$ ) as illustrated in Fig. 1-12 consists of prolate spheroids $\eta=$ constant, hyperboloids $\theta=$ constant, and planes $\phi=$ constant. Note that as $\eta \rightarrow 0$ spheroids become straight lines of length $2 A$ on the $z$ axis and as $\eta \rightarrow \infty$ spheroids become nearly spherical. For $\theta=0$, hyperboloids degenerate into $z$ axis from $A$ to $+\infty$, and for $\theta=\pi$ hyperboloids degenerate into $=$ axis from $-A$ to $-\infty$, and for $\theta=\pi / 2$ hyperboloids become the $x y$ plane. If the coordinates $(\eta, 0, \phi)$ of the prolate spheroidal system are related to the rectangular coordinates by

$$
\begin{aligned}
& x=A \sinh \eta \sin 0 \cos \phi \\
& y^{\prime}=A \sinh \eta \sin \theta \sin \phi \\
& z=A \cosh \eta \cos \theta
\end{aligned}
$$

show that the scale factors are given by

$$
\begin{aligned}
& a_{1} \equiv a_{\eta}=A\left(\sin ^{2} \theta+\sinh ^{2} \eta\right)^{1 / 2} \\
& a_{2} \equiv a_{0}=A\left(\sin ^{2} \theta+\sinh ^{2} \eta\right)^{1 / 2} \\
& a_{3} \equiv a_{\phi}=A \sinh \eta \sin \theta
\end{aligned}
$$

1-7 Using the scale factors determined in Problem 1-6, show that the expression for $\nabla^{2} T$ in the prolate spheroidal coordinates $(\eta, 0, \phi)$ is given as

$$
\begin{aligned}
\nabla^{2} T= & \frac{1}{A^{2}\left(\sinh ^{2} \eta+\sin ^{2} \theta\right)}\left[\frac{\partial^{2} T}{\partial \eta^{2}}+\operatorname{coth} \eta \frac{\partial T}{\partial \eta}+\frac{\partial^{2} T}{\partial \theta^{2}}+\cot \theta \frac{\partial T}{\partial \theta}\right] \\
& +\frac{1}{A^{2} \cdot \sinh ^{2} \eta \sin ^{2} \theta} \frac{\partial^{2} T}{\partial \phi^{2}}
\end{aligned}
$$

1-8 Obtain expressions for elemental areas $d A$ cut from the surfaces $\eta=$ constant, $\theta=$ constant, and $\phi=$ constant, and also for an elemental volume element $d V$ in the prolate spheroidal zoordinate system $(\eta, 0, \phi)$ discussed above.
1-9 The coordinates ( $\eta, \theta, \phi$ ) of an oblate spheroidal coordinate system are related to the rectangular coordinates by

$$
\begin{aligned}
& x=A \cosh \eta \sin \theta \cos \phi \\
& y=A \cosh \eta \sin \theta \sin \phi \\
& z=A \sinh \eta \cos \theta
\end{aligned}
$$

Show that the scale factors are given by

$$
\begin{aligned}
& a_{1}^{2} \equiv a_{\eta}^{2}=A^{2}\left(\cosh ^{2} \eta-\sin ^{2} \theta\right) \\
& a_{2}^{2} \equiv a_{\theta}^{2}=A^{2}\left(\cosh ^{2} \eta-\sin ^{2} \theta\right) \\
& a_{3}^{2} \equiv a_{\phi}^{2}=A^{2} \cosh ^{2} \eta \sin ^{2} \theta
\end{aligned}
$$

1-10 Using the scale factors in Problem 1-9, show that the expression for $\nabla^{2} T$ in the oblate spheroidal coordinate system ( $\eta, \theta, \phi$ ) is given by

$$
\begin{aligned}
\nabla^{2} T= & \left.-\frac{1}{A^{2}(\cosh } \frac{1}{2}-\sin ^{2} \theta\right)\left[\frac{\partial^{2} T}{\partial \eta^{2}}+\tanh \eta \frac{\partial T}{\partial \eta}+\frac{\partial^{2} T}{\partial \theta^{2}}+\cot \theta \frac{\partial T}{\partial \theta}\right] \\
& +\dot{A}^{2} \cosh ^{2} \cdots \sin ^{2} \ddot{\theta} \ddot{\partial \phi^{2}}
\end{aligned}
$$

1-11 Show that the following three different forms of the differential operator in the spherical coordinate system are equivalent.

$$
\frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d T}{d r}\right)=\frac{1}{r} \frac{d^{2}}{d r^{2}}(r T)=\frac{d^{2} T}{d r^{2}}+\frac{2}{r} \frac{d T}{d r}
$$

1-12 Set up the mathematical formulation of the following heat conduction problems:

1. A slab in $0 \leqslant x \leqslant L$ is initially at a temperature $F(x)$. For times $t>0$, the boundary at $x=0$ is kept insulated and the boundary at $x=L$ dissipates heat by convection into a medium at zero temperature.
2. A semiinifinite region $0 \leqslant x<\infty$ is initially at a temperature $F(x)$. For times $t>0$, heat is gencrated in the medium at a constant rate of $g_{0} \mathrm{~W} / \mathrm{m}^{3}$, while the boundary at $x=0$ is kept at zero temperature.
3. A solid cylinder $0 \leqslant r \leqslant b$ is initially at a temperature $F(r)$. For times $t>0$, heat is generated in the medium at a rate of $g(r), \mathrm{W} / \mathrm{m}^{3}$, while the boundary at $r=b$ dissipates heat by convection into a medium at zero temperature.
4. A solid sphere $0 \leqslant r \leqslant b$ is initially at temperature $F(r)$. For times $t>0$, heat is generated in the medium at a rate of $g(r), \mathrm{W} / \mathrm{m}^{3}$, while the boundary at $r=b$ is kept at a uniform temperature $T_{0}$.
1-13 For an anisotropic solid, the three components of the heat conduction vector $q_{x}, q_{y}$ and $q_{z}$ are given by equations (1-61). Write the similar expressions in the cylindrical coordinates for $q_{r}, q_{\phi}, q_{z}$ and in the spherical coordinates for $q_{r}, q_{\phi}, q_{\theta}$.
1-14 Prove the validity of the transformation of the heat conduction problem [equation (1-45)] into the three simpler problems given by equations (1-47), (1-48) and (1-49) by using the splitting-up procedure defined by equation (1-46).
1-15 A long cylindrical iron bar of diameter $D=5 \mathrm{~cm}$, initially at temperature $T_{0}=650^{\circ} \mathrm{C}$, is exposed to an air stream at $T_{\infty}=50^{\circ} \mathrm{C}$. The heat transfer coefficient between the air stream and the surface of the bar is $h=$ $80 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot{ }^{\circ} \mathrm{C}\right)$. Thermophysical properties may be taken as $\rho=$
$7800 \mathrm{~kg} / \mathrm{m}^{3}, C_{\mathrm{P}}=460 \mathrm{~J} /\left(\mathrm{kg} \cdot{ }^{\circ} \mathrm{C}\right)$, and $k=60 \mathrm{~W} /\left(\mathrm{m} \cdot{ }^{\circ} \mathrm{C}\right)$. Determine the time required for the temperature of the bar to reach $250^{\circ} \mathrm{C}$ by using the lumped system analysis.
1-16 A thermocouple is to be used to measure the temperature in a gas stream. The junction may be approximated as a sphere having thermal conductivity $k=25 \mathrm{~W} /\left(\mathrm{m}^{\circ}{ }^{\circ} \mathrm{C}\right), \rho=8400 \mathrm{~kg} / \mathrm{m}^{3}$, and $C_{\rho}=0.4 \mathrm{~kJ} /\left(\mathrm{kg} \cdot{ }^{\circ} \mathrm{C}\right)$. The heat transfer coefficient between the junction and the gas stream is $h=560 \mathrm{~W} /\left(\mathrm{m}^{2 \cdot}{ }^{2} \mathrm{C}\right)$. Cateulate the diameter of the junction if the thermocouple stoould measure $95 \%$ of the applied temperature difference in 3 s .

## THE SEPARATION OF VARIABLES IN THE RECTANGULAR COORDINATE SYSTEM

The method of separation of variables bas been widely used in the solution of heat conduction problems. The homogeneous problems are readily handled with this method. The multidimensional steady-state heat conduction problems with no generation call also be solved with this method if only one of the boundary conditions is nonhomogencous, prublems involving-more than-one nonhomogeneous boundary conditions can be split up into simpler problems each containing only one nonhomogeneous boundary condition. In this chapter we discuss the general problem of the separability of the heat-conduction equation; examine the separation in the rectangular coordinate system; determine the elementary solutions, the norms, and the eigenvalues of the resulting separated. equations for different combinations of boundary conditions and present these results systematically in a tabulated form for ready reference; examine the solution of one and multidimensional homogeneous problems by the method of separation of variables; examine the solution of multidimensional steady-state heat conduction problems with and without heat generation; and describe the splitting up of a nonhomogeneous problem into a set of simpler problems that can be solyed by the separation of variable technique. The reader should-consult references. $1-4$ for a discussion of the mathematical aspects of the method of separation of variables and references 5-8 for additional applications on the solution of heat conduction problems.

## 2-1 BASIC CONCEPTS IN THE SEPARATION OF VARIABLES

To illustrate the basic concepts associated with the method of separation of variables we consider a homogeneous boundary-value problem of heat conduc-
tion for a slab in $0 \leqslant x \leqslant L$. Initially the slab is at a temperature $T=F(x)$, and for times $t>0$ the boundary surface at $x=0$ is kept insulated while the boundary at $x=L$ dissipates heat by convection with a heat-transfer coefficient $h$ into a medium at zero temperature. There is no heat generation in the medium. The mathematical formulation of this problem is given as (see Fig. 2-1)

$$
\begin{align*}
& \frac{\partial T}{r_{x}}=0 \quad \text { at } \quad x=0, \quad t>0  \tag{2-1b}\\
& k \frac{\partial T}{\partial x}+h T=0  \tag{2-1c}\\
& \text { at } \quad x=L \\
& t>0 \\
& T=F(x)  \tag{2-1d}\\
& \text { for } \quad t=0 \\
& 0 \leqslant x \leqslant L
\end{align*}
$$

To solve this problem we assume the separation of function $T(x, t)$ into a space- and time-dependent functions in the form

$$
\begin{equation*}
T(x, t)=X(x) \Gamma(t) \tag{2-2}
\end{equation*}
$$

The substituting of equation (2-2) into equation (2-1a) yields

$$
\begin{equation*}
-\frac{1}{X(x)} \frac{d^{2} X(x)}{d x^{2}}=\frac{1}{\alpha \Gamma(t)} \cdot \frac{d \Gamma(t)}{d t} \tag{2-3}
\end{equation*}
$$

In this equation, the left-hand side is a function of the space variable $x$, alone, and the right-hand side of the time variable $t$, alone; the only way this equality holds if both sides are equal to the same constant, say $-\beta^{2}$, thus, we have

$$
\begin{equation*}
\frac{1}{X(x)} \frac{d^{2} X(x)}{d x^{2}}=\frac{1}{\alpha \Gamma(t)} \frac{d \Gamma(t)}{d t}=-\beta^{2} \tag{2-4}
\end{equation*}
$$



Fig. 2-1 Heat conduction in a slab.

Then, the function $\Gamma(t)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d \Gamma(t)}{d t}+\alpha \beta^{2} \Gamma(t)=0 \tag{2-5}
\end{equation*}
$$

which has a solution in the form

$$
\begin{equation*}
\Gamma(t)=e^{-\alpha \beta^{2} t} \tag{2-6}
\end{equation*}
$$

Here, we note that the negative sign chosen above for $\beta^{2}$ now ensures that the solution $\Gamma(t)$ approaches zero as time increases indelinitely because both $\alpha$ and $t$ are positive quantities. This is consistent with the physical reality for the problem (2-1) in that the temperature tends to zero as $t \rightarrow \infty$.

The space-variable function $X(x)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 \quad \text { in } \quad 0<x<L \tag{2-7a}
\end{equation*}
$$

The boundary conditions for this equation are obtained by introducing the separated solution (2-2) into the boundary conditions (2-1b) and (2-1c); we find

$$
\begin{array}{lll}
\frac{d X}{d x}=0 & \text { at } & x=0 \\
k \frac{d X}{d x}+h X=0 & \text { at } & x=L \tag{2-7c}
\end{array}
$$

The auxiliary problem delined by equations (2-7) is called an eigenvalue problem, because it has solutions only for certain values of the separation parameter $\beta=\beta_{m}, m=1,2,3, \ldots$, which are called the eigenvalues; the corresponding solutions $X\left(\beta_{m}, x\right)$ are called the eigenfiunctions of the problem. When $\beta$ is not an eigenvalue, that is, when $\beta \neq \beta_{m}$ the problem has trivial solutions (i.e., $X=0$ if $\beta \neq \beta_{m}$ ). We now assume that these eigenfunctions $X\left(f_{m}, x\right)$ and the cigenvalues $\beta_{m}$ are available and proceed to the solution of the above heat conduction problem. The complete solution for the temperature $T(x, t)$ is constructed by a linear superposition of the above separated elementary solutions in the form

$$
\begin{equation*}
T(x, t)=\sum_{m=1}^{\infty} c_{m} X\left(\beta_{m} x\right) \dot{e}^{-a \beta_{m}^{2} t} \tag{2-8}
\end{equation*}
$$

This solution satisfies both the differential equation (2-1a) and the boundary conditions ( $2-1 \mathrm{~b}$ ) and ( $2-1 \mathrm{c}$ ) of the heat conduction problem, but it does not necessarily satisfy the initial condition (2-1d). Therefore, the application of the initial condition to equation ( $2-8$ ) yields

$$
\begin{equation*}
F(x)=\sum_{m=1}^{\infty} c_{m} X\left(\beta_{m}, x\right) \quad \text { in } \quad 0<x<L \tag{2-9}
\end{equation*}
$$

This result is a representation of an arbitrary function $F(x)$ defined in the interval $0<x<L$ in terms of the eigenfunctions $X\left(\beta_{m}, x\right)$ of the eigenvalue problem (2-7). The unknown coefficients $c_{m}$ 's can be determined by making use of the orthogonality of the eigenfunctions given as

$$
\int_{0}^{L} X\left(\beta_{m}, x\right) X\left(\beta_{n}, x\right) d x= \begin{cases}0 & \text { for } m \neq n  \tag{2-10}\\ N\left(\beta_{m}\right) & \text { for } m=n\end{cases}
$$

where, the normalization integral (or the norm), $N\left(\beta_{m}\right)$, is defined as

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{L}\left[X\left(\beta_{n 1} x\right)\right]^{2} d x \tag{2-11}
\end{equation*}
$$

The eigenvalue problem given by equations (2-7) is a special case of a more general eigenvalue problem called the Sturm-Liouville problem. A discussion of the orthogonality property of the Sturm-Liouville problem can be found in the references $4,5,7$, and 8 .

To determine the coeflicients $c_{m}$ we operate on both sides of equation (2-9) by the operator $\int_{0}^{L} X\left(\beta_{n}, x\right) d x$ and utilize the orthogonality property given by equations ( $2-10$ ); we find

$$
\begin{equation*}
c_{m}=\frac{1}{N\left(\beta_{m}\right.} \int_{0}^{L} X\left(\beta_{m}, x\right) F(x) d x \tag{2-12}
\end{equation*}
$$

The substitution of equation (2-12) into equation (2-8) yields the solution for the temperature as

$$
\begin{equation*}
T(x, t)=\sum_{m=1}^{\omega_{1}} e^{-\alpha \beta_{m}^{2},} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{m}, x\right) \int_{0}^{L} X\left(\beta_{m}, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} \tag{2-13}
\end{equation*}
$$

Thus the temperature distribution in the medium can be determined as a function of position and time from equation ( $2-13$ ) once the explicit expressions are available for the eigenfunctions $X\left(\beta_{m}, x\right)$, the eigenvalues $\beta_{m}$ and the norm $N\left(\beta_{m}\right)$. This matter will be discussed later in this chapter.

## 2-2 GENERALIZATION TO THREE-DIMENSIONAL PROBLEMS

The method of separation of variables illustrated above for the solution of the one-dimensional homogeneous heat conduction problem is now formally generalized to the solution of the following three-dimensional homogeneous problem

| $\nabla^{2} T(\mathrm{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t}$ | in region $R, \quad t>0$ | $(2-14)$ |
| :--- | :--- | :--- |
| $k_{\mathrm{i}} \frac{\partial T}{\partial n_{\mathrm{i}}}+h_{\mathrm{i}} T=0$ | on boundary $S_{\mathrm{i}}, \quad t>0$ | $(2-15 \mathrm{a})$ |
| $T(\mathrm{r}, t)=F(\mathrm{r})$ | for $t=0$, in region $R \quad-\quad(2-15 \mathrm{~b})$ |  |

where $\partial / \partial n_{i}$ denotes differentiation along the outward-drawn normal to the boundary surface $S_{i}$ and $r$ denotes the general space coordinate. It is assumed that the region $R$ has a number of continuous boundary surfaces $S_{i}, i=1,2, \ldots, N$ in number, such that each boundary surface $S_{i}$ fits the coordinate surface of the chosen orthogonal coordinate system. Clearly the slab problem considered above is obtainable as a special case from this more geṇeral problem; that is, the slab has two continuous boundary surfaces one at $x=0$ and the other at $x=L$. The boundary conditions for the slab problem are readily obtainable from the general boundary condition (2-15i) by choosing the coellicients $h_{1}$ and $k_{p}$, aceordingly.
To solve the above general problem we assume a separation in the form

$$
\begin{equation*}
T(\mathbf{r}, t)=\psi(\mathbf{r}) \Gamma(t) \tag{2-16}
\end{equation*}
$$

where function $\psi(\mathbf{r})$, in general, depends on three space variables. We substitute equation (2-16) into equation (2-14) and carry out the analysis with a similar argument as discussed above to obtain

$$
\begin{equation*}
\frac{1}{\psi(r)} \nabla^{2} \psi(\mathbf{r})=\frac{1}{\alpha \Gamma(t)} \frac{d \Gamma(t)}{d t}=-\lambda^{2} \tag{2-17}
\end{equation*}
$$

where $\lambda$ is the separation variable. Clearly, the function $\Gamma(t)$ satisfies an ordinary differential equation of the same form as equation (2-5) and its solution is taken as $\exp \left(-\alpha \lambda^{2} t\right)$. The space-variable function $\psi(r)$ satisfies the following auxiliary problem

$$
\begin{array}{ll}
\nabla^{2} \psi(\mathrm{r})+\lambda^{2} \psi(\mathrm{r})=0 & \text { in region } R \\
k_{i} \frac{\partial \psi}{\partial n_{i}}+h_{i} \psi=0 & \text { on boundary } S_{i} \tag{2-18b}
\end{array}
$$

where $i=1,2, \ldots, N$. The differential equation (2-18a) is called the Helmholtz

TABLE-2-1 Orthogonal Coordinate Systems-Allowing Simple-Separation of the
Helmholtz and Laplace Equations ${ }^{\text {a }}$

| Coordinate System | Functions That Appear in Solution |
| :--- | :--- |
| 1 Rectangular | Exponential, circular, hyperbolic |
| 2 Circulat cylinder | Hessel, exponcnlial, circular |
| 3 Elliptic-cylinder | Mathicu, circular |
| 4 Parabolic-cylinder | Weber, circular |
| 5 Spherical | Legendre, power, circular |
| 6 Prolate spheroidal | Legendre, circular |
| 7 Oblate spheroidal | Legendre, circular |
| 8 Parabolic | Bessel, circular |
| 9 Conical | Lamé, power |
| 10 Ellipsoidal | Lamé |
| 11 Paraboloidal | Baer |

${ }^{4}$ From references 1,3 , and 10 .
.. : equation, and it is a partial-differential equation, in general, in the three space variables. The solution of this partial-differential equation is essentia for the solution of the above heat conduction problem. The Helmholtz equation (2-18a) can be solved by the method of separation of variables provided that its separation into a set or ordinary differential equation is possible. The separability of the Helmholtz equation has been studied and it has been shown that a simple separation of the Helmholtz equation (also of the Laplace equation) into ordinary differential equations is possible in eleven orthogonal coordinate system. We lis in Table 2-1 these 11 orthogonal coordinate systems and also indicate the type of functions that may appear as solutions of the separated functions [1, 3, 10]. A discussion of the separation of the Helmholtz equation will be presented in this chapter for the rectangular coordinate system and in the following two chapters for the cylindrical and spherical coordinate systems. The reader should consul references 10 and 11 for the definition of various functions listed in Table 2-1

## 2-3 SEPARATION OF THE HEAT CONDUCTION EQUATION IN THE RECTANGULAR COORDINATE SYSTEM

Consider the three-dimensional, homogeneous heat conduction equation in the rectangular coordinate system

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { where } \quad T \equiv T(x, y, z, t) \tag{2-19}
\end{equation*}
$$

Assume a separation of variables in the form

$$
T(x, y, z, t)=\psi(x, y, z) \Gamma(t)
$$

Equation (2-19) becomes

$$
\begin{equation*}
\frac{1}{\psi}\left(\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}\right)=\frac{1}{\alpha \Gamma(t)} \frac{d \Gamma(t)}{d t}=-\lambda^{2} \tag{2-21}
\end{equation*}
$$

Then, the separated functions $\Gamma(t)$ and $\psi$ satisfy the equations

$$
\begin{gather*}
\frac{d \Gamma(t)}{d t}+\alpha \lambda^{2} \Gamma(t)=0  \tag{2-22}\\
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}+\lambda^{2} \psi=0 \tag{2-23}
\end{gather*}
$$

Equation (2-23) is the Helmholtz equation; we assume a separation in the form

$$
\begin{equation*}
\psi(x, y, z)=X(x) Y(y) Z(z) \tag{2-24}
\end{equation*}
$$

The substitution of equation (2-24) into equation (2-23) yields

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}+\frac{1 d^{2} Y}{Y d y^{2}}+\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+\lambda^{2}=0 \tag{2-25}
\end{equation*}
$$

Here, since each term is a function of a single independent variable, the only way this equality is satisfied is if each term is equated to an arbitrary separation constant, say, in the form

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}=-\beta^{2}, \quad \frac{1}{Y} \frac{d^{2} Y}{d y^{2}}=-\gamma^{2}, \quad \text { and } \quad \frac{1}{Z} \frac{d^{2} Z}{d z^{2}}=-\eta^{2} \tag{2-26}
\end{equation*}
$$

Then the separated equations become

$$
\begin{align*}
& \frac{d^{2} X}{d x^{2}}+\beta^{2} X=0  \tag{2-27a}\\
& \frac{d^{2} Y}{d y^{2}}+\gamma^{2} Y=0  \tag{2-27b}\\
& \frac{d^{2} Z}{d z^{2}}+\eta^{2} Z=0 \tag{2-27c}
\end{align*}
$$

where

$$
\begin{equation*}
\beta^{2}+\gamma^{2}+\eta^{2}=\lambda^{2} \tag{2-27d}
\end{equation*}
$$

Clearly, the solutions of the separated equations for the functions $X, Y$, and $Z$ are sines and cosines, and the solution of equation (2-22) for the function $\Gamma(t)$ is given as

$$
\begin{equation*}
\Gamma(t)=e^{-a\left(\beta^{2}+\gamma^{2}+\eta^{2}\right) t} \tag{2-28}
\end{equation*}
$$

The complete solution for the temperature $T(x, y, z, t)$ is constructed by a linear superposition of the separated solutions $X, Y, Z$, and $\Gamma$. When the region is finite, say, in the $x$ direction, the scparation constant $\beta$ associated with it takes discrete values and the superposition of the separated solutions for the $x$ variable is performed by summation over all permissible values of $\beta_{m}$. On the other hand, when the region is infinite or semiinfinite, the separation constant assumes all values from zero to infinity continuously and superposition is done by integration over all values of $\beta$. In the following sections we examine the explicit functional forms of the separated solutions for finite, semiinfinite, and infinite regions. The elementary solutions obtained in this manner are tabulated systematically for ready reference in the solution of heat rondurtion problems hy the method of separation of variables.

## 2-4 ONE-DIMENSIONAL HOMOGENEOUS PROBLEMS

 IN A FINITT: MEIDIUM $(0 \leqslant x \leqslant L)$Here we consider the application of the method of separation of variables to the solution of the homogeneous boundary-value problem of heat conduction for a slab. That is, a slab, $0 \leqslant x \leqslant L$, initially at a temperature $F(x)$, dissipates heat by convection for times $t>0$ from its boundary surfaces into an environment at zero temperature. For generality we assumed that the heat transfer coellicients at the two boundaries are not the same. The mathematical formulation of this problem is given as

$$
\begin{array}{llll}
\partial^{2} T(x, t)=\frac{1 \partial T(x, t)}{\partial t} & \text { in } & 0<x<L, & t>0 \\
-k_{1} \frac{\partial T}{\partial x}+h_{1} T=0 & \text { at } & x=0, \quad t>0 \\
k_{2} \frac{\partial T}{\partial x}+h_{2} T=0 & \text { at } & x=L, \quad t>0 \\
T=F(x) & \text { for } & t=0, \text { in } & 0 \leqslant x \leqslant L \tag{2-29d}
\end{array}
$$

Clearly, the heat conduction problems for a slab for other combinations of boundary conditions are readily obtainable as special cases from the problem
considered here by setting any one of the coeflicients $k_{1}, k_{2}, h_{1}$, and $h_{2}$ equal to zero. Nine different combinations of these boundary conditions are possible.

Wc assume a separation in the form

$$
\begin{equation*}
T(x, t)=X(x) \Gamma(t) \tag{2-30}
\end{equation*}
$$

and separate the equation in a manner described above. The solution for the function $\Gamma(t)$ is given as

$$
\begin{equation*}
\Gamma(t)=e^{-2, \|_{1} i} \tag{2-31}
\end{equation*}
$$

and the space-variable function $X(\beta, x)$ satisfies the following eigenvalue problem:

$$
\begin{array}{lll}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 & \text { in } & 0<x<L \\
-k_{1} \frac{d X}{d x}+h_{1} X=0 & \text { at } & x=0 \\
k_{2}^{d X}+h_{2} X=0 & \text { it } & x=L \tag{2-32c}
\end{array}
$$

This problem is a special case of the Sturm-Liouville problem discussed in Note 1 , with $p(x)=1, w(x)=1, q(x)=0$, and $\lambda=\beta^{2}$. Then, the eigenfunctions $X\left(\beta_{m}, x\right)$ .... are orthogonal, that is

$$
\int_{0}^{L} X\left(\beta_{m}, x\right) X\left(\beta_{n}, x\right) d x= \begin{cases}0 & \text { for } m \neq n  \tag{2-33}\\ N\left(\beta_{m}\right) & \text { for } m=n\end{cases}
$$

The solution of the problem (2-29) is now constructed as

$$
\begin{equation*}
T(x, t)=\sum_{m=1}^{x} c_{m} X\left(\beta_{m}, x\right) e^{-a \|_{m}^{2} t} \tag{2-34}
\end{equation*}
$$

The application of the initial condition (2-29d) gives

$$
\begin{equation*}
F(x)=\sum_{m=1}^{\infty} c_{m} X\left(\beta_{m}, x\right) \quad \text { in } \quad 0<x<L \tag{2-35a}
\end{equation*}
$$

This is a representation of an arbitrary function $F(x)$ defined in the interval $0<x<L$ in terms of the eigenfunction $X\left(\beta_{n}, x\right)$ of the eigenvalue problem (2-32). Suppose such a representation is permissible, the coeflicients $c_{m}$ can be determined
by operating on both sides of equation (2-35a) by the operator $\int_{0}^{L} X\left(\beta_{m}, x\right) d x$ and utilizing the orthogonality property of the eigenfunctions. We find

$$
\begin{equation*}
c_{m}=\frac{1}{N\left(\beta_{m}\right)} \int_{0}^{L} X\left(\beta_{m p}, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} \tag{2.35b}
\end{equation*}
$$

where the morm $N$ is defined :ls

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{L}\left[X\left(\beta_{m}, x\right)\right]^{2} d x \tag{2.35c}
\end{equation*}
$$

The substitution of equation (2-35b) into equation (2-34) yields the solution for the temperature $T(x, t)$ as

$$
\begin{equation*}
\ldots \quad \ldots \ldots(x, t)=\sum_{m=1}^{\infty} e^{-x \beta_{m}^{2} r} \frac{1}{N\left(\beta_{m}\right)} \dot{X}\left(\beta_{m}, x\right) \int_{0}^{L} X\left(\beta_{m}, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} \tag{2-36a}
\end{equation*}
$$

I his solution is valid for times $t>0$; as $t \rightarrow 0$, it approaches to the initial value of the temperature in the medium. Therefore, by substituting $t=0$ in equation (2-36), we obtain

$$
\begin{equation*}
F(x)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{n 1}, x\right) \int_{0}^{L} X\left(\beta_{m,}, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} \quad \text { in } \quad 0<x<L \tag{2-36b}
\end{equation*}
$$

This equation is a representation of an arbitrary function $F(x)$ delined in the interval $0<x<L$ in terms of the cigenfunctions $X\left(\beta_{m}, x\right)$ of the eigenvalue problem given by equations (2-32).

The eigenfunctions $X\left(\beta_{m}, x\right)$ of the eigenvalue problem (2-32) are given as

$$
\begin{equation*}
X\left(\beta_{m}, x\right)=\beta_{m} \cos \beta_{m} x+H_{1} \sin \beta_{m} x \tag{2-37a}
\end{equation*}
$$

where the eigenvalues $\beta_{m 1}$ are the roots of the following transcendental equation

$$
\begin{equation*}
\tan \beta_{m} L=\frac{\beta_{m}\left(H_{1}+H_{2}\right)}{\beta_{m}^{2}-H_{1} H_{2}} \tag{2-37b}
\end{equation*}
$$

and the normalization integral $N\left(\beta_{m}\right)$ is given by

$$
\begin{equation*}
N\left(\beta_{m}\right)=\frac{1}{2}\left\lfloor\left(\beta_{m 1}^{2}+H_{1}^{2}\right)\left(L+\frac{H_{2}}{\beta_{m}^{2}+H_{2}^{2}}\right)+H_{1}\right\rfloor \tag{2-37c}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{1} \equiv \frac{h_{1}-\cdot}{k_{1}} \quad \text { and } \quad H_{2} \equiv \frac{h_{2} .}{k_{2}} \tag{2-37d}
\end{equation*}
$$

The reader should consult reference $8[\mathrm{p} .80$ ] for the derivation of these results.

The eigenfunctions, eigencondition and the normalization integral given by equations (2-37) are for the general case of boundary condition of the third kind at both boundaries, $x=0$ and $x=L$. The results for other combinations of boundary conditions are obtainable by setting in equations (2-37) $\mathrm{H}_{1}$ or $\mathrm{H}_{2}$ equal to zero or infinity.

We list in Table 2-2 the cigenfunctions $X\left(\beta_{m}, x\right)$, the eigenvalues $\beta_{m}$, and the normalization integral $N\left(\beta_{m}\right)$ of the eigenvatue problem (2-32) for nine different combinations of boundary conditions at $x=0$ and $x=L$. We note that, for the , boundary condition of the second kind at both boundaries (i.e., case 5), $\beta_{0}=0$ is also an eigenvalue corresponding to the eigenfunction $X\left(\rho_{m}\right)=1$ as shown in note 2 at the end of this chapter.

## 2-5 COMPUTATION OF EIGENVALUES

Once-the eigenvalues $\beta_{m}$ are computed from the solution of the transcendental equation, the eigenfunctions $X\left(\beta_{m}\right)$ and the normalization integral $N\left(\beta_{m}\right)$ become known, and the temperature distibution $T(x, t)$ in the medium io determined from the solution given by equation (2-36a). Some of the transcendental equations, such as $\sin \beta_{m} L=0$ or $\cos \beta_{m} L=0$, are simple expressions; hence the $\beta_{m}$ are readily evaluated. Consider, for example, the transcendental equation for the case 1 in Table 2-2 with $H_{1}=H_{2} \equiv H$. The resulting expression is written as

$$
\begin{equation*}
\tan \beta L=2 \frac{(\beta L)(H L)}{(\beta L)^{2}-(H L)^{2}} \tag{2-38a}
\end{equation*}
$$

and for convenience this result is rearranged as

$$
\begin{equation*}
\cot \xi=\frac{1}{2}\left(\frac{\xi}{B}-\frac{B}{\xi}\right)=Z . \tag{2-38b}
\end{equation*}
$$

where $\xi=\beta L$ and $B=H L$. Clearly, the solution of this transcendental equation is not so easy. First we present a graphical interpretation of the roots of this transcendental equation before discussing its computer solution.

## Graphical Representation

The result given by equation (2-38b) represents the following two curves:

$$
Z=\frac{1}{2}\left(\frac{\xi}{B}-\frac{B}{\xi}\right) \quad \text { and } \quad Z=\cot \xi
$$

(2-38c, d)

- The first of these curves represents a hyperbola whose center is at the origin and its asymptotes are $\xi=0$ and $Z=\xi / 2 B$, while the second represents a set of cotangent curves as illustrated in Fig. 2-2. The $\xi$ values corresponding to the
For this particular case $\beta_{0}=0$ is also an eigenvalue corresponding to $X=1$.


Fig. 2-2 Geometrical representation of the roots of $\cot \xi=\left\{\frac{1}{2}\right)[(\xi / B)-(B / \xi)]$.
intersections.ofthe hyperbola with the cotangent curves are the roots of the above transcendental equation. Clearly there are an infinite number of such points, each successively located in intervals $(0-\pi),(\pi-2 \pi),(2 \pi-3 \pi)$, etc. Because of symmetry, the negative roots are equal in absolute value to the positive ones; therefore, only the positive roots need to be considered in the solution since the solution remains unaffected by the sign of the root. The graphical representation of the roots shown in Fig. 2-2 is useful to establish the regions where the roots lie; but accurate values of the roots are determined by numerical solution of the transcendental equations as described next.

## Numerical Solutions

Various methods are available for solving transcendental equations numerically [14, 15]. Here we consider the bisection, Newton-Raphson and Secant methods for the determination of the roots of transcendental equations.

Bisection Method Consider a transcendental equation written compactly in the form

$$
\begin{equation*}
F(\xi)=0 \tag{2-39}
\end{equation*}
$$

and suppose it has only one root in the region $\xi_{i} \leqslant \xi \leqslant \xi_{i+1}$ as illustrated in Fig. 2-3. We wish to determine this root by the bisetion method. The interval $\xi_{1} \leqslant \xi \leqslant \xi_{1,}$ is divided into two subintervals by a point $\xi_{1 /(1 / 2)}$ defined by

$$
\begin{equation*}
\xi_{i+(1 / 2)}=\frac{1}{2}\left(\xi_{i}+\xi_{i+1}\right) \tag{2-40a}
\end{equation*}
$$

and the sign of the product $F\left(\xi_{i}\right) . F\left(\zeta_{i+(1 / 2)}\right)$ is examined. If the product

$$
\begin{equation*}
F\left(\xi_{i}\right) F\left(\xi_{i+(1 / 2)}\right)<0 \tag{2-40b}
\end{equation*}
$$

then the root lies in the first subinterval $\zeta_{i} \leqslant \xi \leqslant \xi_{i+(1 / 2)}$, since the sign change


Fig. 2-3 The bisection method.
occurs in this interval. If the product is positive, the root must lie in the second subinterval. If.the product is exactly zero, $\xi_{i+(1 / 2)}$ is the exact root. The procedure For determining the root is now apparent. The subinterval containing the root is bisected and the bisection procedure is continued until the change in the value of root from one bisection to the next becomes less than a speciffed tolerance $\epsilon$.

The bisection procedure always yiclds a root if a region is found over which $F(\xi)$ changes sign and has only one root. Therefore, the graphical interpretation of roots as illustrated in Fig. 2-2 is useful to locate the regions where the roots lie. In the absence of graphical representation, one starts with $\xi=0$ and evaluates $F(\xi)$ for each small increment of $\xi$ until $F(\xi)$ changes sign. Then, a root must lie in that interval and the bisection procedure is applied for its determination.

In each bisection, the interval is reduced by half; therefore, after $n$ bisections the original interval is reduced by a factor $2^{n}$. For example, 10 bisections reduce the original interval by a factor more than 1000 , and 20 bisections reduce more than one million.

Newton-Raphson Method Consider a function $F(\xi)=0$ plotted against $\xi$ as illustrated in Fig. 2-4. Let the tangent drawn to this curve at $\xi=\xi_{i}$ intersect the $\xi$ axis at $\xi=\xi_{i+1}$. The slope of this tangent is given by

$$
F^{\prime}\left(\xi_{i}\right)=\frac{F\left(\xi_{i}\right)}{\xi_{i}-\bar{\xi}_{i+1}}
$$

where prime denotes derivative with respect to $\xi$. Solving this equation for $\xi_{1+1}$ we obtain

$$
\begin{equation*}
\xi_{1+1}=\xi_{i}-\frac{F\left(\xi_{i}\right)}{F^{\prime}\left(\xi_{i}\right)} \tag{2-41b}
\end{equation*}
$$



Fig. 2-4 Newton~Raphson method.

Equation (2-4lb) provides an expression for calculating $\xi_{i+1}$ from the knowledge of $F\left(\xi_{i}\right)$ and $F^{\prime}\left(\xi_{i}\right)$ by iteration, until the change in the value of $\xi_{i+1}$ from one iteration to the next is less than a specificd convergence criteria $\varepsilon$. The method is widely used in practice because of its rapid convergence; however, there are situations that may give rise to convergence diflicultics. For example, if the initial approximation to the root is not sufficiently close to the exact value of the root or the second derivative $F^{\prime \prime}(\xi)$ changes sign near the root convergence difficulties arise.

Secant Method The Newton-Raphson method requires the derivative of the function for each iteration. However, if the function is difficult to differentiate, the derivative is approximated by a difference approximation, hence equation (2-41b) takes the form

$$
\begin{equation*}
\xi_{i+1}=\xi_{t}-\cdots\left(F\left(\xi_{i}\right)-F\left(\xi_{i-1}\right)\right] /\left(\xi_{i}-\xi_{i-1}\right) \tag{2-42}
\end{equation*}
$$

The secant method may not be as rapidly convergent as the Newton-Raphson method; but if the evaluation of $F^{\prime}(\xi)$ is time-consuming, then the secant method may require less computer time than Newton's method.

Tabulated Eigenvalues In Appendix II we tabulated first six roots of the transcendental equations

$$
\begin{align*}
& F(\beta) \equiv \beta \tan \beta-C=0  \tag{2-43a}\\
& F(\beta) \equiv \beta \cot \beta+C=0 \tag{2-43b}
\end{align*}
$$

for several different values of $C$. These transcendental equations are associated with the cases 2 and 3 in Table 2-2, respectively.
When using the secant or Newton-Raphson method lor solving such transcendental equations, it is preferable to establish the region where a rout lies by a bisection method or a graphical approach, and then apply the secant or Newton-Raphson method. An examination of the roots listed in the Appendix II reveals that the roots lie in the intervals which are multiples of $\pi$. Consider, for example, the transcendental equation (2-43a). For large values of $C$, the roots lie in the regions where the slope of the tangent curve is very steep; hence difficulty is experienced in the determination of roots from Eq. (2-43b) when the roots lie in the regions where the slope of the colangent curve is very sleep. In such situations, the convergence difliculty is alleviated if equations (2-43a) and (2-43b) are rearranged, respectively, in the forms

$$
\begin{align*}
& F(\beta)=\beta \sin \beta-C \cos \beta=0  \tag{2-44a}\\
& F(\beta)=\beta \cos \beta+C \sin \beta=0 \tag{2-44b}
\end{align*}
$$

## Example 2-1

A slab in $0 \leqslant x \leqslant L$ is initially at a temperature $F(x)$; for times $t>0$, the houndary at $x=0$, is kept insulated and the boundary at $x=L$ dissipates heat by convection into a medium at zero temperature, that is

$$
\frac{\partial T}{\partial x}=0 \quad \text { at } \quad x=0 \quad \text { and } \quad \frac{\partial T}{\partial x}+H_{2} T=0 \quad \text { at } \quad x=L
$$

Obtain an expression for the temperature distribution $T(x, t)$ in the slab. Also consider the case when $F(x)=T_{0}=$ constant.
Solution. The boundary conditions for this problem correspond to case 4 in Table 2-2. Therefore, when the eigenfunctions $X\left(\beta_{m}, x\right)$ and the norm $N\left(\beta_{m}\right)$ are obtained from this table and introduced into equation (2-36a), the solution becomes

$$
\begin{align*}
T(x, t)= & 2 \sum_{m=1}^{x} e^{-x y_{m}^{2} t} \frac{\beta_{m}^{2}+H_{2}^{2}}{L\left(\beta_{m}^{2}+H_{2}^{2}\right)+H_{2}} \\
& \quad \cos \beta_{m} x \int_{x^{\prime}=0}^{L} f\left(x^{\prime}\right) \cos \beta_{m} x^{\prime} d x^{\prime} \tag{2-45:1}
\end{align*}
$$

where $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} L=H_{2} \tag{2-45b}
\end{equation*}
$$

For the special case of $F(x)=T_{0}=$ constant, the integration in equation

(2-45a) can be performed and the solution reduces to

$$
T(x, t)=2 T_{0} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}} \frac{\beta_{m}^{2}+H_{2}^{2}}{L\left(\beta_{m}^{2}+H_{2}^{2}\right)+H_{2}} \frac{\sin \beta_{m} L}{\beta_{m}} \cos \beta_{m} x
$$

and by makinguse of the transcendental equation (2-45b) this result is written
as

$$
\begin{equation*}
T(x, t)=2 T_{0} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{H_{2}}{L\left(\beta_{m}^{2}+H_{2}^{2}\right)+H_{2}} \frac{\cos \beta_{m} x}{\cos \beta_{m} L} \tag{2-45d}
\end{equation*}
$$

Example 2-2
A slab, $0 \leqslant x \leqslant L$, is initially at a temperature $F(x)$, for times $t>0$ the boundaries at $x=0$ and $x=L$ are kept insulated, that is, $\partial T / \partial x=0$ at $x=0$ and $x=L$. Obtain an expression for the temperature distribution $T(x, t)$ in the slab.
Solution. The boundary conditions for this problem correspond to case 5 in Table 2-2. Obtaining $X\left(\beta_{m}, x\right)$ and $N\left(\beta_{m}\right)$ from this table and introducing them into equation (2-36) and noting that for this special case $\beta_{0}=0$ is also an eigenvalue, the solution of the problem becomes

$$
\begin{align*}
T(x, t)= & \frac{1}{L} \int_{0}^{I t} F\left(x^{\prime}\right) d x^{\prime}+\frac{2}{L} \sum_{m=1}^{m} e^{-\sigma \rho_{m}^{2} t} \\
& \cdot \cos \beta_{m} x \int_{x^{\prime}-0}^{L} F\left(x^{\prime}\right) \cos \beta_{m} r^{\prime} d x^{\prime} \tag{2-46}
\end{align*}
$$

where $\beta_{m}$ values are the roots of $\sin \beta_{m} L=0$ or given as $\beta_{m}=m \pi / L, m=$ $1,2,3, \ldots$. Here, the first term on the right-hand side of the equation results from the fact that $\beta_{0}=0$ is also an eigenvalue. The physical significance of this term is as follows: It represents the temperature in the solid as $t \rightarrow \infty$ (i.e., after the transients have passed); it is an arithmetic mean of the initial temperature over the region $0 \leqslant x \leqslant L$. This is to be expected by physical considerations, since heat cannot escape from the insulated boundaries, eventually the temperature equalizes over the region.

2-6 ONE-DIMENSIONAL HOMOGENEOUS PROBLEMS IN A SEMIINFINITE MEDIUM
-. . We now consider the solution of a homogeneous heat conduction problem for a semiinfinite region. That is, a semiinlinite region, $0 \leqslant x<\infty$, is initially at a temperature $F(x)$ and for times $t>0$ the boundary surface at $x=0$ dissipates heat by convection into a medium at zero temperature as illustrated in Fig. 2-5.

The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{x} \frac{\partial T(x, t)}{\partial t} & \text { in } & 0<x<\infty, t>0 \\
-k_{1} \frac{\partial T}{\partial x}+h_{1} T=0 & \text { at } & x=0, \\
t>0  \tag{2-47c}\\
T-F(x) & \text { for } & t=0, \text { in }
\end{array} \quad 0 \leqslant x<\infty,
$$

We assume a separation in the form $T(x, t)=X(x) \Gamma(t)$; then, the solution for the function $\Gamma(t)$ is as given previously by equation (2-31); that is:

$$
\begin{equation*}
\Gamma(t)=e^{-\alpha \beta^{2} t} \tag{2-31}
\end{equation*}
$$

where $\beta$ is the separation constant, and the space-variable function $X(\beta, x)$ satisfies the following problem:

$$
\begin{align*}
& \frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 \quad \text { in } \quad 0<x<\infty  \tag{2-48a}\\
& -k_{1}{ }_{d X(x)}^{d x}+h_{1} X(x)=0 \quad \text { at } \quad x=0 \tag{2-48b}
\end{align*}
$$

The solution of equations (2-48) may be taken in the form

$$
\begin{equation*}
X(\beta ; x)=\beta \cos \beta x+H_{1} \sin \beta x \tag{2-49a}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{1}=\frac{h_{1}}{k_{1}} \tag{2-49b}
\end{equation*}
$$

and the separation variable $\beta$ assumes all values from zero to infinity continuously. The general solution for $T(x, t)$ is constructed by the superposition of all these ' elementary solutions by integrating over the value of $\beta$ from zero to infinity

$$
\begin{equation*}
T(x, t)=\int_{\beta=0}^{\infty} c(\beta) e^{-\alpha \beta^{2}( }\left(\beta \cos \beta x+H_{1} \sin \beta x\right) d \beta \tag{2-50}
\end{equation*}
$$

The application of the initial condition to equation (2-50) yields

$$
\begin{equation*}
F(x)=\int_{\beta=0}^{\infty} c(\beta) X(\beta, x) d \beta \text { in } \quad 0<x<\infty \tag{2-51}
\end{equation*}
$$

where

$$
X(\beta, x)=\beta \cos \beta x+H_{1} \sin \beta x
$$

This result is a representation of an arbitrary function $F(x)$ defined in the semi-infinite interval $0<x<\infty$ in terms of the solution of the auxiliary problem defíned by equations (2-48). A similar representation has been developed [11, p. 228] when solving the heat-conduction problem (2-47) by the Laplace transform technique, and that result can be expressed in the form

$$
f^{\prime}(x)=\int_{\beta=0}^{\alpha} X(\beta, x)\left[\begin{array}{c}
1  \tag{2-52}\\
N(\beta)
\end{array} \int_{x^{\prime}=0}^{\infty} x\left(\beta, x^{\prime}\right) F^{\prime}\left(x^{\prime}\right) d x^{\prime}\right] d \beta
$$

where

$$
X(\beta, x)=\beta \cos \beta x+H_{1} \sin \beta x \quad \text { and } \quad \frac{1}{N(\beta)}=\frac{2}{\pi \beta^{2}+H_{1}^{2}}
$$

The representation given by equation (2-52) is valid when $F(x)$ and $d F / d x$ are sectionally continuous on each finite interval in the range $0<x<\infty$, provided the integral $\int_{0}^{\infty}|F(x)| d x$ exists, i[ $F(x)$ is defined as its mean value at each point of discontinuity.
By comparing equations (2-51) and (2-52) we obtain the unknown coefficient $c(\beta)$ as

$$
\begin{equation*}
c(\beta)=\frac{1}{N(\beta)} \int_{0}^{x} X\left(\beta, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} \tag{2-53}
\end{equation*}
$$

where $\dot{N}(\beta)$ and $X(\beta, x)$ are as defined previously. The substitution of equation (2-53) into equation ( $2-50$ ) yields the solution for the heat conduction problem (2-47) as

$$
\begin{equation*}
T(x, t)=\int_{\beta=0}^{\infty} e^{-a \beta^{2} t} \frac{1}{N(\beta)} X(\beta, x) \int_{x^{\prime}=0}^{x} X\left(\beta, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime} d \beta \tag{2-54}
\end{equation*}
$$

TABLE 2-3 The Solution $X(\beta, x)$ and the Norm $N(f)$ of the Differential Equation

Subject to the Boundary Conditions Shown in the Table Below

| No. | Boundary Condition at $x=0$ | $X(\beta, x)$ | $1 / N(\beta)$ |
| :---: | :---: | :---: | :---: |
| 1 | $-\frac{d X}{d x}+H_{1} X=0$ | $\beta \cos \beta x+H_{1} \sin \beta x$ | $\frac{2}{\pi} \frac{1}{\beta^{2}+H_{1}^{2}}$ |
| 2 | $\frac{d X}{d x}=0$. | $\cos \beta x$ | $\frac{2}{\pi}$ |
| 3 | $X=0$ | $\sin \beta x$ | $\frac{2}{\pi}$ |

where

$$
\begin{gather*}
X(\beta, x)=\beta \cos \beta x+I_{1} \sin \beta x  \tag{2-55i}\\
\frac{1}{N(\beta)}=\frac{2}{\pi} \frac{1}{\beta^{2}+H_{1}^{2}} \quad \text { and } \quad H_{1} \equiv \frac{h_{1}}{k_{1}} \tag{2-55b}
\end{gather*}
$$

The functions $X(\beta, x)$ and $N(\beta)$ given by equations (2-55) are for a boundary condition of the third kind at $x=0$. The boundary condition at $x=0$ may also be of the second or the first kind. We list in Table 2-3 the functions $X(\beta, x)$ and $N(\beta)$ for these three different boundary conditions at $x=0$. Thus, the solution of the homogeneous heat conduction problem for a semiinninite medium $0 \leqslant x<5$ given by equations (2-47) is obtainable from equation (2-54) for the three different boundary conditions at $x=0$ if $X(\beta, x)$ and $N(\beta)$ are taken from Table 2-3, accordingly.

## Example 2-3

A semiinfinite region $0 \leqslant x<x$ is initially at temperature $F(x)$. For time $1>0$ the boundary at $x=0$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the medium. Also, examine the case when $F(x)=T_{0}=$ constant.
Solution. The boundary condition for this problem corresponds to case 3 in Table 2-3. Obtaining the functions $X(\beta, x)$ and $N(\beta)$ from this table and
substituting in equation (2-54) the solution becomes

$$
\begin{equation*}
T(x, t)=\frac{2}{\pi} \int_{x^{\prime}=0}^{\infty} F\left(x^{\prime}\right) \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \sin \beta x \sin \beta x^{\prime} d \beta d x^{\prime} \tag{2-56}
\end{equation*}
$$

The integration with respect to $\beta$ is evaluated by making use of the following relations

$$
\begin{equation*}
2 \sin \beta x \sin \beta x^{\prime}=\cos \beta\left(x-x^{\prime}\right)-\cos \beta\left(x+x^{\prime}\right) \tag{2-57a}
\end{equation*}
$$

and from Dwight $[17 ; \# 861.20]$ we have

$$
\begin{align*}
& \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \cos \beta\left(x-x^{\prime}\right) d \beta=\sqrt{\frac{\pi}{4 \alpha t}} \cdot \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right]  \tag{2-57b}\\
& \int_{\beta=0}^{x} e^{-\alpha \beta^{2} t} \cos \beta\left(x+x^{\prime}\right) d \beta=\sqrt{\frac{\pi}{4 \alpha t}} \cdot \exp \left[-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right] \tag{2-57c}
\end{align*}
$$

Then

$$
\begin{align*}
& \frac{2}{\pi} \int_{\rho=0}^{\infty} e^{-a \beta^{2} t} \sin \beta x \sin \beta x^{\prime} d \beta \\
& \quad=\frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] \tag{2-57~d}
\end{align*}
$$

and the solution (2-56) becomes

$$
\begin{equation*}
T(x, t)=\frac{1}{(4 \pi \alpha t)^{1 / 2}} \int_{x^{\prime}=0}^{\infty} F\left(x^{\prime}\right)\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] d x^{\prime} \tag{2-58a}
\end{equation*}
$$

For a constant initial temperature in the solid, $F(x)=T_{0}=$ constant, equation (2-58a) becomes

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\int_{x^{\prime}-n}^{\infty} \exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right) d x^{\prime}-\int_{x^{\prime}=0}^{\infty} \exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right) d x^{\prime}\right] \tag{2-58~b}
\end{equation*}
$$

Introducing the following new variables,

$$
\begin{aligned}
-\eta & =\frac{x-x^{\prime}}{\sqrt{4 \alpha t}}, \quad d x^{\prime}=\sqrt{4 \alpha t} d \eta \quad \text { for the first integral } \\
\eta & =\frac{x+x^{\prime}}{\sqrt{4 \alpha t}}, \quad d x^{\prime}=\sqrt{4 \alpha t} d \eta \quad \text { for the second integral }
\end{aligned}
$$

equation (2-58b) becomes

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\frac{1}{\sqrt{\pi}}\left[\int_{-x / \sqrt{4 a t}}^{\infty} e^{-\eta^{2}} d \eta-\int_{x / \sqrt{4 x t}}^{\infty} e^{-\eta^{2}} d \eta\right] \tag{2-58c}
\end{equation*}
$$

Since $e^{-\eta^{2}}$ is symmetrical about $\eta=0$, equation (2-58c) is writien in the form

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\frac{2}{\sqrt{\pi}} \int_{0}^{x / \sqrt{4 a t}} e^{-\eta^{2}} d \eta \tag{2-58d}
\end{equation*}
$$

The right-hand side of this equation is called the error function of argument $x / \sqrt{4 \alpha t}$ and the solution is expressed in the form

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\operatorname{er}\left(\frac{x}{\sqrt{4 \alpha t}}\right) \tag{2-58e}
\end{equation*}
$$

The values of the error functions are tabulated in Appendix III. Also included in this appendix is a brief discussion of the properties of the error function.

## 2-7 FLUX IORMULATION

The one-dimensional transient heat conduction equation, customarily given in terms of temperature $T(x, t)$, can be expressed in terms of heat $\eta u x, q(x, t)$. Such a formulation is useful for solving heat conduction in a semiinfinite medium with prescribed heat flux boundary condition. Consider the heat conduction equation

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t} \tag{2-59a}
\end{equation*}
$$

and the delinition of the heat flux

$$
\begin{equation*}
q(x, t)=-k \frac{\partial T(x, t)}{\lambda x} \tag{2-59b}
\end{equation*}
$$

Equation (2-59a) is differentiated with respect to space variable and the result is manipulated by utilizing equations (2-59a) and (2-59b). We obtain

$$
\begin{equation*}
\frac{\partial^{2} q}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial q(x, t)}{\partial t} \tag{2-59c}
\end{equation*}
$$

which is a differential equation in flux and is of the same form as equation (2-59a)..

60 Separation of variables in rectangular coordinate system
To illustrate its application, we consider heat conduction in a semiinlinite medium $0<x<\infty$, initially at zero temperature and for times $\tau>0$, a constant heat flux $f_{0}$ is applied at the boundary surface $x=0$. The mathematical formulation of this problem, in the flux formulation, is given by

| $\frac{\partial^{2} q}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial q(x, t)}{\partial t}$ | in | $0<x<\infty, t>0$ |
| :--- | :--- | :--- |
| $q(x, t)=f_{0}=$ constant | at $\quad x=0, \quad t>0$ |  |
| $q(x, t)=0$ | for $\quad t=0$ |  |

A new dependent variable $Q(x, t)$ is defined as

$$
\begin{equation*}
Q(x, t)=q(x, t)-f_{0} \tag{2-59~g}
\end{equation*}
$$

Then the problem takes the form

$$
\begin{array}{llll}
\frac{\partial^{2} Q}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial Q(x, t)}{\partial t} & \text { in } & 0<x<\infty, & t>0 \\
Q(x, t)=0 & \text { at } & x=0, & t>0 \\
Q(x, t)=-f_{0} & \text { for. } & t=0 &
\end{array}
$$

The solution of this problem is immediately obtained from equation (2-58e) as

$$
\begin{equation*}
Q(x, t)=-\int_{0} \operatorname{er}(x / \sqrt{4 x t}) \tag{2-61a}
\end{equation*}
$$

or

$$
\begin{gather*}
q(x, t)=\int_{0}+Q(x, t)=\int_{0}[1-\operatorname{erf}(x / \sqrt{4 x t})]  \tag{2-61b}\\
q(x, t)=\int_{0} \operatorname{erfc}(x / \sqrt{4 \alpha t}) \tag{2-61c}
\end{gather*}
$$

Once $q(x, t)$ is known, the temperature distribution $T(x, t)$ is determined by the integration of equation (2-59b). We obtain

$$
\begin{equation*}
T(x, 1)=\frac{f_{0}}{k} \int_{x}^{\infty} \operatorname{erfc}\left(x^{\prime} / \sqrt{ } 4 \alpha 1\right) d x^{\prime} \tag{2-62a}
\end{equation*}
$$

The integration is performed by utilizing the relationship given by equation (6) in Appendix III.

$$
\begin{equation*}
\mathrm{T}(x, t)=\frac{2 f_{0}}{k}\left[\left(\frac{\alpha t}{\pi}\right)^{1 / 2} e^{-x^{2} / 4 x t}-\frac{x}{2} \operatorname{erfc}(x / \sqrt{4 \alpha t})\right] \tag{2-62b}
\end{equation*}
$$

and the temperature at the surface $x=0$ becomes

$$
\begin{equation*}
T(0, t)=\frac{2 f_{0}}{k}\left(\frac{\alpha t}{\pi}\right)^{1 / 2} \tag{2-62c}
\end{equation*}
$$

## Example 2-4

A semiinfinite region $0<x<\infty$ is initially at temperature $F(x)$. For times $t>0$ the boundiary at $x=0$ is kept insulated. Obtain an expression for the temperature distribution in the medium.
Solution. The boundary condition for this problem corresponds to calse 2 in Table 2-3. Therefore the formal solution given by equation (2-54) becomes

$$
T(x, 1)=\frac{2}{\pi} \int_{x^{\prime}=0}^{\infty} F\left(x^{\prime}\right) \int_{\beta=0}^{x} \cdot e^{-x \beta^{2} t} \cos \beta x \cos \beta x^{\prime} d \beta d x^{\prime}
$$

From the trigonometric relations we have

$$
\begin{equation*}
2 \cos \beta x \cos \beta x^{\prime}=\cos \beta\left(x-x^{\prime}\right)+\cos \beta\left(x+x^{\prime}\right) \tag{2-63b}
\end{equation*}
$$

Therefore, the integration with respect to $\beta$ in the above solution is performed by utilizing equations (2-57b) and (2-57c); then the solution becomes

$$
\begin{align*}
T(x, t)= & \frac{1}{(4 \pi \alpha t)^{1 / 2}} \int_{x^{\prime}=0}^{\omega} r\left(x^{\prime}\right)\left[-\exp \left(\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)\right. \\
& \left.+\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] d x^{\prime} \tag{2-63c}
\end{align*}
$$

A comparison of the solutions (2-58a) and (2-63c) reveals that the two exponential terms are subtracted in the former and added in the latter.

## 2-8 ONE-DIMENSIONAL HOMOGENEOUS PROBLEMS IN AN INFINITE MEDIUM

We now consider the homogeneous heat conduction problem for a one-dimensonal infinite medium; $-\infty-x<x$, which is initially.at a temperature $F(x)$. We are interested in the determination of the temperature $T(x, t)$ of the medium for time $t>0$. No boundary conditions are specilied for the problem since the medium extends to infinity in both directions; but the problem consists of a boundedness condition on $T(x, t)$. The mathematical formulation is given as

$$
-\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}
$$



$$
\begin{equation*}
T=F(x) \quad \text { for } \quad t=0, \quad \text { in } \quad-x<x<\infty \tag{2-64b}
\end{equation*}
$$

By separating the variables in the form $T(x, t)=X(x) \Gamma(t)$, the solution for the function $\Gamma(t)$ is given as

$$
\begin{equation*}
\Gamma(t)=e^{-x \rho^{2} t} \tag{2-64c}
\end{equation*}
$$

and the function $X(x)$ satisfies the equation
$\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 \quad$ in $\quad-\infty<x<\infty$

Two linearly independent solutions of this equation are $\cos \beta x$ and $\sin \beta x$, corresponding to each value of $\beta$. As negative values of $\beta$ generates no additional solutions, we consider only $\beta \geqslant 0$. The general solution of the heat conduction problem is constructed by the superposition of $X(\beta, x) \Gamma(t)$ in the form

$$
\begin{equation*}
T(x, t)=\int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t}[a(\beta) \cos \beta x+b(\beta) \sin \beta x] d \beta \tag{2-65}
\end{equation*}
$$

The unknown coefficients $a(\beta)$ and $b(\beta)$ are to be determined so that for $t=0$ this solution represents the initial temperature distribution $F(x)$ in the medium $-\infty<x \lll<$. The application of the initial condition to equation (2-65) yields

$$
\begin{equation*}
F(x)=\int_{\beta=0}^{\infty}[a(\beta) \cos \beta x+b(\beta) \sin \beta x] d \beta, \quad-\infty<x<\infty \tag{2-66a}
\end{equation*}
$$

This equation is the Fourier formula for the integral representation of an arbitrary function $F(x)$ delined in the interval $-\infty<x<\infty$; the coeflicients $a(\beta)$ and $b(\beta)$ are given as $[4$, p. 114; 14, p. 1]

$$
\begin{equation*}
a(\beta)=\frac{1}{\pi} \int_{x^{\prime}=-\infty}^{\infty} F\left(x^{\prime}\right) \cos \beta x^{\prime} d x^{\prime} \tag{2-66b}
\end{equation*}
$$

$$
\begin{equation*}
h(\beta)=-\frac{1}{\pi} \int_{x^{\prime}=-\infty}^{x} F\left(x^{\prime}\right) \sin \beta x^{\prime} d x^{\prime} \tag{2-66c}
\end{equation*}
$$

Equations (2-66b,c) are_substituted into equation (2-66a), the trigonometric terms are combined and the order of integration is changed. We obtain

$$
\begin{equation*}
F(x)=\int_{\beta=0}^{\infty}\left[\frac{1}{\pi} \int_{x^{\prime}=-\infty}^{\infty} F\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime}\right] d \beta \tag{2-66d}
\end{equation*}
$$

The representation given by equation (2-66d) is valid if function $F(x)$ and $d F / d x$
are sectionally continuous on every finite interval on the $x$ axis, $F(x)$ is defined as its mean value at each point of discontinuity, and the integral $\int_{-\infty}^{\infty}|F(x)| d x$ exists [4, p. 115].

A comparison of the results in equations (2-66a) and (2-66d) implies that the coefficients are given by

$$
\begin{equation*}
[a(\beta) \cos \beta x+b(\beta) \sin \beta x] \equiv \frac{1}{\pi} \int_{x^{\prime}=-\infty}^{\infty} F\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime} \tag{2-67}
\end{equation*}
$$

Then the solution given by equation (2-65) becomes

$$
\begin{equation*}
T(x, t)=\frac{1}{\pi} \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \int_{x^{\prime}=-\infty}^{\infty} F\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime} d \beta \tag{2-68}
\end{equation*}
$$

In view of the integral, Dwight [17, \#861.20]

$$
\begin{equation*}
\int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \cos \beta\left(x-x^{\prime}\right) d \beta=\sqrt{\frac{\pi}{4 \alpha t}} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] \tag{2-69}
\end{equation*}
$$

The solution (2-68) takes the form

$$
\begin{equation*}
T(x, t)=\frac{1}{[4 \pi \alpha t]^{i / i}} \int_{x^{\prime}=-\infty}^{\infty} F\left(x^{\prime}\right) \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] d x^{\prime} \tag{2-70}
\end{equation*}
$$

Example 2-5
In a one-dimensional infinite medium $-\infty<x<\infty$, the region $-L<x<L$ is initially at a constant temperature $T_{0}$, and everywhere outside this region is at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$.
Solution. For this particular case the initial condition function is of the form

$$
F(x)= \begin{cases}T_{0} & \text { in }-L<x<L \\ 0 & \text { everywhere outside this region }\end{cases}
$$

and the solution (2-70) becomes

$$
\begin{equation*}
T(x, t)=\frac{\ldots T_{0}}{(4 \pi \alpha t)^{1 / 2}} \int_{-L}^{L} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] d x^{\prime} \tag{2-71}
\end{equation*}
$$

A new variable is defined as

$$
\begin{equation*}
\eta=\frac{x-x^{t}}{\sqrt{4 \alpha t}} \quad \therefore d x^{\prime}=-\sqrt{4 \alpha t} d \eta \tag{2-72}
\end{equation*}
$$

Then equation (2-71) becomes

$$
\begin{equation*}
T(x, t)=\frac{T_{0}}{2}\left[\frac{2}{-\sqrt{\pi}} \int_{0}^{(L+x) / \overline{4} \bar{t}} e^{-\eta^{2}} d \eta+\cdots \frac{2}{\sqrt{\pi}} \int_{0}^{(1--x) ; \overline{4} \bar{x}} e^{-\pi^{2}} d \eta\right] \tag{2-73}
\end{equation*}
$$

which is written in the form

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\frac{1}{2}\left[\operatorname{erf}\left(\frac{L+x}{\sqrt{4 \alpha t}}\right)+\operatorname{erf}\left(\frac{L-x}{\sqrt{4 \alpha t}}\right)\right] \quad \text { in } \quad-\infty<x<\infty \tag{2-74}
\end{equation*}
$$

## 2-9 MULTIDIMENSIONAL HOMOGENEOUS PROBLEMS

Having established the eigenfunctions, eigenconditions, and the normalization integrals for one-dimensional problems of finite, semiinfinite, and infinite regions, we are now in a position to apply the method of separation of variables to the solution of multidimensional homogeneous heat conduction problems as illustrated below with representative examples.

## Example 2-6

A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially al temperature $F(x, y)$. For times $t>0$ the boundary at $x=0$ is kept insulated, the boundary at $y=0$ is kept at zero temperature, and boundaries at $x=a$ and $y=b$ dissipate heat by convection into an environment at zero temperature as illustrated in Fig. 2-6. Obtain an expression for the temperature distribution $T(x, y, t)$ for times $t>0$.
Solution. The mathematical formulation of the problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { in } 0<x<a, \quad 0<y<b, \quad t>0  \tag{2-75a}\\
& ? T \\
& \partial x=0 \quad \text { at } \quad x=0 ; \quad \frac{\partial T}{\partial x}+H_{2} T=0 \text { at } x=a \quad \text { for } \quad t>0 \tag{2-75b}
\end{align*}
$$



Fig. 2-6 Boundary and initial conditions for a rectangular region considered in Example 2-6.
$T=0$

$$
\begin{equation*}
\text { at } y=0: \quad \frac{\partial T}{\partial y}+H_{4} T=0 \text { at } y=b \text { for } 1>0 \tag{2-75c}
\end{equation*}
$$

$T=F(x, y)$
for $t=0$, in the region
Assuming a separation in the form

$$
\begin{equation*}
T(x, y, f)=\Gamma^{-}(t) X(x) Y(y) \tag{2-76}
\end{equation*}
$$

the problems defining the $X(x)$ and $Y(y)$ functions become

$$
\begin{align*}
& \frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0  \tag{2-77a}\\
& \text { in } \quad 0<x<a \\
& \frac{d X}{d x}=0 \quad \text { at } x=0 ; \quad \frac{d X}{d x}+H_{2} X=0 \quad \text { at } x=a \tag{2-77b}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{d^{2} Y(y)}{d y^{2}}+\eta^{2} Y(y)=0 \quad \text { in } \quad 0<y<b  \tag{2-78a}\\
& Y=0 \quad \text { at } \quad y=0 ; \quad \frac{d Y}{d y}+H_{4} Y=0 \quad \text { al } y=b \tag{2-78b}
\end{align*}
$$

and the solution for $\Gamma(t)$ is given by

$$
\begin{equation*}
\Gamma(t)=e^{-x\left(\rho^{2}+7^{2} \eta\right.} \tag{2-79}
\end{equation*}
$$

The complete solution for the problem is constructed as

$$
\begin{equation*}
T(x, y, t)=\sum_{m=1}^{x} \sum_{n=1}^{x} c_{m u t} e^{-x\left(\theta_{m}^{2}+i_{n}^{2} n\right.} X\left(\beta_{m}, x\right) Y\left(i_{n}, y\right) \tag{2-80}
\end{equation*}
$$

For $t=0$ equation (2-80) becomes

$$
\begin{equation*}
F(x, y)=\sum_{m=1}^{\infty} \sum_{n=1}^{\dot{ }} c_{m, n} X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y\right) \quad \text { in } \quad 0<x<a, 0<y<b \tag{2-81}
\end{equation*}
$$

The unknown coefficient $c_{m n}$ is determined by operating on both sides of equation (2-81) successively by the operators

$$
\int_{0}^{a} X\left(\beta_{m}, x\right) d x \quad \text { and } \quad \int_{0}^{b} Y\left(i_{n}, y\right) d y
$$

and utilizing the orthogonality of these eigenfunctions. We obtain

$$
\begin{equation*}
c_{m n}=\frac{1}{N\left(\beta_{m}\right) N\left(\gamma_{n}^{\prime}\right)} \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} X\left(\beta_{m}, x^{\prime}\right) Y\left(\gamma_{n}, y^{\prime}\right) F\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime} \tag{2-82}
\end{equation*}
$$

where

$$
N\left(\beta_{m}\right) \equiv \int_{0}^{a} X^{2}\left(\beta_{m}, x\right) d x \quad \text { and } \quad N\left(\gamma_{n}^{\prime}\right) \equiv \int_{0}^{b} Y^{2}\left(\gamma_{n}, y^{\prime}\right) d y
$$

The substitution of equation (2-82) into equation (2-80) gives the solution of this problem as

$$
\begin{align*}
T(x, y, t)= & \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} e^{-x\left(\beta_{m}^{2}+\eta_{n}^{2}\right) t} \frac{1}{N\left(\beta_{m}\right) N\left(y_{n}^{\prime}\right)} X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y\right) \int_{0}^{a} \int_{0}^{b} X\left(\beta_{m}, x^{\prime}\right) \\
& \cdot Y\left(\gamma_{n}^{\prime} y^{\prime}\right) F\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime} \tag{2-83}
\end{align*}
$$

The eigenfunctions, the eigenvalues, and the norms appearing in equation (2-83) are immediately obtainable from Table 2-2; that is, $X\left(\beta_{m}, x\right)$ satisfying the eigenvalue problem (2-77) corresponds to case 4 and is given by

$$
\begin{gather*}
X\left(\beta_{m}, x\right)=\cos \beta_{m} x  \tag{2-84a}\\
\frac{1}{N\left(\beta_{m}\right)}=2 \frac{\beta_{m}^{2}+H_{2}^{2}}{a\left(\beta_{m}^{2}+H_{2}^{2}\right)+H_{2}} \tag{2-84b}
\end{gather*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} a=H_{2} \tag{2-84c}
\end{equation*}
$$

The function $Y\left(\gamma_{n}, y\right)$ satisfying the eigenvalue problem (2-78) corresponds to case 7 in Table 2-2; after replacing $L$ by $b, \beta$ by $\gamma$, and $H_{2}$ by $H_{4}$, we find

$$
\begin{gather*}
Y\left(\gamma_{n}^{\prime}, y^{\prime}\right)=\sin \gamma_{n}^{\prime},  \tag{2-85a}\\
\frac{1}{N\left(\gamma_{n}^{\prime}\right)}=2 \frac{\gamma_{n}^{2}+H_{4}^{2}}{b\left(\gamma_{n}^{2}+H_{4}^{2}\right)+H_{4}} \tag{2-85b}
\end{gather*}
$$

and the $\gamma_{n}$ values are the positive roots of

$$
\begin{equation*}
\gamma_{n} \operatorname{col} \gamma_{n} b=-H_{4} \tag{2-85c}
\end{equation*}
$$

Introducing equations (2-84) and (2-85) into equation (2-83), the solution
becomes

$$
\begin{aligned}
T(x, y, t)= & 4 \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} e^{-\alpha\left(\beta_{m}^{2}+\gamma_{n}^{2} \mu t\right.} \cdot \frac{\beta_{m}^{2}+H_{2}^{2}}{a\left(\beta_{m}^{2}+H_{2}^{2}\right)+H_{2}} \frac{\gamma_{n}^{2}+H_{4}^{2}}{b\left(\gamma_{n}^{2}+H_{4}^{2}\right)+H_{4}} \\
& \cdot \cos \beta_{m} x \sin \gamma_{n}^{\prime}, \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \cos \beta_{m} x^{\prime} \sin \gamma^{\prime}, y^{\prime} F\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime}(2-86)
\end{aligned}
$$

where $\beta_{m}$ and $\gamma_{n}$ are the positive roots of the equations $(2-84 \mathrm{c})$ and $(2-85 \mathrm{c})$, respectively:

## Example 2-7

A rectangular parallelepiped $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$ is initially at temperature $F(x, y, z)$. For times $t>0$ all boundary surfaces are kept at zero temperature. Obtain an expression for $T(x, y, z, t)$ for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } 0<x<a, 0<y<b, 0<z<c \\
& \text { for } t>0 \\
T=0 & \text { on all boundaries, for } t>0  \tag{2-87b}\\
T=F(x, y, z) & \text { for } t=0, \text { in the region }
\end{array}
$$

Assuming a separation in the form $T(x, y, z, t)=\Gamma(t) X(x) Y(y) Z(z)$, the complete solution for $T(x, y, z, t)$ in terms of these separated functions is written as

$$
\begin{equation*}
T(x, y, z, t)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} c_{m n p} e^{-\alpha\left(\beta_{m}^{2}+\gamma_{n}^{2}+\eta_{p}^{2}\right) 1} X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y\right) Z\left(\eta_{p}, z\right) \tag{2-88}
\end{equation*}
$$

The application of the initial condition gives

$$
\begin{equation*}
F(x, y, z)=\sum_{m=1}^{\alpha} \sum_{n=1}^{\alpha} \sum_{p=1}^{\alpha,} c_{m n p} X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y^{\prime}\right) Z\left(\eta_{p}, z\right) \tag{2-89}
\end{equation*}
$$

The unknown coeflicient $c_{\text {mnp }}$ is determined by operating on both sides of equation (2-89) successively by the operators

$$
\int_{0}^{a} X\left(\beta_{m}, x\right) d x, \quad \int_{0}^{b} Y\left(\gamma_{n}, y\right) d y, \quad \text { and } \quad \int_{0}^{c} Z\left(\eta_{p}, z\right) d z
$$

and utilizing the orthogonality of these eigenfunctions. We obtain

$$
\begin{align*}
c_{m n}= & \frac{1}{N\left(\beta_{m}\right) N\left(\gamma_{n}\right) N\left(\eta_{p}\right)} \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c} X\left(\beta_{m}, x^{\prime}\right) Y\left(i_{n}^{\prime}, y^{\prime}\right) Z\left(\eta_{p}, z^{\prime}\right) \\
& \cdot F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{2-90}
\end{align*}
$$

where

$$
N\left(\beta_{m}\right) \equiv \int_{0}^{a} X^{2}\left(\beta_{m}, x\right) d x, \quad N\left(\gamma_{n}\right) \equiv \int_{0}^{b} Y^{2}\left(\gamma_{n}, y\right) d y
$$

and

$$
N\left(\eta_{p}\right) \equiv \int_{0}^{c} Z^{2}\left(\eta_{p}, z\right) d z
$$

The substitution of equation (2-90) into equation (2-88) gives the solution as

$$
\begin{align*}
T(x, y, z, t)= & \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} e^{-a\left(\rho_{m}^{2}+\gamma_{n}^{2}+\mu_{p}^{z} \mu\right.} \frac{1}{N\left(\beta_{m}\right) N\left(\gamma_{n}\right) N\left(\eta_{p}\right)} X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y\right) L\left(\eta_{p}, z\right) \\
& \cdot \int_{x=0}^{a} \int_{v=0}^{b} \int_{z=0}^{c} X\left(\beta_{m}, x^{\prime}\right) Y\left(\gamma_{n}, y^{\prime}\right) Z\left(\eta_{p}, z^{\prime}\right) F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{2-91}
\end{align*}
$$

Here, the functions $X, Y, Z$ satisfy the eigenvalue problems whose solutions corresponds to those given by case 9 in Table 2-2. Therefore, from Table 2-2 we immediately obtain

$$
\begin{array}{lll}
X\left(\beta_{m}, x\right)=\sin \beta_{m} x, & \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{a} & \text { and } \\
Y\left(\gamma_{n}, y\right)=\sin \gamma_{n} y^{\prime}, & \frac{1}{N\left(\gamma_{n}\right)}=\frac{2}{b} & \text { and } \quad \\
Z\left(\eta_{p}, z\right)=\sin \eta_{p} z, & \frac{1}{N\left(\eta_{p}\right)}=\frac{2}{c} & \text { and are roots of } \sin \beta_{m} a=0 \\
& \eta_{p} ' s \text { are roots of } \sin \eta_{p} c=0
\end{array}
$$

Hence, the solution (2-91) becomes

$$
T(x, y, z, t)=\frac{8}{a b c} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} e^{-a\left(\beta_{m}^{2}+\gamma_{n}^{2}+\eta_{p}^{2}\right) t} \cdot \sin \beta_{m} x \sin \gamma_{n} y \sin \eta_{p} z
$$

$$
\begin{equation*}
\cdot \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c} \sin \beta_{m} x^{\prime} \sin \gamma_{n} y^{\prime} \sin \eta_{p^{\prime}} F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{2-92}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\beta_{m}=\frac{m \pi}{a}, & m=1,2,3, \ldots \\
\gamma_{n}=\frac{n \pi}{b}, & n=1,2,3, \ldots \\
\eta_{p}=\frac{p \pi}{c}, & p=1,2,3, \ldots
\end{array}
$$

## Example 2-8

A semiinlinite rectangular strip $0 \leqslant y \leqslant b, 0 \leqslant x<\infty$ is initially at temperature $F\left(x, y^{\prime}\right)$. For times $t>0$ the boundaries at $x=0$ and $y=b$ are kept at zero temperature and the boundary at $y=0$ dissipates heat by convection into an environment at zero temperature as illustrated in Fig. 2-7. Obtain an expression for the temperature $T(x, y, t)$ for times $t>0$.
Solution. The mathematical formulation of this problem is given as

| $\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{\prime 2}}=\frac{1}{2} \partial T$ | in | $0<x<\alpha$, | $0<y<b$, | $1>0$ | (2-93a) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $T=0$ | at | $x=0$, | $1>0$ |  | (2-93b) |
| $-\frac{\partial T}{\partial y^{\prime}}+H_{1} T=0$ | at | $y=0$, | $t>0$ |  | (2-93c) |
| $T=0$ | at | $y=b$, | $t>0$ |  | (2-93d) |
| $T=F(x, y)$ | for | $t=0$, in the | region |  | (2-93e) |



Fig. 2-7 Boundary and initial conditions for a semiinfinite strip considered in Example 2-8.

The general solution for $T(x, y, t)$ is writter in the form

$$
\begin{equation*}
T(x, y, t)=\sum_{n=1}^{\infty} \int_{\beta=0}^{\infty} c_{n}(\beta) e^{-a\left(\beta^{j}+\gamma_{n}^{2}\right) t} X(\beta, x) Y\left(\gamma_{n}, y^{\prime}\right) d \beta \tag{2-94}
\end{equation*}
$$

where $X\left(\beta_{1} x\right)$ satisfies the auxiliary problem

$$
\begin{array}{ll}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 & \text { in } \\
X=0 & \text { at } \quad x=0 \tag{2-95b}
\end{array}
$$

and $Y\left(\gamma_{n}, y\right)$ satisfies the eigenvalue problem

$$
\begin{array}{lll}
\frac{d^{2} Y(y)}{d y^{2}}+\gamma_{n}^{2} Y(y)=0 & \text { in } & 0<y<b \\
-\frac{d Y}{d y}+H_{1} Y=0 & \text { at } & y=0  \tag{2-96b}\\
Y=0 & \text { at } \quad y=b
\end{array}
$$

The application of the initial condition to equation (2-94) yields

$$
\begin{equation*}
F\left(x, y^{\prime}\right)=\sum_{n=1}^{\infty} \int_{\beta=0}^{\infty} c_{n}(\beta) X(\beta, x) Y\left(y_{n}, y^{\prime}\right) d \beta \tag{2-97}
\end{equation*}
$$

To determine the unknown coefficients $c_{n}(\beta)$ we first operate on both sides of equation (2-97) by the operator $\int_{0}^{b} Y\left(\gamma_{n}, y\right) d y$ and utilize the othogonality of the eigenfunctions $Y^{\prime}\left(y_{n}, y^{\prime}\right)$. We obtain

$$
f^{*}(x)=\int_{\beta=0}^{\pi} c_{n}(\beta) X(\beta, x) d \beta \quad \text { in } \quad 0<x<\infty
$$

where

$$
f^{*}(x) \equiv \frac{1}{N\left(\gamma_{n}^{\prime}\right)} \int_{y=0}^{b} Y\left(\gamma_{n}, y\right) F(x, y) d y, \quad N\left(\gamma_{n}\right) \equiv \int_{0}^{b} Y^{2}\left(\gamma_{n}, y^{\prime}\right) d y
$$

Equation (2-98a) is a representation or an arbitrary function $\int^{*}(x)$, defined in the interval $0<x<\infty$ in terms of the functions $X(\beta, x)$, which are the solution of the auxiliary problem (2-95). This representation is of exactly the same form as that given by equation (2-51); the coefficient of equation (2-51) is given by equation (2-53). Therefore, the unknown coefficient $c(\beta)$ in equation (2-98a) is
determined according to equation (2-53); we obtain

$$
\begin{equation*}
c_{n}(\beta)=\frac{1}{N(\beta)} \int_{x=0}^{\infty} X(\beta, x)\left[\frac{1}{N\left(\gamma_{n}\right)} \int_{y=0}^{b} Y\left(\gamma_{n}, y\right) F(x, y) d y\right] d x \tag{2-99}
\end{equation*}
$$

The substitution of equation (2-99) into equation (2-94) gives the solution for $T(x, y, f)$ as

$$
\begin{align*}
T(x, y, 1)= & \sum_{n=1}^{\infty} \int_{\beta=0}^{\infty} e^{-\alpha\left(\beta^{2}+\gamma_{n}^{2}\right)} \frac{1}{N(\beta) N\left(\gamma_{n}^{\prime}\right)} X(\beta, x) Y\left(\gamma_{n}, y^{\prime}\right) . \\
\therefore \quad & {\left[\int_{x^{\prime}=0}^{\infty} \int_{y^{\prime}=0}^{b} X\left(\beta, x^{\prime}\right) Y\left(\gamma_{n}, y^{\prime}\right) F\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime}\right] d \beta } \tag{2-100}
\end{align*}
$$

The eigenfunctions $Y\left(\gamma_{n}, y\right)$, the norm $N\left(\gamma_{n}\right)$ and the eigenvalues $\gamma_{n}$ for the $y$ separation are immediately obtainable from case 3 of Table 2-2 by appropriate changes in the symbols. We find

$$
\begin{gather*}
Y\left(\gamma_{n}, y\right)=\sin \gamma_{n}(b-y)  \tag{2-101a}\\
\frac{1}{N\left(\gamma_{n}\right)}=2 \frac{\gamma_{n}^{2}+H_{1}^{2}}{h\left(\gamma_{n}^{2}+H_{1}^{2}\right)+H_{1}} \tag{2-101b}
\end{gather*}
$$

and the $\gamma_{n}$ values are the positive roots of

$$
\begin{equation*}
\gamma_{n} \cot \gamma_{n} b=-H_{1} \tag{2-101c}
\end{equation*}
$$

The function $X(\beta, x)$ and the norm $N(\beta)$ are obtained from case 3 of Table 2-3, as

$$
\begin{gather*}
X(\beta, x)=\sin \beta x  \tag{2-102a}\\
\frac{1}{N(\beta)}=\frac{2}{\pi} \tag{2-102b}
\end{gather*}
$$

Substituting equations (2-101) and (2-102) into equation (2-100) and after changing the orders of integration, we obtain

$$
\begin{align*}
T(x, y, t)= & \frac{4}{\pi} \sum_{n=1}^{\infty} e^{-a \gamma_{n}^{2} t} \frac{\gamma_{n}^{2}+H_{1}^{2}}{b\left(\gamma_{n}^{2}+H_{1}^{2}\right)+H_{1}} \sin \gamma_{n}(b-y) \\
& \int_{x^{\prime}=0}^{\infty} \int_{y^{\prime}=0}^{b} F\left(x^{\prime}, y^{\prime}\right) \sin \gamma_{n}\left(b-y^{\prime}\right) d x^{\prime} d y^{\prime} \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \sin \beta x^{\prime} \sin \beta x d \beta \tag{2-103}
\end{align*}
$$

The last integral with respect to $\beta$ was evaluated previously and the result given by equation (2-57d); then equation (2-103) becomes

$$
\begin{align*}
T(x, y, t)= & \frac{1}{(\pi \alpha t)^{1 / 2}} \sum_{n=1}^{\infty} e^{-a y_{n}^{2}} \frac{\gamma_{n}^{2}+H_{1}^{2}}{b\left(\gamma_{n}^{2}+H_{1}^{2}\right)+H_{1}} \sin \gamma_{n}(b-y) \\
& \cdot \int_{x^{\prime}}^{\infty} \int_{0}^{\infty} F\left(x^{\prime}, y^{\prime}\right) \sin \gamma_{n}^{\prime}\left(b-y^{\prime}\right)\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)\right. \\
& \left.-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}-\right)\right] d x^{\prime} d y^{\prime} \tag{2-104}
\end{align*}
$$

## 2-10. PRODUCT SOLUTION

In the rectangular coordinate system, the solution of multidimensional homogeneous heat conduction problems can be written down very simply as the product of the solutions of one-dimensional problems if the initial temperature distribution in the medium is expressible as a product of single space variable functions. For example, for a two-dimensional problem it may be in the form $F(x, y)=F_{1}(x) F_{2}(y)$, or for a three-dimensional problem in the form $F(x, y, z)=$ $F_{1}(x) F_{2}(y) F_{3}(z)$. Clearly, the case of uniform temperature initial condition also is expressible in the product form.

To illustrate this method we consider the following two-dimensional homogeneous heat conduction problem for a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ :

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<a, \\
-k_{1} \frac{\partial T}{\partial x}+h_{1} T=0 & \text { at } & x=0<b, \quad t>0  \tag{2-105b}\\
k_{2} \frac{\partial T}{\partial x}+h_{2} T=0 & \text { at } & x=a, \quad t>0 \\
-k_{3} \frac{\partial T}{\partial y}+h_{3} T=0 & \text { at } & y=0, \quad t>0 \\
k_{4} \frac{\partial T}{\partial y}+h_{4} T=0 & \text { at } & y=b, \\
T=F_{1}(x) F_{2}(y) & \text { for } & t=0, \text { in the region }
\end{array}
$$

where

$$
T \equiv T(x, y, t)
$$

To solve this problem we consider the following two one-dimensional homogeneous heat conduction problems for slabs $0 \leqslant x \leqslant a$ and $0 \leqslant y \leqslant b$, given as

$$
\begin{align*}
& \frac{\hat{c}^{2} T_{1}}{\partial x^{2}}=\frac{1 \hat{c} T_{1}}{x} \hat{\partial} t  \tag{2-106a}\\
& \text { in } \quad 0<x<u, \quad t>0 \\
& -k_{1}{ }_{i x}^{?} T_{1}+h_{1} T_{1}=0 \quad \text { al } \quad x=0, \quad 1>0  \tag{2-106b}\\
& k_{2} \frac{\partial T_{1}}{\partial x}+h_{2} T_{1}=0  \tag{2-106c}\\
& \text { at } x=a \\
& t>0 \\
& T_{1}=F_{1}(x) \\
& \text { for } \quad t=0  \tag{2-106d}\\
& \text { in } \quad 0 \leqslant x \leqslant a \\
& \partial^{2} T_{2}=1 \partial T_{2} \\
& \text { in } \quad 0<y<b, \quad i>0  \tag{2-107a}\\
& -k_{3} \frac{\partial T_{2}}{\partial y}+h_{3} T_{2}=0  \tag{2-107~b}\\
& \text { at } \quad y=0 \\
& t>0 \\
& k_{4} \frac{\partial T_{2}}{\partial y}+h_{4} T_{2}=0  \tag{2-107c}\\
& T_{2}=F_{2}\left(\prime^{\prime}\right) \\
& \text { for } \quad t=0 \text {, } \\
& \text { in } 0 \leqslant y \leqslant b \tag{2-107~d}
\end{align*}
$$

and

Here we note that the boundary conditions for the problem (2-106) are the same as those given by equations (2-105b,c) and those for the problem (2-107) are the same as those given by equations ( $2-105 \mathrm{~d}, \mathrm{e}$ ). Then the solution of the twodimensional problem (2-105) is given as the product solution of the above one-dimensional problems as

$$
\begin{equation*}
T\left(x, y^{\prime}, t\right)=T_{1}(x, t) \cdot T_{2}(y, t) \tag{2-108}
\end{equation*}
$$

To prove the validity of this result we substitute equation (2-108) into equations ( $2-105$ ) and utilize the equations $(2-106)$ and ( $2-107$ ). For example, the substitution of equation (2-108) into the differential equation (2-105i) gives

$$
T_{2} \frac{\partial^{2} T_{1}}{\partial x^{2}}+T_{1} \frac{\partial^{2} T_{2}}{\partial y^{2}}=\frac{1}{\alpha} T_{2} \frac{\partial T_{1}}{\partial t}+\frac{1}{\alpha} T_{1} \frac{\partial T_{2}}{\partial t}
$$

or

$$
\begin{equation*}
T_{2}\left(\frac{\partial^{2} T_{1}}{\partial x^{2}}-\frac{1}{\alpha} \frac{\partial T_{1}}{\partial t}\right)+T_{1}\left(\frac{\partial^{2} T_{2}}{\partial y^{2}}-\frac{1}{\alpha} \frac{\partial T_{2}}{\partial t}\right)=0 \tag{2-109}
\end{equation*}
$$

Thus, the differential equation is satisfied in view of equations (2-106a) and (2-107a).

Similarly, the substitution of equation (2-107) into the boundary conditions (2-105) shows that they are also satisfied. Hence, equation (2-108) is the solution of the problem (2-105).

## Example 2-9

A semiinfinite corner, $0 \leqslant x<\infty$ and $0 \leqslant y<\infty$, is initially at a constant temperature $T_{0}$; for times $t>0$ the boundaries at $x=0$ and $y=0$ are kept at zero temperatures. Obtain an expression for the temperature $T(x, y, t)$ in the region for times $t>0$.
Solution. The solution of this problem can be expressed as the product of the solutions of the following two one-dimensional problems: (1) $T_{1}(x, t)$, the solution for a semifinite region $0 \leqslant x<\infty$ initially at a temperature $F_{1}(x)=1$ and for times $t>0$ the boundary surface at $x=0$ is kept at zero temperature, and (2) $T_{2}(y, t)$, the solution for a semiinfinite region $0 \leqslant y<\infty$ initially at a temperature $F_{2}(y)=T_{0}$ and for times $t>0$ the boundary at $y=0$ is kept at zero temperature. Clearly, the initial condition for the two-dimensional problem is expressible as a product, $T_{0}=1 \cdot T_{0}$. The solution of such one-dimensional problem was considered previously in Example 2-3; thus obtaining these solutions from equation (2-58e), we write

$$
T_{1}(x, t)=\operatorname{crr}\left(\frac{x}{\sqrt{4 \alpha t}}\right) \quad \text { and } \quad T_{2}(y, t)=T_{0} \operatorname{erf}\left(\frac{y}{\sqrt{4 \alpha t}}\right)
$$

Then, the solution for the above two-dimensional problem becomes

$$
\begin{equation*}
T(x, y, t)=T_{1}(x, t) T_{2}(y, t)=T_{0} \operatorname{erf}\left(\frac{x}{\sqrt{4 \alpha t}}\right) \operatorname{err}\left(\frac{y}{\sqrt{4 \alpha t}}\right) \tag{2-110}
\end{equation*}
$$

## Example 2-10

A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant h$ is initially at a uniform temperature $F(x, y)=T_{0}$. For times $t>0$, the boundaries at $x=0$ and $y=0$ are insulated and the boundaries at $x=a$ and $y=b$ dissipate heat by convection into an environment at zero temperature with a heat transfer coefficient $h$ (or $H=h / k$ ). Figure 2-8 illustrates the boundary conditions for this problem. Obtain an expression for the temperature distribution $T(x, y, t)$ for times $t>0$.
Solution. The solution of this problem can be expressed as the product of the solutions of the following two slab problems: (1) $T_{1}(x, t)$, for a slab, $0 \leqslant x \leqslant a$, initially at a temperature $F(x)=1$ and for times $t>0$ the boundary at $x=0$ is insulated and the boundary at $x=a$ dissipates heat by convection into an environment at zero temperature with a heat transfer coefficient $h$ (or $H=h / k$ ):


Fig. 2-8 Boundary and initial conditions for a rectangular region considered in Example 2-10.
and (2) $T_{2}(y, t)$, for a slab, $0 \leqslant y \leqslant b$, initially at a temperature $F(y)=T_{0}$ and for times $t>0$ the boundary at $y=0$ is insulated and the boundary at $y=b$ dissipates heat by convection into an environment at zero temperature with a heat transfer coefficient $h$ (or $H=h / k$ ). These slab problems were solved previously in Example 2-1 and the solutions for $T_{1}(x, t)$ and $T_{2}(y, t)$ are readily obtainable from equation (2-45d) by appropriate changes in the parameters. We set $T_{0}=1, L=a$, and $H_{2}=H$ to obtain

$$
\begin{equation*}
T_{1}(x, t)=2 \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{H}{a\left(\beta_{m}^{2}+H^{2}\right)+H} \frac{\cos \beta_{m} x}{\cos \beta_{m} a} \tag{2-111a}
\end{equation*}
$$

where the $\beta_{m}$ valucs are the positive roots of $\beta_{m} \tan \beta_{m} a=H$.
We set $L=b, H_{2}=H, x=y$, and $\beta_{m}=\gamma_{n}$ to find

$$
\begin{equation*}
T_{2}(y, t)=2 T_{0} \sum_{n=1}^{\infty} e^{-\alpha \gamma_{n}^{2} t} \frac{H}{b\left(\gamma_{n}^{2}+H^{2}\right)+H} \frac{\cos \gamma_{n} y}{\cos \gamma_{n} b} \tag{2-111b}
\end{equation*}
$$

where the $\gamma_{n}$ values are the positive roots of $\gamma_{n} \tan \gamma_{n} b=H$.
Then the solution of the above problem for the rectangular region becomes

$$
\begin{align*}
& T(x, y, t)=T_{1}(x, t) T_{2}(y, t)  \tag{2-1/1c}\\
& T(x, y, t)=4 T_{0} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{H^{2} e^{-\alpha\left(\beta_{m}^{2}+\gamma_{n}^{2}\right) t}}{\left[a\left(\beta_{m}^{2}+H^{2}\right)+H\right]\left[b\left(\gamma_{n}^{2}+H^{2}\right)+H\right]} \frac{\cos \beta_{m} x \cos \gamma_{n} y}{\cos \beta_{m} a \cos \gamma_{n} b} \tag{2-111d}
\end{align*}
$$

The multidimensional steady-state heat conduction problem with no heat generation can be solved by the separation of variables technique when only one of the boundary conditions is nonhomogeneous. If the problem involves more than
one nonhomogeneous boundary condition, it can be split up into a set of simpler problems each containing only one nonhomogencous boundary condition; the method of separation of variables can then be used to solve the resulting simpler problems. Consider, for example the following steady-state problem subject to more than one nonhomogeneous boundary condition

$$
\begin{array}{ll}
\nabla^{2} T(r)=0 & \text { in region } R \\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=f_{i} & \text { on boundary } S_{i}
\end{array}
$$

where $\partial / \partial n_{i}$ is the derivative along the outward-drawn normal to the boundary surface $S_{i}, i=1,2, \ldots, N$ and $N$ is the number of continuous boundary surfaces of the region, and $f_{i}$ is the nonhomogeneous part of the boundary condition at the surface $S_{i}$. This problem can be split up into a set of simpler problems for the temperatures $T_{f}(\mathrm{r})$ in the form

$$
\begin{array}{ll}
\nabla^{2} T_{j}(\mathrm{r})=0 & \text { in region } R \\
k_{i} \frac{\partial T_{j}}{\partial n_{i}}+h_{i} T_{j}=\delta_{i j} f_{i} & \text { on boundary } S_{i} \tag{2-113b}
\end{array}
$$

where

$$
\begin{aligned}
i & =1,2, \ldots, N \\
j & =1,2, \ldots, N \\
\delta_{i j} & =\text { Kronecker delta }= \begin{cases}0 & \text { for } i \neq j \\
1 & \text { for } i=j\end{cases}
\end{aligned}
$$

Clearly, each of the steady-state problems given by equations (2-113) has only one nonhomogeneous boundary condition. Then, the solution of the heat conduction problem (2-112) is obtained by the superposition of these simpler problems in the form

$$
\begin{equation*}
T(\mathbf{r})=\sum_{j=1}^{N} T_{j}(\mathbf{r}) \tag{2-114}
\end{equation*}
$$

The validity of this result is readily verified by substituting equation (2-114) into equations (2-112) and utilizing equations (2-113).

## Example 2-11

Obtain an expression for the steady-state temperature distribution $T(x, y)$ in a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ for the boundary conditions shown in Fig. 2-9.


Fig. 2-9 Boundary conditions for a rectangular region considered in Example 2-11.
Solution. The mathematical formulation of the problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T(x, y)}{\partial x^{2}}+\frac{\partial^{2} T(x, y)}{\partial y^{2}}=0 \quad \text { in } \quad 0<x<a, \quad 0<y<b  \tag{2-115a}\\
& \frac{\partial T}{\partial x}=0 \quad \text { at } x=0, \quad \frac{\partial T}{\partial x}+H T=0 \quad \text { at } x=a  \tag{2-1}\\
& T=f(x) \quad \text { at } y=0, \quad \frac{\partial T}{\partial y}=0 \quad \text { at } y=b \tag{2-115c}
\end{align*}
$$

In this problem the boundary condition at $y=0$ is nonhomogencous; looking ahead in the analysis, we conclude that the nonhomogeneous part $f(x)$ of this boundary condition should be represented in terms of the separated solution $X(x)$ for the problem. Therefore, when separating the temperature in the form $T(x, y)=X(x) Y(y)$, the sign of the separation constant should be so chosen as to produce an eigenvalue problem for the function $X(x)$. With this consideration the separated problems become

$$
\begin{array}{lll}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 & \text { in } & 0<x<a \\
\frac{d X}{d x}=0 & \text { at } & x=0 \\
\cdot & & \cdot  \tag{2-116c}\\
\frac{d X}{d x}+H X=0 & \text { at } & x=a
\end{array}
$$

and

$$
\begin{align*}
& \frac{d^{2} Y(y)}{d y^{2}}-\beta^{2} Y(y)=0  \tag{2-117a}\\
& \frac{d Y}{d y}=0 \tag{2-117b}
\end{align*}
$$

The solution of the eigenvalue problem (2-116) is immediately obtainable from Table 2-2 as case 4; by replacing $L$ by $a$ and $H_{2}$ by $H$ we find

$$
X\left(\beta_{m}, x\right)=\cos \beta_{m} x, \quad \frac{1}{N\left(\beta_{m}\right)}=2 \frac{\beta_{m}^{2}+H^{2}}{a\left(\beta_{m}^{2}+H^{2}\right)+H}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} a=H \tag{2-118b}
\end{equation*}
$$

The solution of equations (2-117) is taken as

$$
\begin{equation*}
Y\left(\beta_{m}, y\right)=\cosh \beta_{m}(b-y) \tag{2-118c}
\end{equation*}
$$

The complete solution for $T(x, y)$ is constructed as

$$
\begin{equation*}
T(x, y)=\sum_{m=1}^{\infty} c_{m} \cosh \beta_{m}(b-y) \cos \beta_{m} x \tag{2-119}
\end{equation*}
$$

which satisfies the heat-conduction equation (2-115a) and its three homogeneous boundary conditions; the coefficients $c_{m}$ should be so determined that this solution also satisfies the nonhomogeneous boundary condition. The application of the boundary condition at $y=0$ yields

$$
\begin{equation*}
f(x)=\sum_{m=1}^{\infty} c_{m} \cosh \beta_{m} b \cos \beta_{m} x \quad \text { in } \quad 0<x<a \tag{2-120}
\end{equation*}
$$

The coefficients $c_{m}$ are determined by utilizing the orthogonality of the functions $\cos \beta_{m} x$; we find

$$
\begin{equation*}
c_{m}=\frac{1}{N\left(\beta_{m}\right) \cosh \beta_{m} b} \int_{0}^{a} \cos \beta_{m} x^{\prime} f\left(x^{\prime}\right) d x^{\prime} \tag{2-121}
\end{equation*}
$$

The substitution of this expression into equation (2-119) together with the value of $N\left(\beta_{m}\right)$ as given above, results in the solution

$$
\begin{equation*}
T(x, y)=2 \sum_{m=1}^{\infty} \frac{\beta_{m}^{2}+H^{2}}{a\left(\beta_{m}^{2}+H^{2}\right)+H} \frac{\cosh \beta_{m}(b-y)}{\cosh \beta_{m} b} \cos \beta_{m} x \int_{0}^{a} \cos \beta_{m} x^{\prime} f\left(x^{\prime}\right) d x^{\prime} \tag{2-122}
\end{equation*}
$$

where the $\beta_{m}$ values are the roots of equation (2-118b).

## Example 2-12

Obtain an expression for the steady-state temperature $T(x, y)$ in a semiinfinite strip $0 \leqslant r \leqslant b, 0 \leqslant x<\infty$ for the boundary conditions shown in Fig. 2-10.


Fig. 2-10 Boundary conditions for a semiinifinite strip considered in Example 2-i2.

Solution. The mathematical formulation of this probtem is given as

$$
\begin{align*}
& \frac{\partial^{2} T(x, y)}{\partial x^{2}}+\frac{\partial^{2} T(x, y)}{\partial y^{2}}=0 \quad \text { in } \quad 0<y<b, \quad 0<x<\infty  \tag{2-123a}\\
& T=0 \quad \text { at } x=0,  \tag{2-123b}\\
& T=f(x) \quad \text { at } y=0, T=0 \quad \text { at } \quad y=b \tag{2-123c}
\end{align*}
$$

The separated equations for the functions $X(x)$ and $Y(y)$ are now constructed by considering the fact that the nonhomogeneous boundary condition function $f(x)$ delined in the interval $0<x<\infty$ should be represented by the function $X(x)$. Then the separated problems become

$$
\begin{array}{ll}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 & \text { in } \\
X=0 & \text { at } \quad x=0 \tag{2-124b}
\end{array}
$$

and

$$
\begin{array}{lll}
\frac{d^{2} Y(y)}{d y^{2}}-\beta^{2} Y(y)=0 & 0<y \\
Y=0 & \text { at } \quad y=b
\end{array}
$$

The solution of the problem (2-124) is obtainable from Table 2-3, case 3, as

$$
\begin{equation*}
X(\beta, x)=\sin \beta x \quad \text { and } \quad \frac{1}{N(\beta)}=\frac{2}{\pi} \tag{2-126a}
\end{equation*}
$$

and the solution of $(2-125)$ is given as

$$
\begin{equation*}
Y(\beta, y)=\sinh \beta(b-y) \tag{2-126b}
\end{equation*}
$$

Then the complete solution for $T\left(x, y^{\prime}\right)$ is constructed as

$$
\begin{equation*}
T\left(x, y^{y}\right)=\int_{\rho=0}^{\infty} A(\beta) \sinh \beta(b-y) \sin \beta x d \beta \tag{2-127}
\end{equation*}
$$

If this solution should also satisfy the nonhomogeneous boundary condition at $y=0$ for the above heat conduction problem, we obtain

$$
f(x)=\int_{\beta=0}^{\infty} A(\beta) \sinh \beta b \sin \beta x d \beta \quad \text { in } \quad 0<x<\infty
$$

(2-128a)
This is a representation of function $f(x)$ defined in the interval $0<x<\infty$; but it is a special case of the representation given by equation (2-51). The coellicient for equation (2-51) is given by equation (2-53). Therefore, the coeflicient of equation (2-128a) is determined from the result in equation (2-53) as

$$
\begin{equation*}
A(\beta) \sinh \beta b=\frac{1}{N(\beta)} \int_{0}^{\infty} \sin \beta x^{\prime} f\left(x^{\prime}\right) d x^{\prime} \tag{2-128b}
\end{equation*}
$$

where

$$
\frac{1}{N(\beta)}=\frac{2}{\pi}
$$

as given previously. The substitution of $A(\beta)$ into equation (2-127) gives

$$
\begin{equation*}
T(x, y)=\frac{2}{\pi} \int_{p=0}^{\infty} \frac{\sinh \bar{\beta}(b-y)}{\sinh \beta b} \sin \beta x d \beta \int_{x^{\prime}=0}^{\infty} \sin \beta x^{\prime} f\left(x^{\prime}\right) d x^{\prime} \tag{2-129a}
\end{equation*}
$$

or changing the order of integration we obtain

$$
\begin{equation*}
T(x, y)=\frac{2}{\pi} \int_{x^{\prime}=0}^{\infty} f\left(x^{\prime}\right) d x^{\prime} \int_{\rho=0}^{\infty} \frac{\sinh \beta(b-y)}{\sinh \beta b} \sin \beta x \sin \beta x^{\prime} d \beta \tag{2-129b}
\end{equation*}
$$

The integral with respect to $\beta$ has been evaluated [16, Section 10.11]; then the solution for the temperature becomes

$$
\begin{align*}
T(x, y)= & \frac{1}{2 b} \sin \stackrel{\pi y}{\ddot{b}} \int_{x^{\prime}=0}^{\infty} f\left(x^{\prime}\right)\left[\begin{array}{c}
1 \\
\cos [\pi(b-y) / b]+\cosh \left[\pi\left(x-x^{\prime}\right) / b\right] \\
\\
\end{array} \frac{1}{\cos [\pi(b-y) / b]+\cosh \left[\pi\left(x+x^{\prime}\right) / b\right]}\right] d x^{\prime}
\end{align*}
$$

## Example 2-13

Obtain an expression for the steady-state temperature $T(x, y)$ in an infinite strip $0 \leqslant y \leqslant b,-\infty<x<\infty$ for the boundary conditions shown in Fig. 2-11.


Fig. 2-II Boundary conditions for an infunite strip considered in Example 2-13.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{r}
\frac{\partial^{2} T(x, y)}{\partial x^{2}}+\frac{\partial^{2} T(x, y)}{\partial y^{2}}=0 \quad \text { in } \quad-\infty<x<x, \quad 0<y^{\prime}<b  \tag{2-131a}\\
T=f(x) \quad \text { at } y=0, \quad T=0 \quad \text { at } \quad y=b
\end{array}
$$

The separated problems are taken as

$$
\begin{equation*}
\frac{d^{2} X(x)}{d x^{2}}+\beta^{2} X(x)=0 \quad \text { in } \quad-\infty<x<\infty \tag{2-132a}
\end{equation*}
$$

and

$$
\begin{array}{lll}
\frac{d^{2} Y(y)}{d y^{2}}-\beta^{2} Y(y)=0 & \text { in } & 0<y<b \\
Y(y)=0 & \text { ai } & y=b
\end{array}
$$

Then the general solution for $T(x, y)$ is constructed as

$$
\begin{equation*}
T(x, y)=\int_{\rho=0}^{x} \sinh \beta(b-y)[A(\beta) \cos \beta x+B(\beta) \sin \beta x] d \beta \tag{2-133}
\end{equation*}
$$

If this solution should satisfy the boundary condition at $y=0$, we obtain

$$
f(x)=\int_{\beta=0}^{\infty} \sinh \beta b[A(\beta) \cos \beta x+B(\beta) \sin \beta x] d \beta \quad \text { in } \quad-x<x<\infty
$$

This is a representation of function $f(x)$ defined in the interval $-\infty<x<\infty$. in a form similar to that given by equation (2-66a); the coefficients of equation (2-66a) is given by equation (2-67). Then the coellicients of (2-134a) are obtained according to the relation given by equation (2-67). We find

$$
\begin{equation*}
\sinh \beta b[A(\beta) \cos \beta x+B(\beta) \sin \beta x]=\frac{1}{\pi} \int_{x^{\prime}=-\infty}^{\infty} \int\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime} \tag{2-134b}
\end{equation*}
$$

The substitution of these coefficients into equation (2-133) yields

$$
\begin{equation*}
T(x, y)=\frac{1}{\pi} \int_{\mu=0}^{\infty} \frac{\sinh \beta(b-y)}{\sinh \beta b} \int_{x^{\prime}=-0}^{\infty} f\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime} d \beta \tag{2-135a}
\end{equation*}
$$

or changing the order of integration we obtain

$$
\begin{equation*}
T\left(x, y^{\prime}\right)=\frac{1}{\pi} \int_{x^{\prime}=-0}^{a \cdot} f\left(x^{\prime}\right) \int_{\beta=0}^{\infty} \frac{\sinh \beta\left(b-y^{\prime}\right)}{\sinh \beta b} \cos \beta\left(x-x^{\prime}\right) d \beta d x^{\prime} \tag{2-135b}
\end{equation*}
$$

The integral with respect to $\beta$ is available in the integral tables of Dwight [17.\#862.41]. Then the solution becomes

$$
\begin{equation*}
T(x, y)=\frac{1}{2 b} \sin \frac{y \pi}{b} \int_{x^{\prime}=-\infty}^{\infty} \frac{f\left(x^{\prime}\right)}{\cos [\pi(b-y) / b]+\cosh \left[\pi\left(x-x^{\prime}\right) / b\right]} d x^{\prime} \tag{2-136}
\end{equation*}
$$

## Example 2-14

Obtain an expression for the steady-state temperature $T(x, y)$ in a semiinfinite strip $0 \leqslant y \leqslant b, 0 \leqslant x<\infty$ for the boundary conditions shown in Fig. 2-12.

Solution. The mathematical formulation is given as

$$
\begin{array}{ll}
\frac{i^{2} T(x, y)}{\partial x^{2}}+\frac{\partial^{2} T(x, y)}{\partial y^{2}}=0 & \text { in } \quad 0 \leqslant y<b, 0<x<\infty \\
T=f(y) \quad \text { at } x=0 & \\
T=0 \quad \text { at } y=0, & T=0 \quad \text { at } y=b
\end{array}
$$

The sign of the separation constant must be so chosen that the separation function $T(y)$ results in an eigenvalue problem. Then the separated problems are taken as

$$
(2-138 b)
$$

Fig. 2-12 Boundary conditions for a semiinfinite strip considered in Example 2-14.

$$
\begin{align*}
& \frac{d^{2} Y(y)}{d y^{2}}+\gamma^{2} Y(y)=0 \quad \text { in } \quad 0<y<b  \tag{2-138a}\\
& Y=0 \quad \text { at } j=0 \text {, } \\
& \text { a }
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d^{2} X(x)}{d x^{2}}-\gamma^{2} X(x)=0 \quad \text { in } \quad 0<x<\infty \tag{2-139}
\end{equation*}
$$

The solution of equations (2-138) is obtainable from Table 2-2, case 9, as

$$
\begin{equation*}
Y\left(\gamma_{n}, y\right)=\sin \gamma_{n} y, \quad N\left(\gamma_{n}\right)=\frac{b}{2} \tag{2-140a}
\end{equation*}
$$

where the $\gamma_{n}$ values are the positive roots of $\sin \gamma_{n} b=0$ or $\gamma_{n}=n \pi / b, n=1,2,3, \ldots$ The solution of (2-139) that does not diverge at infinity. is

$$
\begin{equation*}
X\left(\gamma_{n} x\right)=e^{-\gamma_{n} x} \tag{2-140b}
\end{equation*}
$$

Then the complete solution for $T(x, y)$ is constructed as

$$
\begin{equation*}
T(x, y)=\sum_{n=1}^{\infty} c_{n} e^{-\gamma_{n} x} \sin \gamma_{n} y \tag{2-141}
\end{equation*}
$$

The application of the boundary condition at $x=0$ gives

$$
\begin{equation*}
f(y)=\sum_{n=1}^{\infty} c_{n} \sin \gamma_{n} y \quad \text { in } \quad 0<y<b \tag{2-142a}
\end{equation*}
$$

The coefficients $c_{n}$ are determined by utilizing the orthogonality of the eigenfunctions $\sin \gamma_{n} y$; we find

$$
\begin{equation*}
c_{n}=\frac{1}{N\left(\gamma_{n}\right)} \int_{0}^{b} \sin \gamma_{n} y^{\prime} f\left(y^{\prime}\right) d y^{\prime} \tag{2-142b}
\end{equation*}
$$

The substitution of $c_{n}$ into equation (2-141) together with the value of $N\left(\gamma_{n}\right)$ as given above results in

$$
\begin{equation*}
T(x, y)=\frac{2}{b} \sum_{n=1}^{\infty} e^{-\gamma_{n} x} \sin \gamma_{n} y \int_{0}^{b} \sin \gamma_{n} y^{\prime} f\left(y^{\prime}\right) d y^{\prime} \tag{2-143}
\end{equation*}
$$

where

$$
\gamma_{n}=\frac{n \pi}{b}, \quad n=1,2,3 \ldots
$$

For the special case of $f(y)=T_{0}=$ constant, the integral is performed and the solution becomes

$$
\begin{equation*}
\frac{T(x, y)}{T_{0}}=\frac{4}{\pi} \sum_{n=0 \text { odd }}^{\infty} \frac{1}{n} e^{-\gamma_{n} x} \cdot \sin \gamma_{n} y \tag{2-144}
\end{equation*}
$$

where only the odd values of $n$ are considered in the summation because the terms for the even values of $n$ vanish.

## 2-12 SPLITTING UP OF NONHOMOGENEOUS PROBLEMS INTO SIMPLER PROBLEMS

When the heat condaction problem is nonhomogencous due to the nonhomogeneity of the differential equation and/or the boundary conditions, it can be split up into a set of simpler problems that may be solved by the method of the separation of variables. Here we consider a nonhomogeneous problem in which the generation term and the nonhomogeneous parts of the boundary-condition functions do not depend on time:

$$
\begin{array}{ll}
\nabla^{2} T(\mathrm{r}, t)+\frac{1}{k} g(\mathrm{r})=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t} & \text { in region } R, \quad t>0 \\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=f_{i}(\mathrm{r}) & \text { on boundary } S_{i}, \quad t>0 \\
T=F(\mathrm{r}) & \text { for } t=0, \text { in region } R
\end{array}
$$

where $\left(\delta / \partial n_{i}\right)=$ derivalive along the outward-drawn normal to the boundary surface $S_{i}(i=1,2, \ldots, N)$ and $N=$ number of continuous boundary surfaces of region $R$. Here we note that $g(\mathrm{r})$ and $f_{i}(\mathrm{r})$ do not depend on time. Clearly, many special cases are obtainable from the general problem given abovc. We shall now split up this problem into a number of simpler problems in the following manner:

1. A set of steady-state problems delined by the temperatures $T_{0 j}(\mathrm{r}), j=$ $0,1,2, \ldots, N$.
2. A homogeneous time-dependent problem defined by the temperature $T_{h}(\mathbf{r}, t)$.

The temperatures $T_{0 j}(\mathbf{r})$ are taken as the solutions of the following set of steadystate problems

$$
\begin{align*}
& \nabla^{2} T_{0 j}(\mathrm{r})+\delta_{0 j} \frac{1}{k} g(\mathrm{r})=0^{\prime} \quad \text { in region } R \\
& k_{i} \frac{\partial T_{0 j}}{\partial n_{i}}+h_{i} T_{0 j}=\delta_{i j} f_{i}(\mathrm{r}) \quad \text { on boundary } S_{i} \tag{2-146b}
\end{align*}
$$

(2-146a)
where

$$
\begin{aligned}
& i=1,2, \ldots, N \\
& j=0,1,2, \ldots, N
\end{aligned}
$$

$$
\begin{aligned}
& N=\text { number of continuous boundary surfaces of region } R \\
& \delta_{i j}=\text { Kronecker delta }= \begin{cases}0 & \text { for } i \neq j \\
1 & \text { for } i=j\end{cases}
\end{aligned}
$$

The temperature $T_{h}(r, i)$ is taken as the solution of the following homogeneous problem:

$$
\begin{array}{ll}
V^{2} T_{h}(\mathrm{r}, t)=\frac{1}{x} T_{h}(\mathrm{r}, t) & \text { in region } R, \quad t>0 \\
k_{i} \frac{\partial T_{h}}{\partial n_{i}}+h_{i} T_{h}=0 & \text { on boundary } S_{i} \\
T_{h}=F(\mathrm{r})-\sum_{j=0}^{N} T_{0 j}(\mathrm{r}) & . \text { for } t=0, \quad \text { in region } R \tag{2-147c}
\end{array}
$$

Then, the solution $T(r, t)$ of the problem (2-145) is given in terms of the solutions of the above problems as

$$
\begin{equation*}
T(\mathbf{r}, t)=T_{h}(\mathbf{r}, t)+\sum_{j=0}^{N} T_{0 j}(\mathbf{r}) \tag{2-148}
\end{equation*}
$$

The validity of equation (2-148) can be verified by substituting this equation into equation (2-145) and by utilizing equations (2-146) and (2-147).

We note that equations $(2-146)$ corresponds to a set of steady-state heat conduction problems. The function $T_{00}(r)$ for $j=0$ corresponds to a steady-state heat conduction problem with heat generation in the medium, but subject to all homogeneous boundary conditions. The functions $T_{01}(\mathbf{r}), T_{02}(\mathbf{r}), T_{03}(\mathbf{r}), \ldots$ for $j=1,2,3, \ldots$, respectively, corresponds to heat conduction problems with no heat generation, but only one of the boundary conditions, $i=j$, is nonhomogeneous.

The homogeneous problem given by equations (2-147) is the homogeneous version of the original problem (2-145), except the initial condition is modified by subtracting from it the sum of the solutions of the steady-state problems (2-146).

Clearly, the problems defined by equations (2-146) and (2-147), when given in the rectangular coordinate system, are soluble with the techniques discussed in this chapter. The more general ease will be discussed in Chapter 13 in connection with the general.method of solution of heat-conduction problems by the integral transform technique.

## Example 2-15

A slab, $0 \leqslant x \leqslant L$, is initially at temperature $F(x)$. For times $t>0$ the boundaries at $x=0$ and $x=L$ are kept at constant temperatures $T_{1}$ and $T_{2}$, respectively. Obtain an expression for the temperature distribution $T(x, t)$ in the slab.

Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<L, & t>0 \\
T=T_{1} & \text { at } & x=0, & t>0 \\
T=T_{2} & \text { at } & x=L, & t>0 \\
T=F(x) & \text { for } & t=0, & \text { in the region }
\end{array}
$$

Since the problem is one-dimensional, we split it into a steady-state problem for $T_{s}(x)$ given as

$$
\begin{array}{lll}
\frac{d^{2} T_{s}}{d x^{2}}=0 & \text { in } & 0<x<L \\
T_{s}=T_{1} & \text { at } & x=0 \\
T_{s}=T_{2} & \text { at } & x=L
\end{array}
$$

and to a homogencous problem for $T_{h}(x, t)$ given by

$$
\begin{array}{lll}
\frac{\partial^{2} T_{h}}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T_{h}}{\partial t} & \text { in } & 0<x<L, t>0 \\
T_{h}=0 & \text { at } & x=0 \text { and } x=L, t>0 \\
T_{h}=F(x)-T_{s}(x) \equiv f^{*}(x) & \text { for } & t=0, \text { in the region }
\end{array}
$$

Then, the solution for the original problem (2-149) is determined from

$$
\begin{equation*}
T(x, t)=T_{s}(x)+T_{h}(x, t) \tag{2-152}
\end{equation*}
$$

The solution of the steady-state problem (2-150) is given as

$$
\begin{equation*}
T_{s}(x)=T_{1}+\left(T_{2}-T_{1}\right) \frac{x}{L} \tag{2-153}
\end{equation*}
$$

The solution of the problem (2-151) is immediately written from equation (2-36a) as

$$
\begin{equation*}
T_{n}(x, t)=\sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{m} x\right) \int_{0}^{L} X\left(\beta_{m} x^{\prime}\right) f^{*}\left(x^{\prime}\right) d x^{\prime} \tag{2-154}
\end{equation*}
$$

where the eigenfunctions $X\left(\beta_{m} x\right)$, the norm $N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtained from Table 2-2, case 9, as

$$
\begin{equation*}
X\left(\beta_{m}, x\right)=\sin \beta_{m} x, \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{L} \tag{2-155a}
\end{equation*}
$$

and the $\beta_{m}$ values are the roots of

$$
\begin{equation*}
\sin \beta_{m} L=0 \tag{2-155b}
\end{equation*}
$$

and the initial condition function $f^{*}(x)$ is defined as

$$
\begin{equation*}
f^{*}(x) \equiv F(x)-T_{s}(x)=F(x)-T_{1}-\left(T_{2}-T_{1}\right) \frac{x}{L} \tag{2-155c}
\end{equation*}
$$

The solution $T(x, t)$ o the problem (2-149) is obtained by introducing equations (2-153) and (2-154) into equation (2-152). We find

$$
\begin{align*}
T(x, t)= & T_{1}+\left(T_{2}-T_{1}\right) \frac{x}{L_{m}} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} x \\
& \cdot \int_{0}^{L}\left[F\left(x^{\prime}\right)-T_{1}-\left(T_{2}-T_{1}\right)_{L}^{x^{\prime}}\right] \sin \beta_{m} x^{\prime} d x^{\prime} \tag{2-156a}
\end{align*}
$$

Performing the integrations we obtain

$$
\begin{align*}
T(x, t)= & T_{1}+\left(T_{2}-T_{1}\right) \frac{x}{L}+\frac{2}{L_{m}} \sum_{=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} x \int_{0}^{L} F\left(x^{\prime}\right) \sin \beta_{m} x^{\prime} d x^{\prime} \\
& +\frac{2}{L_{m}} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{1}{\beta_{m}} \sin \beta_{m} x\left[T_{2} \cos m \pi-T_{1}\right] \tag{2-156b}
\end{align*}
$$

where $\cos m \pi=(-1)^{m}$ and $\beta_{m}=m \pi / L$.

## Example 2-16

A slab, $0 \leqslant x \leqslant L$, is initially at temperature $F(x)$. For times $t>0$, heat is generated in the solid at a constant rate of $g_{0}$ per unit volume, the boundary at $x=0$ is kept insulated and the boundary at $x=L$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the slab.
Solution. The mathematical formulation of this problem is given as

$$
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g_{0}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { in } \quad 0<x<L, \quad t>0
$$

(2-157a)

| $\frac{\partial T}{\partial x}=0$ | at | $x=0$, | $t>0$ | $(2-157 \mathrm{~b})$ |
| :--- | :--- | :--- | :--- | :--- |
| $T=0$ | at | $x=L$, | $t>0$ | $(2-157 \mathrm{c})$ |
| $T=F(x)$ | for | $t=0$, | in $0 \leqslant x \leqslant L$ | $(2-157 \mathrm{~d})$ |

This problem is split up into a steady-state problem for $T_{s}(x)$ as

$$
\begin{array}{ll}
\frac{d^{2} T}{d x^{2}}+\frac{1}{k} \theta_{0}=0 \quad \text { in } \quad 0<x<L \\
\frac{d T_{s}}{d x}=0 \quad \text { at } \quad x=0 \quad \text { and } \quad T_{s}=0 \quad \text { at } \quad x=L
\end{array}
$$

and a homogeneous problem for $T_{h}(x, t)$ as

$$
\begin{align*}
& \frac{\partial^{2} T_{h}}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T_{h}}{\partial t} \quad \text { in } \quad 0<x<L, \quad t>0  \tag{2-159a}\\
& \frac{\partial T_{h}}{\partial x}=0 \quad \text { at } \quad x=0, \quad T_{h}=0 \quad \text { at } \quad x=L, \quad \text { for } t>0 \quad(2-159 \mathrm{~b}) \\
& T_{h}=F(x)-T_{s}(x) \equiv f^{*}(x) \quad \text { for } \quad t=0, \text { in } 0 \leqslant x \leqslant L
\end{align*}
$$

Then, the solution of the original problem.(2-157) is determined from

$$
\begin{equation*}
T(x, t)=T_{s}(x)+T_{h}(x, t) \tag{2-160}
\end{equation*}
$$

The solution of the steady-state problem (2-158) is

$$
\begin{equation*}
T_{s}(x)=\frac{1}{2 k} \theta_{0} L^{2}\left(1-\frac{x^{2}}{L^{2}}\right) \tag{2-161}
\end{equation*}
$$

and the solution of the homogeneous problem (2-159) is obtained as

$$
\begin{equation*}
T_{h}(x, t)=\frac{2}{L} \sum_{m=0}^{\infty} e^{-\alpha \beta_{m}^{2}} \cos \beta_{m} x \int_{0}^{!\cdot} f^{*}\left(x^{\prime}\right) \cos \beta_{m} x^{\prime} d x^{\prime} \tag{2-162a}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{*}(x) \equiv F(x)-\frac{1}{2 k} g_{0} L^{2}\left(1-\frac{x^{2}}{L^{2}}\right) \tag{2-162b}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\cos \beta_{m} L=0 \quad \text { or } \quad \beta_{m}=\frac{(2 m+1) \pi}{2 L}, \quad m=0,1,2 \ldots \tag{2-162c}
\end{equation*}
$$

Introducing equations (2-161) and (2-162) into (2-160) and performing the integrations we obtain

$$
\begin{align*}
T(x, t)= & \frac{g_{0} L^{2}}{2 k}\left(1-\frac{x^{2}}{L^{2}}\right)+\frac{2}{L} \sum_{m=0}^{\ddot{ }} e^{-x \beta_{m}^{2} t} \cos \beta_{m} x \int_{0}^{t} F\left(x^{\prime}\right) \cos \beta_{m} x^{\prime} d x^{\prime} \\
& -\frac{2 g_{0}}{k L_{m}} \sum_{m=0}^{\infty}(-1)^{m} e^{-x p_{m}^{2} t} \frac{1}{\beta_{m}^{3}} \cos \beta_{m} x \tag{2-163}
\end{align*}
$$

## 2-13 USEFUL TRANSFORMATIONS

In this section we present some transformations that are useful in reducing the differential equation into a more convenient form.

1. We consider an equation containing convective and generation terms in the form

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\alpha \frac{\partial^{2} T}{\partial x^{2}}-\beta \frac{\partial T}{\partial x}+\gamma T+g \tag{2-164}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are constants, $\beta(\partial T / \partial x)$ represents a convective term and $\gamma T$ represents generation proportional to the local temperature. We deline a new dependent variable $W(x, t)$ as

$$
\begin{equation*}
T(x, t)=W(x, t) \exp \left[\frac{\beta}{2 \alpha} x-\left(\frac{\beta^{2}}{4 \alpha}-\gamma\right) t\right] \tag{2-165}
\end{equation*}
$$

Then, under this transformations, equation (2-164) reduces to

$$
\begin{equation*}
\frac{\partial W}{\partial t}=\alpha \frac{\partial^{2} W}{\partial x^{2}}+g \cdot \exp \left\{-\left[\frac{\beta}{2 \alpha} x-\left(\frac{\beta^{2}}{4 \alpha}-\gamma\right) t\right]\right\} \tag{2-166}
\end{equation*}
$$

which is casier to solve than equation (2-164). The boundary and the initial conditions for the problem should be transformed with the same transformation.
2. We now generalize the above procedure to threc-dimensional equation given as

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\alpha\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}\right)-\beta_{1} \frac{\partial T}{\partial x}-\beta_{2} \frac{\partial T}{\partial y}-\beta_{3} \frac{\partial T}{\partial z}+\gamma T+g \tag{2-167}
\end{equation*}
$$

where $\alpha, \beta_{1}, \beta_{2}, \beta_{3}$, and $\gamma$ are constants. We define a new dependent variable $W(x, y, z, t)$ as

$$
\begin{align*}
T(x, y, z)= & W(x, y, z, t) \exp \left[\frac{\beta_{1}}{2 \alpha} x-\left(\frac{\beta_{1}^{2}}{4 \alpha}-\gamma\right) t\right] \\
& \cdot \operatorname{cxp}\left[\begin{array}{ll}
\beta_{2}, & \beta_{2}^{2} t \\
2 \alpha^{\prime} & 4 \alpha
\end{array}\right] \cdot \exp \left[\begin{array}{l}
\beta_{3}=\ldots \\
2 \alpha \\
2 \alpha \\
4 \alpha
\end{array}\right] \tag{2-168}
\end{align*}
$$

Under this transformation equation (2-167) reduces to

$$
\begin{equation*}
\frac{\partial W}{\partial t}=\alpha\left(\frac{\partial^{2} W}{\partial x^{2}}+\frac{\partial^{2} W^{\prime}}{\partial y^{2}}+\frac{\partial^{2} W}{\partial z^{2}}\right)+G \tag{2-169a}
\end{equation*}
$$

where

$$
G \equiv g \cdot \exp \left[-\frac{\beta_{1}}{2 \alpha} x+\left(\frac{\beta_{1}^{2}}{4 \alpha}-\gamma\right) t\right] \cdot \exp \left[-\frac{\beta_{2}}{2 \alpha} y+\frac{\beta_{2}^{2}}{4 \alpha} t\right] \cdot \exp \left[-\frac{\beta_{3}}{2 \alpha} z+\frac{\beta_{3}^{2}}{4 \alpha} t\right]
$$

(2-169b)
which is easier to solve than equation (2-167).

## 2-I4 TRANSIENT-TEMPERATURE CHARTS

Temperature-time charts are useful for rapid estimation of temperature history in solids, and for some specific situations such charts can be prepared. Here we consider a plate of thickness $2 L$, initially at a uniform temperature $T_{i}$ and for times $t>0$ it is subjected to convection from both its surfaces into an ambient at a constant temperature $T_{\infty}$ with a heat transfer coefficient $h$. Because of symmetry, we choose the origin of the $x$ coordinate at the center of the plate and consider only half of the plate. The mathematical formulation of this transient heat conduction problem is given in the dimensionless form as

| $\begin{aligned} & r^{2} \theta \\ & i^{2} X^{2} \end{aligned}=\frac{\partial \theta}{r_{\tau}}$ | in | $0<X<1$, |  | $=0$ | (2-170a) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial \theta}{\partial \ddot{X}}=0$ | at | $X=0$, | [or | $\tau>0$ | (2-170b) |
| $\frac{\partial \theta}{\partial X}+\operatorname{Bi} \theta=0$ | at | $X=1$, | for | $\tau>0$ | (2-170c) |
| $\theta=1$ | in | $0 \leqslant X \leqslant 1$, | for | $\tau=0$ | (2-170d) |

where the following dimensionless parameters are introduced

$$
\begin{align*}
& \theta=\frac{T(x, t)-T_{\infty}}{T_{i}-T_{\infty}}=\text { dimensionless temperature }  \tag{2-171a}\\
& X=\frac{x}{L}=\text { dimensionless coordinate }  \tag{2-171b}\\
& \mathrm{Bi}=\frac{h L}{k}=\text { Biot number }  \tag{2-171c}\\
& \tau=\frac{\alpha t}{L^{2}}=\text { dimensionless time or Fourier number } \tag{2-171~d}
\end{align*}
$$

It is instructive to examine the physical significance of the dimensionless parameters $\tau$ and Bi .

The dimensionless time $\tau$ is rearranged in the form

$$
\tau=\frac{\alpha t}{L^{2}}=\frac{k(1 / L) L^{2}}{\rho c_{\rho} L^{3} / t}=\frac{\binom{\text { rate of heat conduction }}{\text { across } L \text { in volume } L^{3}, W /{ }^{\circ} \mathrm{C}}}{\binom{\text { rate of heat storage }}{\text { in volume } L^{3}, \mathrm{~W} /{ }^{\circ} \mathrm{C}}} .
$$

Thus, the Fourier number is a measure of the rate of heat conduction compared with the rate of heat storage in a given volume element. Therefore, the larger the Fourier number, the deeper the penetration or heat into a solid over a given time.

The physical significance of the Biot number has already been discussed in the previous chapter in connection with the lumped analysis. It represents the ratio of the "internal thermal resistance" to the "external thermal resistance."

The solution of the transient heat conduction problem (2-170) is presented in the graphical form in Fig. 2-13 a,b. Here, Fig. 2-13a gives the midplane temperature $T_{0}$ or $\theta(0, \tau)$ at $X=0$ as a function of the dimensionless time $\tau$ for several different values of the parameter $1 / \mathrm{Bi}$. The curve for $1 / \mathrm{Bi}=0$ corresponds to the case in which $h \rightarrow \infty$, or the surfaces of the plate are maintained at the ambien temperature $T_{x}$. For large values of $1 / \mathrm{Bi}$, the Biot number is small, or the internal conductance of the solid is large in comparison with the heat transfer coefficien at the surlace. This, in turn, implies that the temperature distribution within the solid is sufliciently uniform, and hence lumped system analysis becomes applicable.

Figure $2-13 b$ relates the temperature at six different locations within the slab to the midplane temperature $T_{0}[$ i.e., $\theta(0, \tau)]$. Thus, given $T_{0}$, temperature at these locations can be determined. An examination of Fig. 2-13b reveals that for values of $1 / \mathrm{Bi}$ larger than 10 , or $\mathrm{Bi}<0.1$, the temperature distribution within the slab may be considered uniform with an error of less than about $5 \%$, hence for such
 Fig. 2-13 Transient temperature chart for a slab of thickness 21, subjected to convection at plane $x=0$; $(b)$ position correction chart for use with part $a$. 1


Fig. 2-13 (Cominued)
situations the spatial variation of temperature within the medium can be neglected and the lumped system analysis can be applicable.

## Example 2-17

A 10 cm thick brick wall is initially at a uniform temperature $T_{i}=240^{\circ} \mathrm{C}$. At ime $t=0$, both surlaces of the wall are subjected to convective cooling into an ambient at temperature $T_{\infty}=40^{\circ} \mathrm{C}$ with a heat transfer coefficient $h=$ $60 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot{ }^{\circ} \mathrm{C}\right)$. Using the transient temperature chart, calculate the midplane emperature at 2 h after exposure to the cool environment. Take the physical properties as

$$
\alpha=0.5 \times 10^{-6} \mathrm{~m}^{2} / \mathrm{s} ; \quad k=0.69 \mathrm{~W} /\left(\mathrm{m} \cdot{ }^{\circ} \mathrm{C}\right) ; \quad \rho=2300 \mathrm{~kg} / \mathrm{m}^{3}
$$

Solution. We determine $L, \tau$, and $1 / B i$

$$
\begin{gathered}
L=\frac{0.1}{2}=0.05 \mathrm{~m}, \quad \tau=\frac{\alpha t}{L^{2}}=\frac{0.5 \times 10^{-6}}{(0.05)^{2}}(2 \times 3600)=1.44 \\
\frac{1}{B \mathrm{i}}=\frac{k}{h L}=\frac{0.69}{60 \times 0.05}=0.23
\end{gathered}
$$

From Fig. 2-13a, for $\tau=1.44$ and $1 / \mathrm{Bi}=0.23$ we have

$$
\theta(0, \tau)=\frac{T_{0}-T_{\infty}}{T_{i}-T_{\infty}}=\frac{T_{0}-40}{240-40}=0.12
$$

Thus

$$
T_{0}=40+24=64^{\circ}(
$$

Thus the midplane temperature is approximately $64^{\circ} \mathrm{C}$.
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## PROBLEMS

2-1 A slab, $0 \leqslant x \leqslant L$, is initially at a temperature $F(x)$. For times $t>0$ the boundaries at $x=0$ and $x=L$ are kept at zero temperature. Derive an expression for the temperature $T(x, t)$ in the slab for times $t>0$. Determine the temperature $T(x, t)$ for the special case $F(x)=T_{0}=$ constant.

2-2 1 slab, $0 \leqslant x \leqslant L$, is initiatly at a temperature $F(x)$. For times $1>$ () the boundary surface at $x=0$ is kept insulated and that at $x=L$ dissipates heat by convection into a medium at zero temperature with a heat transfer coefficient $h$. Obtain an expression for the temperature distribution $T(x, t)$ in the slab for times $t>0$ and for the heat flux at the boundary surface $x=L$.
2-3 A slab, $0 \leqslant x \leqslant L$, is initially at a temperature $F(x)$. For times $t>0$ the boundary surface at $x=0$ is kept at żero temperature, whereas the boundary at $x=L$ dissipates heat by convection into a medium at zero temperature with a heat transfer coefficient $h$. Obtain an expression for the temperature $T(x, t)$ in the slab and the heat flux at the boundary surface $x=L$ for times $1>0$. Also consider the case when $F(x)=T_{0}=$ constant.
2-4 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at zero temperature. For times $t>0$ the boundary surface at $x=0$ is kept at a constant temperature $T_{0}$. Obtain an expression for the temperature distrihution $T(x, t)$ in the slab for times $t>0$.
2-5 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at a uniform temperature $T_{0}$ and for times $t>0$ it dissipates heat by convection from the boundary surface $x=0$ into an environment at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$. Determine an expression for the heat flux at the surface $x=0$.
2-6 In a one-dimensional infinite medium, $-\infty<x<\infty$, initially, the region $a<x<b$ is at a constant temperature $T_{0}$, and everywhere outside this region is at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$.
2-7 A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially. at a temperature $F(x, y)$. For times $t>0$ it dissipates heat by convection from all its boundary surfaces into an environment at zero temperature. The heat transfer coefficient is the same for all the boundaries. Obtain an expression for the temperature distribution $T(x, y, t)$ in the region for times $t>0$.
2-8 A region $x>0, y>0, z>0$ is initially at a uniform temperature $T_{0}$. For times $t>0$ all the boundaries are kept at zero temperature. Using the product solution, obtain an expression for the temperature distribution $T(x, y, z, t)$ in the medium.
2-9 A region $x>0, y>0$ is initially at a uniform temperature $T_{0}$. For times $t>0$. both boundaries dissipate heat by convection into an environment
at zero temperature. The heat transfer coefficients are the same for both boundaries. Using the product solution, obtain an expression for the temperature distribution $T(x, y, t)$ in the medium.
2-10 A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially at a uniform temperature $T_{0}$. For times $t>0$ the boundaries at $x=0$ and $y=0$ are kept at zero temperature and the boundaries at $x=a$ and $y=b$ dissipate heat by convection into an environment at zero temperature. The heat transfer cocflicients are the same for both of these boundaries. Using the product solution, obtain an expression for the temperature distribution $T(x, y, t)$ in the medium for times $t>0$.

2-11 A rectangular parallelepiped $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$ is initially at a uniform temperature $T_{0}$. For times $t>0$ the boundaries at $x=0, y=0$, and $z=0$ are insulated and the boundaries at $x=a, y=b$, and $z=c$ are kept at zero temperature. Using the product solution, obtain an expression for the temperature distribution $T(x, y, z, t)$ in the region.
2-12 Repeat problem (2-11) for the case when the boundaries at $x=a, y=b$, and $z=c$ dissipate heat by convection into an environment at zero temperature. Assume the heat transfer coeflicients to be the same at all these boundaries.
2-13 Obtain an expression for the steady-state temperature distribution $T(x, y)$ in a semiinfinite strip $0 \leqslant x \leqslant a, 0 \leqslant y<\infty$, for the case when the boundary at $x=0$ is kept at a temperature $f(y)$ and the boundaries at $y=0$ and $x=a$ are kept at zero temperature.
2-14 Obtain an expression for the steady-state temperature distribution $T(x, y)$ in an infinite strip $0 \leqslant x \leqslant a,-\infty<y<\infty$, for the case when the boundary surface at $x=0$ is kept at a temperature $f(y)$ and the boundary surface at $x=a$ is kept at zero temperature.
2-15 Obtain an expression for the steady-state Iemperature distribution $T\left(x, y^{\prime}\right)$ in a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ for the following boundary conditions: the boundary at $x=0$ is kept insulated, the boundary at $y=0$ is kept at a temperature $f(x)$ and the boundaries at $x=a$ and $y=b$ dissipate heat by convection into an environment at zero temperature. Assume the heat transfer coefficient to be the same for both boundaries.
2-16 Obtain an expression for the steady-state temperature distribution $T(x, y, z)$ in a rectangular parallelepiped $0 \leqslant x \leqslant a, 0 \leqslant \mu \leqslant b, 0 \leqslant z \leqslant c$ for the following boundary conditions: the boundary surfaces at $x=0$ is kept at temperature $T_{0}$, the boundaries at $y=0$ and $z=0$ are kept insulated, the boundary at $x=a$ is kept at zero temperature, and the boundaries at $y=b$ and $z=c$ dissipate heat by convection into an environment at zero temperature. The heat transfer coeflicient are the same for all these surfaces.
2-17 Obtain an expression for the steady-state temperature distribution $T(x, y)$ in a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ in which heat is generated at
a constant rate $g(x, y)=g_{0}=$ constant and subjected to the following boundary conditions: boundaries at $x=0$ and $y=0$ are kept insulated, whereas the boundaries at $x=a$ and $y=b$ are kept at zero temperature.
2-18 A slab, $0 \leqslant x \leqslant L$, is initially at zero temperature. For times $\mathrm{r}>0$ the boundary at $x=0$ is kept insulated, the boundary at $x=L$ is kept at zero temperature, and there is heat generation within the solid at a constant ate of $g_{0}$. Obtain an expression for the temperature distribution $T(x, t)$ in the slab for times $t>0$.
2-19 Obtain an expression for the steady-state temperature distribution $T(x, y)$ in an infinite strip $0 \leqslant y \leqslant b, 0 \leqslant x<\infty$, for the case where the boundary at $x=0$ is kept at zero temperature, the boundary at $y=b$ is insulated and the boundary at $y=0$ is subjected to a heat supply at a rate of $f(x)$, $\mathrm{W} / \mathrm{m}^{2}$.

## NOTES

1. The properties of the following homogeneous boundary value problem, called a Sturm-Liouville problem, were first studied by J. C. F. Sturm and J. Liouville in Journal de Mathématique, 1836-1838. Here we present the orthogonality of the eigen[unctions

$$
\begin{align*}
& d x[p(x) \stackrel{d \psi(\lambda, x)}{d x}]+[f(x) \mid \lambda w(x)] \psi(\lambda, x)=0 \quad \text { in } \quad a<x<b  \tag{1:1}\\
& A_{1} \frac{d \psi(\lambda, x)}{d x}+A_{2} \psi(\lambda, x)=0 \quad \text { at } \quad x=a  \tag{lb}\\
& B_{1} \frac{d \psi(i, x)}{d x}+B_{2} \psi(\lambda, x)=0 \quad \text { at } \quad x=b \tag{lc}
\end{align*}
$$

where the functions $p(x), q(x), w(x)$ and $d p(x) / d x$ are assumed to be real valued, and continuous, and $\rho(x)>0$ and $w(x)>0$ over the interval $(a, b)$. The constants $A_{1}, A_{2}, B_{1}, B_{2}$ are real and independent of the parameter $\lambda$. Let

$$
\begin{equation*}
L[\psi(\lambda, x)] \equiv \frac{d}{d x}\left[p(x) \frac{d \psi(\lambda, x)}{d x}\right]+q(x) \psi(\lambda, x) \tag{2}
\end{equation*}
$$

We then write equation (ta) for any two eigenfunctions $\psi\left(\lambda_{m}, x\right)$ and $\psi\left(\lambda_{n}, x\right)$ as

$$
\begin{align*}
L\left[\psi_{m}(x)\right]+\lambda_{m} w(x) \psi_{m}(x) & =0  \tag{3a}\\
L\left(\psi_{n}(x)\right]+\lambda_{n} w(x) \psi_{n}(x) & =0 \tag{3b}
\end{align*}
$$

where

$$
\psi_{n}(x) \equiv \psi\left(i_{n} x\right)
$$

We multiply equation (3a) by $\psi_{n}(x)$ and equation (3b) by $\psi_{m}(x)$, then subtract the results

$$
\begin{equation*}
\frac{d}{d x}\left[p\left(\psi_{n} \psi_{m}^{\prime}-\psi_{m} \psi_{n}^{\prime}\right)\right]=\left(\lambda_{n}-\lambda_{m}\right) w \psi_{m} \psi_{n} \tag{4}
\end{equation*}
$$

Both sides of equation (4) is integrated from $x=a$ to $x=b$ and the result rearranged

$$
\begin{equation*}
\int_{x=a}^{h} w^{\prime} \psi_{m} \psi_{n} d x=\frac{1}{\lambda_{n}-\lambda_{m}} \int_{x=a}^{h} \frac{d}{d x}\left[p\left(\psi_{n} \psi_{m}^{\prime}-\psi_{m} \psi_{n}^{\prime}\right)\right] d x \tag{5}
\end{equation*}
$$

For $m \neq n$, the argument of the integral on the right-hand side of equation (5) vanishes because of the homogeneous boundary conditions (1b) and (Ic) for the problem. For $m=n$ (i.e., $\lambda_{m} \rightarrow i_{n}$ ), the left-hand side of equation (5) is the norm $N$, but the right-hand side is indefinite because both the numerator and the denominator vanish. However for $\lambda_{n 1} \rightarrow \lambda_{n}$, the right-hand side is evaluated by L'Hospital's rule. Thus equation (5) is written more compactly as

$$
\int_{x=a}^{b} w \psi_{m} \psi_{n} d x=\left\{\begin{array}{lll}
0 & \text { for } & m \neq n  \tag{6}\\
N\left(\lambda_{n}\right) & \text { for } & m=n
\end{array}\right.
$$

where

$$
\begin{equation*}
N\left(\lambda_{n}\right) \equiv \int_{a}^{b} w \psi_{n}^{2} d x=\int_{a}^{b} p\left(\frac{\partial \psi_{n}}{\partial \psi_{n}} \cdot \frac{\partial \psi_{n}}{\partial x}-\psi_{n} \frac{\partial^{2} \psi_{n}}{\partial \lambda_{n} \gamma^{2} x}\right) d x \tag{7}
\end{equation*}
$$

which proves that eigenfunctions of the Sturn-Liouville system are orthogonal with respect to the weighting function $w(x)$ in the interval $(a, b)$.
2. For a boundary condition of the second kind at both boundaries, the eigenvalue problem is given as

$$
\begin{array}{ll}
\frac{d^{2} X(x)}{d x^{2}}+\beta_{n t}^{2} X(x)=0 & \text { in } \quad 0<x<L \\
\frac{d X}{d x}=0 & \text { at } \quad x=0 \quad \text { and } x=L \tag{lb}
\end{array}
$$

From equation (la) we have

$$
\begin{equation*}
\beta^{2} \int_{0}^{1} x^{2}(x) d x=-\left\lfloor x^{d x} d x\right]_{0}^{1}+\int_{0}^{1}\binom{d x}{d x}^{2} d x \tag{2}
\end{equation*}
$$

The first term on the right vanishes in view of the boundary conditions. Then $\beta_{0}=0$ is also an eigenvalue corresponding to the eigenfunction $X_{0}(x)=$ constant $\neq 0$. For $X_{0}=1$ the norm $N$ becomes

$$
\begin{equation*}
N=\int_{0}^{L} X_{0}^{2} d x=\int_{0}^{L} d x=L \tag{3}
\end{equation*}
$$

## 3

## THE SEPARATION OF VARIABLES IN THE CYLINDRICAL COORDINATE SYSTEM

In this chapter we examine the separation of the homogeneous heat conduction equation in the cylindrical coordinate system; determine the clementary solutions, the norms, and the eigenvalues of the separated problems for different combinations of boundary conditions and systematically tabulate the resulting expressions for ready reference; discuss the solution of the one- and multidimensional homogeneous problems by the method of separation of variables; examine the solutions of steady-state multidimensional problems with and without the heat generation in the medium; and illustrate the splitting up of nonhomogeneous problems into a set of simpler problems. The reader should consult references $1-4$ for additional applications on the solution of heat conduction problems in the cylindrical coordinate system.

## 3-1 SEPARATION OF HEAT CONDUCTION EQUATION IN THE CYLINDRICAL COORDINATE SYSTEM

Consider the three-dimensional, homogeneous differential equation of heat conduction in the cylindrical coordinate system,

$$
\begin{equation*}
\frac{\partial T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{3-1}
\end{equation*}
$$

where $T \equiv T(r, \phi, z, t)$. Assume a separation of variables in the form

$$
\begin{equation*}
T(r, \phi, z, t)=\psi(r, \phi, z) \Gamma(t) \tag{3-2}
\end{equation*}
$$

Equation (3-1) becomes

$$
\begin{equation*}
\frac{1}{\psi}\left(\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \psi}{\partial r}+\frac{1}{r^{2}} \cdot \frac{\partial^{2} \psi}{\partial \phi^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}\right)=\frac{1}{\alpha \Gamma(t)} \frac{d \Gamma(t)}{\partial t}=-\lambda^{2} \tag{3-3}
\end{equation*}
$$

Then, the separated equations for $\Gamma(t)$ and $\psi$ are taken as

$$
\begin{gather*}
d \Gamma(t)  \tag{3-4}\\
d t  \tag{3-5}\\
\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \psi}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \psi(t)=0}{\partial \phi^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}+\lambda^{2} \psi=0
\end{gather*}
$$

Equation (3-5) is the Helmholtz equation; we assume a separation in the form

$$
\begin{equation*}
\psi(r, \phi, z)=R(r) \Phi(\phi) Z(z) \tag{3-6}
\end{equation*}
$$

Then equation (3-5) becomes

$$
\begin{equation*}
\frac{1}{R}\left(\frac{d^{2} R}{d r^{2}}+\frac{1 d R}{r d r}\right)+\frac{1}{r^{2}} \frac{1 d^{2} \Phi}{\left(\Phi d \|^{2}\right.}+\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+\lambda^{2}=0 \tag{3-7}
\end{equation*}
$$

The only way this equality is satisfied is if each group of functions is equated to an arbitrary separation constant in the form

$$
\begin{equation*}
\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}=-\eta^{2}, \quad \frac{1}{\Phi} \frac{d^{2} \Phi}{d \phi^{2}}=-v^{2}, \quad \text { and } \quad \frac{1}{R_{v}}\left(\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}\right)-\frac{v^{2}}{r^{2}}=-\beta^{2} \tag{3-8}
\end{equation*}
$$

Then, the separated equations and their elementary solutions become

$$
\begin{array}{ll}
\frac{d^{2} Z}{d z^{2}}+\eta^{2} Z=0 & Z(\eta, z): \sin \eta^{z} \text { and } \cos \eta z \\
\frac{d^{2} \Phi}{d \phi^{2}}+v^{2} \Phi=0 & \Phi(v, \phi): \sin v \phi \text { and } \cos v \phi \\
\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R_{v}=0 & R_{v}(\beta, r): J_{v}(\beta r) \text { and } Y_{v}(\beta r)
\end{array}
$$

and the function $\Gamma(t)$ satislies equation (3-4), that is,

$$
\frac{d \Gamma}{d t}+\alpha \lambda^{2} \Gamma=0 \quad \Gamma(t): e^{-a \lambda^{2} t}
$$

where

$$
\begin{equation*}
i^{2}=\beta^{2}+\eta^{2} \tag{3-9e}
\end{equation*}
$$

Here we note that the separation constant $\dot{\lambda}^{2}$ does not include $v^{2}$ because of the nature of the separation. Equation (3-9c) is called Bessel's differential equation of order 1 , and its solutions, $J_{v}(\beta r)$ and $Y_{v}(\beta r)$, are the Bessel functions of order $v$ of the lirst and second kind, respectively. Clearly, the order $y$ of the Bessel functions is due to the presence of the separation equation (3-9b) resulting from the azimuthal dependence of temperature.

A discussion of the properties of Bessel functions is given in Appendix IV; the reader should consult references $5-8$ for further information on Bessel functions.

Figure 3-1 shows $J_{0}(x), J_{1}(x), Y_{0}(x)$, and $Y_{1}(x)$ functions. Both $J_{v}(x)$ and $Y_{v}(x)$ functions have oscillatory behavior like trigonometric functions, but $Y_{v}(x)$ functions become inlinite at $x=0$.

Having established the separation equations associated with the $r, \phi, z$, and $t$ variables of the transient heat conduction equation (3-1), we now examine the separation equations associated with some special cases equation (3-1).

1. Temperature has no $\phi$ dependence. Equation (3-1) becomes

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1 \partial T}{r \partial r}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1 \partial T}{\alpha \partial t} \tag{3-10}
\end{equation*}
$$

The separated equations and their elementary solutions become

$$
\begin{equation*}
\frac{d^{2} Z}{d z^{2}}+\eta^{2} Z=0 \quad Z(\eta, z): \sin \eta^{z} \text { and } \cos \eta z \tag{3-11a}
\end{equation*}
$$



Fig. 3-1 $J_{0}(x), Y_{0}(x)$ and $J_{1}(x), Y_{1}(x)$ functions.

$$
\begin{array}{ll}
\frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}+\beta^{2} R_{0}=0 & R_{0}(\beta, r): J_{0}(\beta r) \text { and } Y_{0}(\beta r) \\
\frac{d \Gamma}{d t}+\alpha \lambda^{2} \Gamma=0 & \Gamma(t): e^{-\alpha \lambda^{2} t} \tag{3-1tc}
\end{array}
$$

where

$$
\begin{equation*}
\lambda^{2}=\beta^{2}+\eta^{2} \tag{3-11d}
\end{equation*}
$$

For this particular case temperature has no $\phi$ dependence, hence there is no separation equation for the $\phi$ variable for $v=0$. It is for this reason, the solutions for the separation are zero-order Bessel functions.
2. Temperature has no $z$ dependence. Equation (3-1) becomes

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{3-12}
\end{equation*}
$$

The separated equations and their elementary solutions are

$$
\begin{array}{ll}
\frac{d^{2} \Phi}{d \phi^{2}}+v^{2} \Phi=0 & \Phi(v, \phi): \sin v \phi \text { and } \cos v \phi \\
\frac{d^{2} R_{v}}{d r^{2}}+\frac{1 d R_{v}}{r}+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R_{v}=0 & R_{v}(\beta, r): J_{v}(\beta r) \text { and } Y_{v}(\beta r) \\
\frac{d \Gamma}{d t}+\alpha \lambda^{2} \Gamma=0 & \Gamma(t): e^{-a \lambda^{2} t}
\end{array}
$$

where

$$
\begin{equation*}
\lambda^{2}=\beta^{2} \tag{3-13d}
\end{equation*}
$$

3. Temperature has no time dependence. Equation (3-1) reduces to

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=0 \tag{3-14}
\end{equation*}
$$

The separated equations and their elementary solution become

$$
\begin{array}{ll}
\frac{d^{2} \Phi}{d \phi^{2}}+v^{2} \Phi=0 & \Phi(r, \phi): \sin v \phi \text { and } \cos v \phi \\
\frac{d^{2} Z}{d z^{2}}+\eta^{2} Z=0 & Z(\eta, z): \sin \eta z \text { and } \eta z \\
\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}-\left(\eta^{2}+\frac{v^{2}}{r^{2}}\right) R_{v}=0 & R_{v}(\eta, r): I_{v}(\eta r) \text { and } K_{v}(\eta r)
\end{array}
$$



Fig. 3-2 $I_{0}(x), K_{0}(x)$ and $I_{1}(x), K_{1}(x)$ functions.

For this particular case the separation equation (3-15c) for the $r$ variable is obtainable from that given by equation (3-13b) by setting $\beta=$ in where $i=\sqrt{-1}$. Then the solutions for equation (3-15c) can be written as $J_{v}(i \eta)$ and $Y_{v}(i \eta)$; however, to alleviate the complex argument notation, these functions are denoted by $I_{v}(\eta)$ and $K_{v}(\eta)$, which are called the modified Bessel functions of order $v$ of the first kind and of the second kind, respectively. Figure 3-2 shows a plot of $I_{0}(x)$, $I_{1}(x), K_{0}(x)$, and $K_{1}(x)$ functions. We note that $I_{v}(x)$ functions become infinite as $x \rightarrow \infty$ and $K_{v}(x)$ functions become infinite as $x \rightarrow 0$. A discussion of the properties of modified Bessel functions and their numerical values are given in Appendix IV. There is another possibility for the separation of equation (3-14), obtainable by replacing $\eta^{2}$ by $-\eta^{2}$ in equations ( $3-15 \mathrm{~b}$ ) and ( $3-15 \mathrm{c}$ ). In this case, the elementary solutions for the $Z$ separation are taken as $e^{-\eta z}, e^{\eta z}$ or $\sinh \eta z, \cosh \eta z$; the equation for the $R$ separation becomes Bessel's differential equation of order $v$ and its solutions are taken as: $J_{v}(\eta r), Y_{v}(\eta r)$.
4. The temperature has no $t$ and $z$ dependence. Then equation (3-1) simplifies to

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}=0 \tag{3-16}
\end{equation*}
$$

The separated equations and their elementary solutions become

$$
\begin{array}{ll}
\frac{d^{2} \Phi}{d \phi^{2}}+v^{2} \Phi=0 & \Phi(v, \phi): \sin v \phi \text { and } \cos v \phi \\
\frac{d^{2} R}{d r^{2}}+\frac{1}{r} \frac{d R}{d r}-\frac{v^{2}}{r^{2}} R=0 & R(r): \begin{cases}r^{v} \text { and } r^{-v} & \text { for } v \neq 0 \\
c_{1}+c_{2} \ln r & \text { for } r=0\end{cases}
\end{array}
$$

We note that for this particular case the equation for the function $R(r)$ is Euler's homogeneous differential equation.

## 3-2 REPRESENTATION OF AN ARBITRARY FUNCTION IN THE CYLINDRICAL COORDINATE SYSTEM

Basic to the solutions with the orthogonal expansion technique is the representation of an arbitrary function in terms of the eigenfunctions of the resulting eigenvalue problems. In the cylindrical coordinate system we have three distinct eigenvalue problems associated with the separated differential equations (3-9a), (3-9b), and (3-9c).

The eigenvalue problem associated with the differential equation (3-9a) is exactly the same as that considered in Chapter 2. Therefore, all the results presented in Chapter 2 for the rectangular coordinate system are applicable for this eigenvalue problem.

The differential equation (3-9b) appears to be similar to equations (3-9a); but; the eigenvalue problem associated with it, for the case of full circular cylinder, is cyclic with a period of $2 \pi$. Therefore, we need to examine the representation of an arbitrary function $F(\phi)$ in terms of the eigenfunctions of such an eigenvalue problem.

Finally, the differential equation (3-9c) is Bessel's differential equation which is different from those considered previously. Therefore, we need to examine the representation of an arbitrary function $F(r)$ in terms of the eigenfunctions of the eigenvalue problem associated with Bessel's equation (3-9c).

Such representations are now developed for arbitrary functions $F(r)$ and $F(\phi)$ for use as ready reference in the solution of heat conduction equation with the separation of variables in the cylindrical coordinates. As we have done in the rectangular coordinates, we develop such representations for each specific spatial domain separately. The representation of $F(r)$ is considered over the regions $0 \leqslant r<b$, $0 \leqslant r<\infty, a<r<\infty$, and $a<r<b$, while the representation of $F(\phi)$ is considered over the region $0 \leqslant \phi \leqslant 2 \pi$ with the condition of periodicity of solution with a period of $2 \pi$.

## Representation of $\boldsymbol{F}(\boldsymbol{r})$ over $0 \leqslant r<b$

We consider the representation of an arbitrary function $F(r)$ defined in a finite interval $0 \leqslant r<b$ in terms of the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ of the eigenvalue problem

$$
\begin{array}{ll}
\frac{d^{2} R_{v}(r)}{d r^{2}}+\frac{1}{r} \frac{d R_{v}(r)}{d r}+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R_{v}(r)=0 & \text { in } \quad 0 \leqslant r<b \\
\frac{d R_{v}}{d r}+H R_{v}=0 & \text { at } \quad r=b \tag{3-18b}
\end{array}
$$

Such an eigenvalue problem is encountered in the solution of heat conduction problem for a full solid cylinder with temperature varying with the azimuthal angle $\phi$. For generality, the boundary condition at $r=b$ is chosen of the third kind. The results for the boundary conditions of the second and first kinds are obtainable from those for the third kind as special cases by setting $H=0$ and $H \rightarrow \infty$, respectively.

The system (3-18) is a special case of the general Sturm-Liouville problem considered in Chapter 2. Therefore, the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ have the following orthogonality property:

$$
\int_{0}^{b} r R_{v}\left(\beta_{m}, r\right) R_{v}\left(\beta_{n}, r\right) d r= \begin{cases}0 & \text { for } m \neq n  \tag{3-19}\\ N\left(\beta_{m}\right) & \text { for } m=n\end{cases}
$$

We now consider the representation of an arbitrary function $F(r)$ defined in the linite interval $0 \leqslant r<b$ in terms of the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ in the form

$$
\begin{equation*}
F(r)=\sum_{m=1}^{x} c_{m} R_{r}\left(\beta_{m}, r\right) \quad \text { in } \quad 0 \leqslant r<b \tag{3-20}
\end{equation*}
$$

The unknown coefficients $c_{m}$ are determined by operating on both sides of equation (3-20) by the operator $\int_{0}^{b} r R_{v}\left(\beta_{r}, r\right) d r$ and utilizing the orthogonality relation (3-19). We find

$$
\begin{equation*}
c_{m}=\frac{1}{N\left(\beta_{m}\right)} \int_{0}^{b} r R_{v}\left(\beta_{m}, r\right) F(r) d r \tag{3-21}
\end{equation*}
$$

where the norm, $N\left(\beta_{m}\right)$ is

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{b} r R_{v}^{2}\left(\beta_{m}, r\right) d r \tag{3-22}
\end{equation*}
$$

The substitution of equation (3-21) into (3-20) gives

$$
\begin{equation*}
F(r)=\sum_{m=1}^{\dot{x}} \frac{1}{N\left(\beta_{m}\right)} R_{v}\left(\beta_{m}, r\right) \int_{0}^{b} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad \text { in } \quad 0 \leqslant r<b \tag{3-23}
\end{equation*}
$$

where the function $R_{v}\left(\beta_{m}, r\right)$ is given by

$$
\begin{equation*}
R_{v}\left(\beta_{m}, r\right)=J_{v}\left(\beta_{m} r\right) \tag{3-24}
\end{equation*}
$$

Here, the function $Y_{v}\left(\beta_{m}, r\right)$ is excluded from the solution, because the region includes the origin $r=0$ where $Y_{v}\left(\beta_{m} r\right)$ becomes inlinite.

The eigencondition for determining $\beta_{m}$ is obtained by introducing equation (3-24) into the boundary condition (3-18b). We obtain

$$
\begin{equation*}
\beta_{m} J_{v}^{\prime}\left(\beta_{m} b\right)+H J_{v}\left(\beta_{m} b\right)=0 \tag{3-25}
\end{equation*}
$$

where we delined

$$
\begin{equation*}
J_{r}^{\prime}\left(\beta_{m} h\right)=\left[\frac{d}{d r} J_{v}(r)\right]_{r=\beta_{m} b} \tag{3-26}
\end{equation*}
$$

with $H$ and $v$ are real constants and [5, p. 597]

$$
1+\frac{1}{2} \geqslant 0
$$

The eigenvalues $\beta_{m}$ are the positive roots of the transcendental equation (3-25). In this equation, the prime over the Bessel function denotes the derivative in the sense delined by equation (3-26). From equations (3-22) and (3-24) the norm becomes

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{b} r J_{v}^{2}\left(\beta_{m} r\right) d r \tag{3-27}
\end{equation*}
$$

When the integration is performed by utilizing the integration formula given by cquation (25b) of the Appendix IV, the norm is determined as

$$
\begin{equation*}
N\left(\beta_{m}\right)=\frac{b^{2}}{2}\left[J_{v}^{\prime 2}\left(\beta_{m} h\right)+\left(1-\frac{v^{2}}{\beta_{M}^{2} h^{2}}\right) J_{v}^{2}\left(\beta_{m} b\right)\right] \tag{3-28a}
\end{equation*}
$$

In view of the transcendental equation (3-25), this relation may be written in the alternative form as

$$
\begin{equation*}
N\left(\beta_{m}\right)=\frac{b^{2}}{2}\left[\frac{H^{2}}{\beta_{m}^{2}}+\left(1-\frac{v^{2}}{\beta_{m}^{2} b^{2}}\right)\right] J_{v}^{2}\left(\beta_{m} b\right) \tag{3-28b}
\end{equation*}
$$

The above expressions for the eigencondition and the norm are developed for boundary condition of the third kind as given by equation (3-18b). Expressions for the case of boundary conditions of the second and first kinds are obtained from these general expressions as special cases as described below.

Boundary Conditon at $r=b$ is of the Second Kind. For this special case we have

$$
\begin{equation*}
R_{v}\left(\beta_{m}, r\right)=J_{v}\left(\beta_{m} r\right) \tag{3-29}
\end{equation*}
$$

the eigenvalues $\beta_{m}$ are the positive roots of

$$
\begin{equation*}
J_{v}^{\prime}\left(\beta_{m} b\right)=0 \tag{3-30}
\end{equation*}
$$

The norm is obtained from equation (3-28b) by noting that for the boundary condition of the second kind we have $H=0$ :

$$
\begin{equation*}
N\left(\beta_{m}\right)=\frac{b^{2}}{2}\left(1-\frac{r^{2}}{\beta_{m}^{2} b^{2}}\right) J_{v}^{2}\left(\beta_{m} b\right) \quad \text { for } \quad \beta_{m} \neq 0 \tag{3-31a}
\end{equation*}
$$

Note that, for the boundary condition of the second kind, $\beta_{0}=0$ is also an eigenvalue for $v=0$; then the corresponding eigenfunction and the norm for this special case are

$$
R_{0}\left(\beta_{0} r\right)=1 \quad \text { and } \quad N\left(\beta_{0}\right)=\int_{0}^{b} r d r=\frac{b^{2}}{2} \quad \text { for } \quad \beta_{0}=0 \quad(3-31 b)
$$

See note 1 at end of this chapter for a discussion of $\mu_{0}=0$.
Boundary Condition at $r=b$ is of the First Kind. For this case we have

$$
\begin{equation*}
R_{v}\left(\beta_{m} r\right)=J_{v}\left(\beta_{m} r\right) \tag{3-32}
\end{equation*}
$$

and the eigenvalues $\beta_{m}$ are the positive roots of

$$
\begin{equation*}
J_{v}\left(\beta_{m} b\right)=0 \tag{3-33}
\end{equation*}
$$

The norm $N\left(\beta_{m}\right)$ is obtained from equation (3-28a) by utilizing equation (3-33):

$$
\begin{equation*}
N\left(\beta_{m}\right)=\frac{b^{2}}{2} J_{v}^{\prime 2}\left(\beta_{m} b\right) \tag{3-34}
\end{equation*}
$$

In Table 3-1 we summarize the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$, the norms $N\left(\beta_{m}\right)$, and the eigenconditions. They will be needed in the solution of heat conduction problems for a solid cylinder $0 \leqslant r<h$ when'temperature varies with azimuth angle $\phi$.

For problems with aximuthal symmetry, the eigenvalue problem (3-18) is applicable with $v=0$. Therefore, the results in Table 3-1 are also applicable for heat conduction problems in a solid cylinder with azimuthally symmetric temperature if we set $v=0$ in these results.

## Representation of $F(r)$ over $0 \leqslant r<\infty$

We now consider the representation of an arbitrary function $F(r)$ defined in the infinite interval $0 \leqslant r<\infty$ in terms of the solutions of the following differential equation

$$
\begin{equation*}
\frac{d^{2} R_{v}(r)}{d r^{2}}+\frac{1}{r} \frac{d R_{v}(r)}{d r}+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R_{v}(r)=0 \quad \text { in } \quad 0 \leqslant r<\infty \tag{3-35}
\end{equation*}
$$

subject to the condition that $R_{v}(r)$ remains finite at $r=0$. Expansions of this type will be needed in the solution of heat-conduction problems in a region $0 \leqslant r<\infty$, $0 \leqslant \phi \leqslant 2 \pi$ in the cylindrical coordinate system with temperature varying radially and azimuthally.
TABLE 3-1 The Eigeafunctions $R_{t}\left(\beta_{m}, r\right)$, the Norm $N\left(\beta_{m}\right)$, and the Eigenvalues $\beta_{m}$ of the Differential Equation
Subject to the Boundary Conditions Shown in the Table Below

| No. | Boundary Condition $\text { at } r=b$ | $R_{v}\left(\beta_{m}, r\right)$ | $\frac{1}{N\left(\beta_{m}\right)}$ | Eigenvalues $\beta_{m}$ are the Positive Roots of |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\frac{d R_{\mathrm{v}}}{d r}+H R_{v}=0$ | $J_{v}\left(\beta_{m} r\right)$ | $\frac{\urcorner}{J_{v}^{2}\left(\beta_{m} b\right)} \cdot \frac{\beta_{m}^{2}}{b^{2}\left(H^{2}+\beta_{m}^{2}\right)-v^{2}}$ | $\beta_{m} J_{v}^{\prime}\left(\beta_{m} b\right)+H J_{v}\left(\beta_{m} b\right)=0$ |
| 2 | $\frac{d R_{r}}{d r}=0$ | $J_{v}\left(\beta_{m} r\right)^{a}$ | $\frac{2}{J_{2}^{2}\left(\beta_{m} b\right)} \cdot \frac{\beta_{m}^{2}}{b^{2} \beta_{m}^{2}-r^{2}} a$ | $J_{v}^{\prime}\left(\beta_{m} b\right)=0^{a}$ |
| 3 | $R_{\mathrm{r}}=0$ | $J_{v}\left(\beta_{m} r\right)$ | $\frac{2}{b^{2} J_{v}^{\prime 2}\left(\beta_{m} b\right)}$ | $J_{V}\left(\beta_{m} b\right)=0$ |

[^0]The solution of equation (3-35) that remains finite at $r=0$ is

$$
\begin{equation*}
R_{v}(\beta, r)=J_{v}(\beta r) \tag{3-36}
\end{equation*}
$$

An arbitrary function $F(r)$ delined in the interval $0 \leqslant r<\infty$ can be represented in terms of $J_{v}(\beta r)$ functions for $v \geqslant-\frac{1}{2}$ in the form [9, p. 88; 10, p. 52; 5, p. 453]

$$
\begin{equation*}
F(r)=\int_{\beta=0}^{\infty} r^{1 / 2} \beta J_{v}(\beta r) d \beta \int_{r^{\prime}=0}^{\infty} r^{\prime 1 / 2} J_{v}\left(\beta r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad 0 \leqslant r<\infty \tag{3-37}
\end{equation*}
$$

if the integral $\int_{0}^{x} F\left(r^{\prime}\right) d r^{\prime}$ is absolutely convergent, and if the function $F(r)$ is of bounded variation in the neighborhood of the point $r$.

If we now replace $F(r)$ by $r^{1 / 2} F(r)$ in the equation (3-37), we obtain

$$
\begin{equation*}
F(r)=\int_{\beta=0}^{\infty} \beta J_{v}(\beta r) d \beta \int_{r^{\prime}=0}^{x} r^{\prime} J_{v}\left(\beta r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad 0 \leqslant r<\infty \tag{3-38}
\end{equation*}
$$

which is the representation of a function $F(r)$ in the interval $0 \leqslant r<\infty$ that will be needed for the solution of heat conduction problems in an inlinite region $0 \leqslant r<\infty$.

For probiems with azimuthal symmetry, the eigenvalue problem (3-35) is applicable with $v=0$. For such a case the representation (3-38) is applicable by setting $v=0$.

Representation of $F(r)$ over $a<r<\infty$
We now examine the representation of an arbitrary function $F(r)$ delined in the interval $a<r<\infty$ in terms of the solutions of the following problem

$$
\begin{array}{ll}
\frac{d^{2} R_{0}(r)}{d r^{2}}+\frac{1}{r} \frac{d R_{0}(r)}{d r}+\beta^{2} R_{0}(r)=0 & \text { in } \\
-\frac{d R_{0}}{d r}+H R_{0}=0 & \text { al } \quad r=a<\infty \tag{3-39b}
\end{array}
$$

such a representation is needed in the solution of heat conduction problems in the region $a<r<\infty$ in the cylindrical coordinate system for an azimuthally symmetric temperature i.e., temperature does not depend on $\phi$. The representation of an arbitrary function $F(r)$ in the region $a<r<\infty$ in terms of the solutions $R_{0}(\beta, r)$ of the problem (3-39) is considered in reference [12] and the result can be written in the form
$F(r)=\int_{\theta=0}^{\infty} \frac{1}{N(\beta)} \beta R_{0}(\beta, r) d \beta \int_{r^{\prime}=a}^{\infty} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad$ in $\quad a<r<\infty \quad$

Here, the norm $N(\beta)$, the function $R_{0}(\beta, r)$ depend on the type of the boundary condition at $r=a$; that is, whether it is of the first, second, or the third kind. We present the expressions for $R_{0}(\beta, r)$ and $N(f)$ for these three different types of boundary conditions at $r=a$.

The Boumdary Condition at $r=0$ of the Third Kind. The solution of equation (3-39a) satisfying the boundary condition (3-39b) is taken as

$$
R_{0}(\beta, r)=J_{0}(\beta r)\left[\beta Y_{1}(\beta a)+H Y_{0}(\beta a)\right]-Y_{0}(\beta r)\left[\beta J_{1}(\beta a)+H J_{0}(\beta a)\right] \quad(3-41)
$$

and the norm $N(\beta)$ is given by

$$
\begin{equation*}
N(\beta)=\left[\beta J_{1}(\beta a)+H J_{0}(\beta a)\right]^{2}+\left[\beta Y_{1}(\beta a)+H Y_{0}(\beta a)\right]^{2} \tag{3-42}
\end{equation*}
$$

The Boundary Condition at. $r=a$ is of the Second Kind. For this special case we have $H=0$. The solution of equation (3-39a) satisfying this boundary condition is taken as

$$
\begin{equation*}
R_{0}(\beta, r)=J_{0}(\beta r) Y_{1}(\beta a)-Y_{0}(\beta r) J_{1}(\beta \dot{a}) \tag{3-43}
\end{equation*}
$$

and the norm becomes

$$
\begin{equation*}
N(\beta)=J_{1}^{2}(\beta a)+Y_{1}^{2}(\beta a) \tag{3-44}
\end{equation*}
$$

The Boundary Condition at $r=a$ is of the First Kind. For this special case we have $H \rightarrow \infty$. The solution of equation (3-39a) satisfying this boundary condition is taken as

$$
\begin{equation*}
R_{0}(\beta, r)=J_{0}(\beta r) Y_{0}(\beta a)-Y_{0}(\beta r) J_{0}(\beta a) \tag{3-45}
\end{equation*}
$$

and the corresponding norm becomes

$$
\begin{equation*}
N(\beta)=J_{0}^{2}(\beta a)+\cdot \cdot Y_{0}^{2}(\beta a) \tag{3-46}
\end{equation*}
$$

We summarize in Table 3-2 the above results for $R_{0}(\beta, r)$ and $N(\beta)$ for the boundary conditions of the first, second, and third kinds at $r=a$.

## Representation of $r(r)$ over $a<r<b$

We now consider the representation of an arbitrary function $F(r)$ defined in a finite interval $a \leqslant r \leqslant b$ in terms of the eigenfunctions of the following eigenvalue problem:

$$
\frac{d^{2} R_{v}(R)}{d r^{2}}+\frac{1}{r} \frac{d R_{v}(r)}{d r}+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R_{v}(r)=0 \quad \text { in } \quad a<r<b \quad \text { (3-47a) }
$$

TABLE 3-3 The Solution $R_{r}\left(\beta_{m} r\right)$, the Norm $N\left(\beta_{m}\right)$, and the Eigenvalues $\beta_{m}$ of the Differential Equation



Representation of $F(\phi)$ over $0 \leqslant \phi \leqslant 2 \pi$

$$
\begin{array}{ll}
-\frac{d R_{v}}{d r}+H_{1} R_{v}=0 & \text { at } r=a \\
\frac{d R_{v}}{d r}+H_{2} R_{v}=0 & \text { at } r=b
\end{array}
$$

The eigenvaluc problem of this type is encountered in the solution of heat conduction for a hollow cylinder with azimuthally varying temperature distribution. For generality, boundary condition of the third kind is chosen for both boundaries. Other combinations of boundary conditions are obtainable by setting the coeflicients $H_{1}, H_{2}$ equal to zero or infinity: thus, nine different combinations are possible.

The system (3-47) is a special case of the Sturm-Liouville problem, hence the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ have the following orthogonality property

$$
\int_{a}^{b} r R_{v}\left(\beta_{m}, r\right) R_{v}\left(\beta_{n}, r\right) d r=\left\{\begin{array}{lll}
0 & \text { for } & m \neq n  \tag{3-48}\\
N\left(\beta_{m}\right) & \text { for } & m=n
\end{array}\right.
$$

where

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{a}^{b} r R_{v}^{2}\left(\beta_{m}, r\right) d r \tag{3-49}
\end{equation*}
$$

Now we consider the representation of an arbitrary function $F(r)$ defined in the interval $a<r<b$ in terms of the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ of the above eigenvalue problem (3-47) in the form

$$
\begin{equation*}
F(r)=\sum_{m=1}^{\infty} c_{m} R_{v}\left(\beta_{m}, r\right) \quad \text { in } \quad a<r<b \tag{3-50}
\end{equation*}
$$

The unknown coefficients $c_{m}$ are determined by following a procedure described previously; then the representation (3-50) becomes

$$
\begin{equation*}
F(r)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} R_{\mathrm{v}}\left(\beta_{m}, r\right) \int_{a}^{b} r^{\prime} R_{\mathrm{v}}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad \text { in } \quad a<r<b \tag{3-51}
\end{equation*}
$$

We present in Table 3-3 the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$, the norm $N\left(\beta_{m}\right)$ and the cigenconditions of the eigenvalue problem (3-47) for four different combinations of the boundary conditions of the first and second kind at the boundaries. The boundary conditions of the third kind are not included in this table, because the resulting expressions are too complex to be practical for computational purposes.

We now consider the representation of an arbitrary function $F(\phi)$ defined in the interval $0 \leqslant \phi \leqslant 2 \pi$ in terms of the eigenfunctions of the eigenvalue problem
associated with the separation equation (3-9b). We have the following eigenvalue problem

$$
\begin{equation*}
\frac{d^{2} \Phi}{d \phi^{2}}+\vartheta^{2} \Phi=0 \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi \tag{3-52a}
\end{equation*}
$$

The solution may be taken as

$$
\begin{equation*}
\Phi(v, \phi)=A_{v} \sin v \phi+B_{v} \cos v \phi \tag{3-52b}
\end{equation*}
$$

We now examine the representation of a function $F(\phi)$ that is periodic in $\phi$ with period $2 \pi$ in terms of $\Phi(1, \phi)$ functions in the form

$$
\begin{equation*}
F(\phi)=\sum_{v}\left(A_{v} \sin v \phi+B_{v} \cos v \phi\right) \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi \tag{3-53}
\end{equation*}
$$

The condition that $F(\phi)$ is periodic in $\phi$ with period $2 \pi$ requires that the separation constants $v$ should be taken as integers, that is

$$
r=0,1,2,3 \ldots
$$

To determine the coefficients $A_{v}$, we operate on both sides of equation (3-53) by the operator $\int_{0}^{2 \pi} \sin r^{\prime} \phi d \phi$ and utilize the orthogonality of functions $\sin v \phi$. We obtain

$$
\begin{equation*}
A_{v}=\frac{1}{\pi} \int_{0}^{2 \pi} F(\phi) \sin v \phi d \phi \quad \text { for } \quad v=0,1,2,3 \ldots \tag{3-54a}
\end{equation*}
$$

since $\int_{0}^{2 \pi} \sin ^{2} v \phi d \phi=\pi$ and the integrals of the product of $\sin \nu \phi, \cos v \phi$ vanish. To determine the coeflicients $B_{v}$ we operate on both sides of equation (3-53) by the operator $\int_{0}^{2 \pi} \cos v^{\prime} \phi d \phi$ and utilize the orthogonality of functions $\cos v \phi$. We find

$$
B_{v}= \begin{cases}\frac{1}{\pi} \int_{0}^{2 \pi} F(\phi) \cos v \phi d \phi & \text { for }  \tag{3-54b}\\ \frac{1}{2 \pi} \int_{0}^{2 \pi} F(\phi) d \phi & \text { for } \quad v=1,2,3 \ldots\end{cases}
$$

sinee $\int_{0}^{2 \pi} \cos ^{2} v \phi d \phi$ is equal to $\pi$ for $v=1,2,3, \ldots$ and equal to $2 \pi$ for $v=0$.
The substitution of the above expressions for $A_{v}$ and $B_{v}$ into equation (3-53) yields the representation in the form

$$
\begin{align*}
F(\phi) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right) d \phi^{\prime}+\frac{1}{\pi} \sum_{v=1}^{\infty} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right)\left(\sin v \phi \sin v \phi^{\prime}+\cos v \phi \cos v \phi^{\prime}\right) d \phi^{\prime} \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right) d \phi^{\prime}+\frac{1}{\pi} \sum_{v=1}^{\infty} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \tag{3-55a}
\end{align*}
$$

This representation may be written more compactly in the form

$$
\begin{equation*}
F(\phi)=\frac{1}{\pi} \sum_{v} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi \tag{3-55b}
\end{equation*}
$$

where

$$
v=0,1,2,3 \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$. If we compare the representations given by equations (3-53) and (3-55b) we conclude that

$$
\begin{equation*}
\left[A_{v} \sin v \phi+B_{v} \cos v \phi\right] \equiv \frac{1}{\pi} \int_{0}^{2 \pi} F\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \tag{3-56}
\end{equation*}
$$

where

$$
v=0,1,2,3 \ldots
$$

## and replace $\pi$ by $2 \pi$ for $v=0$.

The representation of $F(\phi)$ as given above will be needed in the solution of heat conduction in a full cylinder (i.e., $0 \leqslant \phi \leqslant 2 \pi$ ) with azimuthally varying lemperature.

## Representation of $F(\phi)$ over $0<\phi<\phi_{0}(<2 \pi)$

In the case of a portion of a cylinder the range of $\phi$ variable is $0<\phi<\phi_{0}(<2 \pi)$. For such a case, equation (3-52a) should be solved over the range $0<\phi<\phi_{0}(<2 \pi)$ with prescribed boundary conditions at the boundary surfaces $\phi=0$ and $\phi=\phi_{0}$. For such a case, the eigenvalue problem for the function $\Phi(\phi, v)$ is similar to that of a slab in the region $0<\phi<\phi_{0}$ and the results presented in Table 2-1 may be utilized to determine the eigenfunctions, the norm, and the eigenconditions.


(in)

Fig. 3-3 Boundary and initial conditions for a solid cylinder considered in (a) Example 3-1 and (b) Example 3-2.

Solution. The mathematical formulation of this problem is taken as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
\frac{\partial T}{\partial r}+H T=0 & \text { at } & r=b, \quad t>0 \\
T-F(r) & \text { for } & 1-0,
\end{array} \quad \text { in } \quad 0 \leqslant r<b, b
$$

Separating the variables, it can be shown that the solution for the time separation is given by

$$
\begin{equation*}
\Gamma(t)=e^{-a \beta_{m}^{2} t} \tag{3-58}
\end{equation*}
$$

and the space-variable function $R\left(\beta_{m}, r\right)$ satisfies the following eigenvalue problem:

$$
\begin{equation*}
\frac{d^{2} R_{0}(r)}{d r^{2}}+\frac{1}{r} \frac{d R_{0}(r)}{d r}+\beta^{2} R_{0}(r)=0 \quad \text { in } \quad 0 \leqslant r<b \tag{3-59a}
\end{equation*}
$$

$$
\frac{d R_{0}}{d r}+H R_{0}=0 \quad \text { at } \quad r=b
$$

The-complete solution for $T\left(r_{n} t\right)$ is constructed as

$$
\begin{equation*}
T(r, t)=\sum_{m=1}^{\alpha_{1}} c_{m} e^{-\alpha \beta_{m}^{2} R_{0}\left(\beta_{m}, r\right)} \tag{3-60}
\end{equation*}
$$

The application of the initial condition gives

$$
\begin{equation*}
F(r)=\sum_{m=1}^{\infty} c_{m} R_{0}\left(\beta_{m}, r\right) \quad \text { in } \quad 0 \leqslant r<b \tag{3-61}
\end{equation*}
$$

This is an expansion of an arbitrary function $F(r)$ defined in the interval $0 \leqslant r<b$ in the same form as given by equation (3-20). The unknown coefficients $c_{m}$ are determined by utilizing the orthogonality of the eigenfunction as given by equation (3-19). Then, the solution for the problem becomes
where $R_{0}\left(\beta_{m} ; r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are immediately obtainable from Table 3-1, case 1 , by setting $v=0$, because the eigenvalue problem (3-59) is a special case of the general problem (3-18) with $v=0$. Then the solution (3-62) lakes the form

$$
\begin{equation*}
T(r, t)=\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}} \frac{\beta_{m}^{2} J_{0}\left(\beta_{m} r\right)}{\left(\beta_{m}^{2}+H^{2}\right) J_{0}^{2}\left(\beta_{m} b\right)} \int_{0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-63}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive roots of

$$
\beta_{m 1} J_{0}^{\prime}\left(\beta_{m} b\right)+H J_{0}\left(\beta_{m} b\right)=0 \quad \text { or } \quad \beta_{m} J_{1}\left(\beta_{m} b\right)=H J_{0}\left(\beta_{m} b\right) \quad(3-64)
$$

For the special case of $F(r)=T_{0}=$ constant, the solution (3-63) reduces to

$$
\begin{align*}
& \gamma(r, 1)=2 T_{0} \sum_{m=1}^{m} e^{-a \rho_{m}^{2} t}\left(\beta_{m} J_{0}\left(\beta_{m} r\right) J_{1}\left(\beta_{m} b\right)\right.  \tag{3-65a}\\
&\left(\beta_{m}^{2}+H^{2}\right) J_{0}^{2}\left(\beta_{m} b\right)
\end{aligned} \quad \begin{aligned}
& \text { (3-65b) }  \tag{3-67b}\\
& \\
&
\end{align*}
$$

$$
J_{0}\left(\Omega_{m} \underline{b}\right)=0
$$

For the case of constant initial temperature $F(r)=T_{0}$, equation (3-67a) becomes

$$
\begin{equation*}
T(r, t)=\frac{2 T_{0}}{b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{\alpha} t} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \tag{3-68}
\end{equation*}
$$

## Example 3-4

A hollow cylinder, $a<r<b$, is initially at a icmperature $F(r)$ (Fig. 3-4). For times $t>0$, the boundary surfaces at $r=a$ and $r=b$ are kept insulated. Developan expression for the temperature distribution $T(r, t)$ for times $t>0$.
Solution. The mathematical formulation of the problem is given by

$$
\begin{array}{lll}
\frac{\hat{c}^{2} T}{d r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<b, \quad t>0  \tag{3-69a}\\
\frac{\partial T}{\partial r}=0 & \text { at } & r=a, \quad t>0
\end{array}
$$

(3-69b)
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$$
\begin{align*}
& \frac{\partial T}{\partial r}=0  \tag{3-69c}\\
& \text { ai } \quad r=b, \\
& t>0 \\
& T=F(r) \\
& \text { for } \quad t=0 \text {, } \\
& \text { in the region } \tag{3-69d}
\end{align*}
$$

Separating the variables, it can be shown that the solution for the time variable function is given by $\exp \left(-\alpha \beta_{m}^{2} t\right)$, and the space-variable function $R_{9}\left(\beta_{m}, r\right)$ is the solution of the following eigenvalue problem:

$$
\begin{align*}
& \frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}+\beta_{m}^{2} R_{0} \ddot{=0} \cdots \text { in } \cdots a<r<b  \tag{3-70a}\\
& \frac{d R_{0}}{d r}=0  \tag{3-706}\\
& \text { at } \quad r=a \\
& \frac{d R_{0}}{d r}=0  \tag{3-70c}\\
& \text { at } \quad r=b
\end{align*}
$$

Then, the complete solution for $T(r, t)$ is written as

$$
\begin{equation*}
T(r, t)=\sum_{m=1}^{\infty} c_{m} e^{-\alpha \beta_{m^{\prime}}^{2}} R_{0}\left(\beta_{m}, r\right) \tag{3-71}
\end{equation*}
$$

The application of the initial condition (3-69d) yields

$$
\begin{equation*}
F(r)=\sum_{m=1}^{\infty} c_{m} R_{0}\left(\beta_{m}, r\right) \quad \text { in } \quad a<r<b \tag{3-72}
\end{equation*}
$$

This is an expansion of an arbitrary function $F(r)$ defined in the interval $a<r<b$ in terms of the eigenfunctions $R_{0}\left(\beta_{m}, r\right)$ of the eigenvalue problem
(3-70). The unknown coefficients $c_{m}$ are readily determined by utilizing the orthogonality of the eigenfunctions as given by equations $3-48$ and 3-49. Then, the solution for the temperature $T(r, r)$ is written as

$$
\begin{equation*}
T(r, t)=\sum_{m=1}^{x} \frac{1}{N\left(\beta_{m}\right)} e^{-x \beta_{m}^{x}} R_{0}\left(\beta_{m}, r\right) \int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-73}
\end{equation*}
$$

where the cigenfunctions $R_{0}\left(\beta_{m}, r\right)$, cigenvalues $\beta_{m}$, and the norm $N\left(\beta_{m}\right)$ are obtained from Table 3-3, case 1 by setting $v=0$.

$$
\begin{gather*}
R_{0}\left(\beta_{m}, r\right)=J_{0}\left(\beta_{m} r\right) Y_{0}^{\prime}\left(\beta_{m} b\right)-J_{0}^{\prime}\left(\beta_{m} b\right) Y_{0}\left(\beta_{m} r\right)  \tag{3-74a}\\
\vdots=\stackrel{\pi^{2}}{2} \quad \beta_{m}^{2} J_{0}^{\prime 2}\left(\beta_{m} a\right)  \tag{3-74b}\\
N\left(\beta_{m}\right)=\frac{\left.\beta_{m} a\right)-J_{0}^{\prime 2}\left(\beta_{m} b\right)}{2} \quad
\end{gather*}
$$

and the eigenvalues $\beta_{m}$ are the positive roots of the following transcendental equation:

$$
\begin{equation*}
J_{0}^{\prime}\left(\beta_{m} a\right) Y_{0}^{\prime}\left(\beta_{m} b\right)-J_{0}^{\prime}\left(\beta_{m} b\right) Y_{0}^{\prime}\left(\beta_{m} a\right)=0 \tag{3-74c}
\end{equation*}
$$

In addition, for this particular case $\beta_{0}=0$ is also an eigenvaluc; then the corresponding eigenfunction and the norm are taken as

$$
\begin{equation*}
R_{0}\left(\beta_{0}, r\right)=1, \quad \frac{1}{N\left(\beta_{0}\right)}=\frac{2}{b^{2}-\cdots a^{2}} \tag{3-75}
\end{equation*}
$$

Therefore, we start the summation in equation (3-73) from $m=0$ and the solution becomes

$$
\begin{align*}
T(r, t)= & \frac{2}{b^{2}-a^{2}} \int_{a}^{b} r^{\prime} F\left(r^{\prime}\right) d r^{\prime} \\
& +\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} e^{-\alpha \beta_{m}^{2} R_{0}\left(\beta_{m}, r\right) \int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}} \tag{3-76}
\end{align*}
$$

That, where $R_{0}\left(\beta_{m}, r\right)$ and $N\left(\beta_{m}\right)$ arc as delined by equations (3-74a, b). Note that, the first term on the right-hand side of the solution (3-76) represents the steady-state temperature in the cylinder after the (emperature transients have passed. It is the average of the intitial temperature distribution over the region.

## Example 3-5

A hollow cylinder, $a \leqslant r \leqslant b$, is initially at a temperature $F(r)$; for times $t>0$ the boundary surfaces at $r=a$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperalure distribution $T(r, t)$ for times $t>0$.

Solution. This problem is similar to the one considered above, except the boundary conditions at $-r=a$ and $-r=b$ are both of the first kind. Therefore, the solution for $T(r, t)$ is of the same form as given by equation (3-73); that is

$$
\begin{equation*}
T(r, t)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} e^{-x \beta_{m^{\prime}}^{2}} R_{0}\left(\beta_{m}, r\right) \int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-77}
\end{equation*}
$$

except $R_{0}\left(/_{m}, r\right)$. $N\left(\beta_{m}\right)$ and the eigencondition should be ohtained from case 4 of Table 3-3 by setting $\mathrm{r}=0$. Then the solution becomes

$$
\begin{equation*}
T(r, t)=\frac{\pi^{2}}{2} \sum_{m=1}^{\dot{x}} J_{0}^{-} \frac{\beta_{0}^{2}\left(\beta_{m}^{2} a\right)-J_{0}^{2}\left(\beta_{m} a\right)}{\left(\beta_{0}^{2}\left(\beta_{m} b\right)\right.} e^{-x \beta_{n}^{2}, R_{0}\left(\beta_{m}, r\right) \int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} .} \tag{3-73a}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{0}\left(\beta_{m}, r\right)=J_{0}\left(\beta_{m} r\right) Y_{0}\left(\beta_{m} b\right)-J_{0}\left(\beta_{m} b\right) Y_{0}\left(\beta_{m} r\right) \tag{3-78b}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} a\right) Y_{0}\left(\beta_{m} b\right)-J_{0}\left(\beta_{m} b\right) Y_{0}\left(\beta_{m} a\right)=0 \tag{3-79}
\end{equation*}
$$

For the special case of $F\left(r^{\prime}\right)-T_{11}-$ constant, the integral in equaliosn (3-78:a) is evaluated, the resulting expression is simplified by utilizing the Wronskian relationship of Bessel functions given in the Appendix IV, equation (27). Then the temperature distribution for this special case becomes

$$
\begin{equation*}
T(r, t)=T_{0} \pi \cdot \sum_{m=1}^{\infty} e^{-x \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} a\right)}{J_{0}\left(\beta_{m} a\right)+J_{0}\left(\beta_{m} b\right)} R_{0}\left(\beta_{m}, r\right) \tag{3-80}
\end{equation*}
$$

where $R_{n}\left(\beta_{m}, r\right)$ as given by equation (3-78b).

## Example 3-6

An infinite region $0 \leqslant r<\infty$ is initially at a temperature $F(r)$. Obtain an expression for the temperature distribution $T(r, t)$ for times $t>0$
Solution. The heat conduction problem is given by

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<\infty, \quad t>0  \tag{3-81a}\\
T=F(r) & \text { for } & t=0 .
\end{array} \text { in the region } \quad(3-81 \mathrm{~b})
$$

and subject to the condition that temperature remains finite at $r=0$. Separating the variables, it can be shown that the solution for the time-variable function
is given by $\exp \left(-\alpha \beta^{2} t\right)$, where $\beta$ is the separation variable. The space-variable function $R_{0}(\beta, r)$ is the solution of the following equation

$$
\begin{equation*}
\frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}+\beta^{2} R_{0}=0 \quad \text { in } \quad 0 \leqslant r<\infty \tag{3-82}
\end{equation*}
$$

suhject to the condition that $R_{0}(\beta, r)$ remains finite at $r=0$. The solution of equation (3-82), which is finite at $r=0$, is

$$
R_{0}(\beta, r)=J_{0}(\beta r)
$$

Then, the complete solution for $T(r, t)$ is constructed as

$$
\begin{equation*}
T(r, t)=\int_{\beta=0}^{\infty} c(\beta) e^{-\alpha \beta^{2} t} J_{0}(\beta r) d \beta \tag{3:84}
\end{equation*}
$$

The application of the initial condition (3-81b) yields

$$
\begin{equation*}
F(r)=\int_{\beta=0}^{\infty} c(\beta) J_{0}(\beta r) d \beta \quad \text { in } \quad 0 \leqslant r<\infty \tag{3-85}
\end{equation*}
$$

This is an expansion of an arbitrary function $F(r)$ defined in the interval $0 \leqslant r<\alpha$ in terms of $J_{0}(\beta, r)$ functions. Such a representation was given in the previous section by equation (3-38) in terms of $J_{v}(\beta r)$ functions. Therefore, by setting $v=0$ in equation (3-38) we obtain

$$
\begin{equation*}
F(r)=\int_{\beta=0}^{\infty} \beta J_{0}(\beta r) d \beta \int_{r^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad \text { in } \quad 0 \leqslant r<\infty \tag{3-86}
\end{equation*}
$$

By comparing equations (3-85) and (3-86) we find the coefficient $c(\beta)$ as

$$
\begin{equation*}
c(\beta)=\beta \int_{r^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-87}
\end{equation*}
$$

The substitution of equation (3-87) into equation (3-84) yields

$$
T^{\prime}(r, t)=\int_{\beta=0}^{\infty} e^{\cdot \cdot a \beta^{\prime}} \beta J_{0}(\beta r) d \beta \int_{r^{\prime}=0}^{\infty \cdot} r^{\prime} J_{0}\left(\beta r^{\prime}\right) \Gamma\left(r^{\prime}\right) d r^{\prime}
$$

By changing the order of integration and making use of the following integral (Appendix IV, equation (24)]

$$
\begin{equation*}
\int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \beta J_{0}(\beta r) J_{0}\left(\beta r^{\prime}\right) d \beta=\frac{1}{2 \alpha t} \exp \left(-\frac{r^{2}+r^{\prime 2}}{4 \alpha t}\right) I_{0}\left(\frac{r r^{\prime}}{2 \alpha t}\right) \tag{3-89}
\end{equation*}
$$

## the solution (3-88) becomes

$$
\begin{equation*}
\therefore T(r, t)=\frac{1}{2 \alpha t} \int_{r^{\prime}=0}^{\infty} r^{\prime} \exp \left(-\frac{r^{2}+r^{\prime 2}}{4 \alpha t}\right) F\left(r^{\prime}\right) I_{0}\left(\frac{r^{\prime}}{2 \alpha t}\right) d r^{\prime} \tag{3-90}
\end{equation*}
$$

For the special case of

$$
F(r)= \begin{cases}T_{0}, \text { constant } & \text { for } 0<r<b  \tag{3-91}\\ 0 & \text { for } r>b\end{cases}
$$

the solution (3-90) takes the form

$$
\begin{gather*}
T(r, t)  \tag{3-92}\\
T_{0}
\end{gather*}=\frac{1}{2 \alpha t} \exp \left(-\begin{array}{c}
r^{2} \\
4 \alpha t
\end{array}\right) \int_{r^{\prime}=0}^{b} r^{\prime} \exp \left(-r^{r^{\prime 2}}-4 \alpha t\right) I_{0}\binom{r r^{\prime}}{2 \alpha t} d r^{\prime} \equiv P
$$

This result is called a $P$ function, which has been numerically evaluated and the results are tabulated [14].

## Example 3-7

A region $a \leqslant r<\infty$ in the cylindrical coordinate system is initially at a temperature $F(r)$; for times $t>0$ the boundary surface at $r=a$ is kept at zero (ennerature. Obtain an expression for the temperature distribution $T(r, t)$ in the region for times $t>0$.
Solution. The heat-conduction problem is given by

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<\infty, & t>0 \\
T=0 & \text { at } \quad: r=a, & t>0 \\
T=F(r) & \text { for } \quad t=0, & \text { in the region }
\end{array}
$$

By separating the variables it can be shown that the time-variable function is given by $\exp \left(-\alpha \beta^{2} t\right)$ and the space-variable function $R_{0}(\beta, r)$ is the solution of the following problem

$$
\begin{array}{ll}
\frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}+\beta^{2} R_{0}=0 & \text { in } a<r<\infty \\
R_{0}=0 & \text { at } r=a \tag{3-94b}
\end{array}
$$

Then, the complete solution for $T(r, t)$ is constructed as

$$
\begin{equation*}
T(r, t)=\int_{\beta=0}^{\infty} c(\beta) e^{-\alpha \beta^{2} t} R_{0}(\beta, r) d \beta \tag{3-95}
\end{equation*}
$$

The application of the initial condition (3-93c) yields

$$
\begin{equation*}
F(r)=\int_{\beta=0}^{x} c(\beta) R_{u}(\beta, r) d \beta \quad \text { in } \quad a<r<\infty \tag{3-96}
\end{equation*}
$$

This is an expansion of an arbitrary function $F(r)$ defined in the interval $a<r<\infty$ in terms of the solutions of the eigenvalue problem (3-94). Such an expansion was given previously ats given by equation (3-40) for a more general case. By comparing equation (3-96) with equation (3-40), we obtain the expansion coefficient $c(\beta)$ as

$$
\begin{equation*}
c(\beta) \equiv \frac{1}{N(\beta)} \beta \int_{r^{\prime}=a}^{\infty} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-97}
\end{equation*}
$$

The substitution of equation (3-97) into equation (3-95) gives

$$
T(r, t)=\int_{\beta=0}^{x} \frac{\beta}{N(\beta)} e^{--\mu^{2} t} R_{0}(\beta, r) d \beta \int_{r^{\prime}=a}^{x} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}
$$

The functions $R_{0}(\beta, r)$ and $N(\beta)$ are obtained from Table 3-2 case 3; the solution (3-98) becomes

$$
\begin{aligned}
T(r, t)= & \int_{\beta=0}^{\infty} \frac{\beta}{J_{0}^{2}(\beta a)+Y_{0}^{2}(\beta a)} e^{-\alpha \beta^{2} r}\left[J_{0}(\beta r) Y_{0}(\beta a)-Y_{0}(\beta r) J_{0}(\beta a)\right] d \beta \\
& \cdot \int_{r^{\prime}=a}^{\infty} r^{\prime}\left[J_{0}\left(\beta r^{\prime}\right) Y_{0}(\beta a)-Y_{0}\left(\beta r^{\prime}\right) J_{0}(\beta a)\right] F\left(r^{\prime}\right) d r^{\prime}
\end{aligned}
$$

## Example 3-8

A region $a \leqslant r<\infty$ in the cylindrical coordinate system is initially at a temperature $F(r)$; for times $t>0$ the boundary at $r=a$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ for times $t>0$.
Solution. The heat conduction problem is given by

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<\infty, \\
-\frac{\partial T}{\partial r}+H T=0 & \text { at } & r=0,  \tag{3-100b}\\
T=F(r) & \text { for } \quad t=0 & \text { in } a \leqslant r<\infty
\end{array}
$$

(3-100c)

By carrying out the analysis as described in the previous example, the solution is written in the form as given by equation (3-98), that is

$$
T(r, t)=\int_{\beta=0}^{\infty} \frac{\beta}{N(\beta)} e^{-\alpha \beta^{2} r} R_{0}(\beta, r) d \beta \int_{r^{\prime}=a}^{\infty} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \quad(3-101)
$$

where the functions $R_{0}(\beta, 9)$ and $N(\beta)$ are obtained from Table 3-2, case 1 , as

$$
\begin{array}{r}
R_{0}(\beta, r)=J_{0}(\beta r)\left[\beta Y_{1}(\beta a)+H Y_{0}(\beta a)\right]-Y_{0}(\beta r)\left[\beta J_{1}(\beta a)+H J_{0}(\beta a)\right] \\
N(\beta)=\left[\beta J_{1}(\beta a)+H J_{0}(\beta a)\right]^{2}+\left[\beta Y_{1}(\beta a)+H Y_{0}(\beta a)\right]^{2} \quad(3-102 \mathrm{~b})
\end{array}
$$

## 3-4 HOMOGENEOUS PROBLEMS IN $(r, z, t)$ VARIABLES

The general solution of the homogeneous problems of heat conduction in $(r, z, t)$ wariables-is-conslructed_hy the superposition of the separated solutions $\Gamma(t)$, $R_{0}(\beta, r)$ and $Z(\eta, z)$ for the $t, r$, and $z$ variables, respectively. The analysis is straightforward because explicit expressions for the separated solutions are available in tabulated form for various combinations of boundary conditions. That is, the functions $R_{0}\left(\beta_{m}, r\right)$, the norm $N\left(\beta_{m}\right)$, and the eigenvalues $\beta_{m}$ for finite regions (i.e., $0 \leqslant r \leqslant a$ and $a \leqslant r \leqslant b$ ) are obtainable from Tables $3-1$ and $3-3$ by setting $v=0$; and the corresponding expressions for a scmiinfinite region $a \leqslant r<\infty$ are obtainable from Table 3-2. Similarly, the expressions defining the functions $Z\left(\eta_{p}, z\right)$, the norm $N\left(\eta_{p}\right)$ and the eigenvalues $\eta_{p}$ for a finite region $0 \leqslant z \leqslant c$ are available in Table 2-2 and the corresponding expressions for a semiinfinite region
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$0 \leqslant z<\infty$ arc obtainable from Table 2-3. We illustrate below the application with several representative examples.

## Example 3-9

A hollow cylinder of finite length, in the region $a \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, is initially at a temperature $F(r, z)$. For times $t>0$, the boundaries at $r=a$ and $r=b$ are kept at zero temperatures, the boundary at $z=0$ is insulated, and the boundary at $z=c$ is dissipating heat by convection into a medium at zero temperature as illustrated in Fig. 3-5. Obtain an expression for the temperature distribution $T(r, z, t)$ for times $t>0$.
Solution. The mathematical formulation of the problem is given as

| $\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $a<r<$ | $0<z<c, \quad t>$ | (3-103) |
| :---: | :---: | :---: | :---: | :---: |
| $T=0$ | at | $r=a^{\prime}$ | $r=b, \quad t>0$ | (3-104a) |
| $\frac{\partial T}{\partial z}=0$ | at | $z=0$, | $t>0$ | (3-104b) |
| $\frac{\partial T}{\partial z}+I \Pi=0$ | at | $z=c$, | $1>0$ | (3-104c) |
| $T=F(r, z)$ | for | $t=0$, | in the region | (3-104d) |

The separation of variables lead to a set of equations as given by equations (3-11); the separated solutions are taken as

$$
\begin{equation*}
e^{-x\left(\beta_{m, 1}^{2}+n_{p}^{2}\right) \prime}, \quad R_{0}\left(\beta_{m}, r\right), \quad \text { and } \quad Z\left(\eta_{p}, z\right) \tag{3-105}
\end{equation*}
$$

Here, the eigenvalues $\beta_{m}$ and $\eta_{p}$ are discrete because the regions in the $r$ and $z$ directions are both finite. The complete solution for $T(r, z, t)$ is constructed as

$$
\begin{equation*}
T(r, z, t)=\sum_{m=1}^{\infty} \sum_{\rho=1}^{\infty} c_{m p} R_{0}\left(\rho_{m}, r\right) Z\left(\eta_{p}, z\right) e^{-\alpha\left(\beta_{m}^{2}+\eta_{r}^{2}\right) t} \tag{3-106}
\end{equation*}
$$

The application of the initial condition (3-104d) yields
$F(r, z)=\sum_{m=1}^{\infty} \sum_{p=1}^{\infty} c_{m p} R_{0}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) \quad$ in $\quad a<r<b, \quad 0<z<c$.
The coelficients $c_{m p}$ are determined by operating on both sides of equation
(3-107) successively by the operators

$$
\begin{equation*}
\int_{a}^{b} r R_{0}\left(\beta_{m^{\prime}}, r\right) d r \quad \text { and } \quad \int_{0}^{c} Z\left(\eta_{p^{\prime}}, z\right) d z \tag{3-108}
\end{equation*}
$$

and utilizing the orthogonality of these eigenfunctions. We obtain

$$
\begin{equation*}
c_{m \rho}=\stackrel{l}{N\left(\beta_{m}\right) N\left(\eta_{p}\right)} \int_{r=a}^{b} \int_{z=0}^{r} r R_{v}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) F(r, z) d r d z \tag{3-109}
\end{equation*}
$$

Then the solution (3-106) becomes

$$
\begin{aligned}
T(r, z, 1)= & \sum_{m=1}^{r_{1}} \sum_{p=1}^{\infty} \frac{e^{-\alpha\left(\beta_{m}^{2}+\eta_{r}^{2}\right) r}}{\sim}\left(\beta_{m}\right) N\left(\eta_{p}\right)
\end{aligned} R_{0}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) \int_{r^{\prime}=a}^{b} \int_{z^{\prime}=0}^{r} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right)
$$



Fig. 3-6 Boundary and initial conditions lor a solid cylinder consideredin-Example-3-10.
Fig. 3-6. Obtain an expression for the temperature distribution $T(r, z, t)$ in the cylinder for times $t>0$.
Solution. The mathematical formulation of the problem is given as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad 0<z<\alpha, \quad 1>0 \tag{3-113}
\end{equation*}
$$

$$
\begin{equation*}
T=0 \tag{3-114b}
\end{equation*}
$$

$$
\begin{equation*}
\text { at } \quad r=b, \quad z=0 \text { for } t>0 \tag{3-114a}
\end{equation*}
$$

$T=F(r, z)$
for $t=0$,
in the region
The separated solutions are taken as

$$
\begin{equation*}
e^{-\alpha\left(\beta_{m}^{2}+\eta^{2}\right) r}, \quad R_{0}\left(\beta_{n t}, r\right), \quad \text { and } \quad Z(\eta, z) \tag{3-115}
\end{equation*}
$$

Here we note that the eigenvalues $\beta_{m}$ are discrete because the region in the $r$ direction is finite, but the separation constant $\eta$ takes all values from zero to infinity because the region in the $z$ direction is semiinfinite.
The complete solution for $T(r, z, t)$ is constructed as

$$
\begin{equation*}
T(r, z, 1)=\sum_{m=1}^{x} \int_{\eta=0}^{\Omega} c_{m}(\eta) R_{0}\left(\beta_{m}, r\right) Z(\eta, z) e^{-x\left(\mu_{m}^{2}+\eta^{2} \eta\right.} d \eta \tag{3-116}
\end{equation*}
$$

The application of the initial condition (3-114b) yields

$$
\begin{equation*}
F(r, z)=\sum_{m=1}^{x} \int_{\eta=0}^{x} c_{m}(\eta) R_{0}\left(\beta_{m}, r\right) Z(\eta, z) d \eta \quad \text { in } \quad 0 \leqslant r<b, \quad 0<z<\infty \tag{3-117}
\end{equation*}
$$

Both sides of equation (3-117) are operated on by the operator

$$
\begin{equation*}
\int_{r=0}^{b} r R_{0}\left(\beta_{m^{\prime}}, r\right) d r \tag{3-118}
\end{equation*}
$$

and the orthogonality of $R_{0}\left(\beta_{n}, r\right)$ functions is utilized. We obtain

$$
\begin{equation*}
f^{*}(z)=\int_{\eta=0}^{\infty} c_{m}(\eta) Z(\eta, z) d \eta \quad \text { in } \quad 0<z<\infty \tag{3-119a}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\ldots \ldots f^{*}(z) \equiv \frac{1}{N\left(\beta_{m}\right)} \int_{r=0}^{b} r R_{0}\left(\beta_{m} ; r\right) F(r, z) d r \tag{3-119b}
\end{equation*}
$$

The representation given by equation (3-119a) is exactly the same as that givon by equation (2 51) for a oomiinlinito region. Thoroforo, the unknown coefficient $c_{m}(\eta)$ is determined according to the result in equation (2-53); we find

$$
\begin{equation*}
c_{m}(\eta) \equiv \frac{1}{N(\eta)} \int_{z=0}^{\infty} Z(\eta, z) f^{*}(z) d z \tag{3-120}
\end{equation*}
$$

The substitution of equation (3-120) together with equation (3-119b) into equation (3-116) gives the solution for $T(r, z, t)$ in the form

$$
\begin{align*}
T(r, z, t)= & \sum_{m=1}^{\infty} \int_{\eta=0}^{\infty} \frac{e^{-a\left(\beta_{m}^{2}+\eta^{2}\right) t}}{N\left(\beta_{m}\right) N(\eta)} R_{0}\left(\beta_{m}, r\right) Z(\eta, z) d \eta \int_{r^{\prime}=0}^{b} \int_{z^{\prime}=0}^{\infty} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) \\
& \cdot Z\left(\eta, z^{\prime}\right) F\left(r^{\prime}, z^{\prime}\right) d z^{\prime} d r^{\prime} \tag{3-121}
\end{align*}
$$

The eigenfunctions $R_{0}\left(\beta_{m}, r\right)$, the norm $N\left(\beta_{m}\right)$, and the eigenvalues $\beta_{m}$ are obtained from Table 3-1, case 3, by setting' $r^{\prime}=0$; we lind

$$
\begin{equation*}
R_{0}\left(\beta_{m} r\right)=J_{0}\left(\beta_{m} r\right) . \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{b^{2} J_{0}^{\prime 2}\left(\beta_{m} b\right)}=\frac{2}{b^{2} J_{1}^{2}\left(\beta_{m} b\right)} \tag{3-122a}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} b\right)=0 \tag{3-122b}
\end{equation*}
$$

The functions $Z(\eta, z)$ and $N(\eta)$ are obtained from Table 2-3, case 3, as

$$
\begin{equation*}
Z(\eta, z)=\sin \eta z \quad \text { and } \quad \frac{1}{N(\eta)}=\frac{2}{\pi} \tag{3-123}
\end{equation*}
$$

When the results in equations (3-122) and (3-123) are introduced into equation (3-121) and the order of integration is changed, we obtain

$$
T(r, z, t)=\frac{4}{\pi b^{2}} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} e^{-a \beta_{m}^{2}} \int_{r^{\prime}=0}^{b} \int_{z^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}, z^{\prime}\right) d z^{\prime} d r^{\prime}
$$

$$
\begin{equation*}
\int_{\eta=0}^{a \pi} e^{-a \eta^{2} \mid} \sin \eta^{z \sin \eta z^{\prime} d \eta} \tag{3-124}
\end{equation*}
$$

The last integral with respect to $\eta$ is similar to the one given by equation (2-57d); thon this integral is evaluated as

$$
\begin{align*}
& \frac{2}{\pi} \int_{\eta=0}^{\infty} e^{-a \eta^{2} t} \sin \eta z \sin \eta z^{\prime} d \eta=\frac{1}{(4 \pi \alpha t)^{1 / 2}} \\
& \quad\left[\exp \left(-\frac{\left(z-z^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(z+z^{\prime}\right)^{2}}{4 \alpha t}\right)\right] \tag{3-125}
\end{align*}
$$

and this result is introduced into equation (3-124).

## 3-5 HOMOGENEOUS PROBLEMS IN $(r, \phi, t)$ VARIABLES

In the analysis of heat conduction problems involving ( $r, \phi, t$ ) variables, the following two situations require different considerations: (1) the range of $\phi$ variable is $0 \leqslant \phi \leqslant 2 \pi$ as in the case of a full cylinder--in this case no boundary conditions are prescribed in $\phi$ except the requirement that the temperature should be periodic in $\phi$ with period $2 \pi$; and (2) the range of $\phi$ variable is $0 \leqslant \phi \leqslant \phi_{0}<2 \pi$ as in the case of a portion of a cylinder-in this case boundary conditions should be prescribed at $\phi=0$ and $\phi=\phi_{0}$.

## Example 3-11

A solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$ is initially at temperature $F(r, \phi)$. For times $t>0$, heat is dissipated by convection from the boundary surface at $r=b$ into an environment at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, f)$ in the cylinder.

Solution. The mathematical Cormulation of this problem is given as

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \\
\frac{\partial T}{\partial r}+H T=0 & \text { at } \quad r=b, b, 0 \leqslant \phi \leqslant 2 \pi,!>0 \tag{3-127}
\end{array}
$$

$$
\begin{equation*}
T=F(r, \phi) \quad \text { for } \quad t=0, \quad \text { in the region } \tag{3-128}
\end{equation*}
$$

The separated solutions are taken as

$$
\begin{equation*}
e^{-\alpha \beta_{m}^{2}}, \quad \Phi(v, \phi)=A \sin v \phi+B \cos v \phi, \quad R_{v}\left(\beta_{m}, r\right) \tag{3-129}
\end{equation*}
$$

The complete solution of $T(r, \phi, t)$ is constructed by the superposition of these elementary solutions as

$$
\begin{equation*}
T(r, \phi, t)=\sum_{m=1}^{\infty} \sum_{v=0}^{\infty} e^{-a \beta_{m}^{2}{ }_{m}\left(A_{m v} \sin v \phi+B_{m v} \cos v \phi\right) R_{v}\left(\beta_{m}, r\right) . ~ . ~ . ~} \tag{3-130}
\end{equation*}
$$

The application of the initial condition (3-128) gives
$F(r, \phi)=\sum_{m=1}^{x} \sum_{v}\left(A_{m v} \sin v \phi+B_{m v} \cos v \phi\right) R_{v}\left(\beta_{m}, r\right) \quad$ in $0 \leqslant r<b, 0 \leqslant \phi \leqslant 2 \pi$

We now operate on both sides of this expression by the operator

$$
\begin{equation*}
\int_{0}^{b} r R_{v}\left(\beta_{m^{\prime}}, r\right) d r \tag{3-132}
\end{equation*}
$$

and utilize the orthogonality property of the functions $R_{v}\left(\beta_{m}, r\right)$. We obtain

$$
\begin{equation*}
f(\phi)=\sum_{v}\left(A_{m v} \sin v \phi+B_{m v} \cos v \phi\right) N\left(\beta_{m}\right) \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi \tag{3-133}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
f(\phi)=\int_{0}^{b} r R_{v}\left(\beta_{m}, r\right) F(r, \phi) d r \tag{3-134}
\end{equation*}
$$

Equation (3-133) is representation of a function $f(\phi)$ periodic in $\phi$ with period $2 \pi$ similar to the representation considered by equation (3-53). We recall that the coefficients of equation (3-53) are given by equation (3-56). Therefore, the coefficients of equation (3-133) are immediately obtainable from the result given by equation (3-56) as

$$
\begin{equation*}
\left[A_{m v} \sin v \phi+B_{m v} \cos v \phi\right] N\left(\beta_{m}\right) \equiv \frac{1}{\pi} \int_{\phi=0}^{2 \pi} f\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \tag{3-135}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu=0,1,2,3 \ldots \tag{3-136}
\end{equation*}
$$

and replace $\pi$ by $2 \pi$ for $v=0$. The substitution of equation (3-135) together with equation (3-134) into equation (3-130) gives the temperature distribution as

$$
\begin{align*}
T(r, \phi, t)= & \frac{1}{\pi} \sum_{m=1}^{\infty} \sum_{r=0}^{\infty} \frac{e^{-\alpha \beta_{m}^{\prime}, t}}{N\left(\beta_{m}\right)} R_{v}\left(\beta_{m}, r\right) \\
& \cdot \int_{\phi^{\prime}=0}^{2 \pi} \int_{r^{\prime}=0}^{b} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) d r^{\prime} d \phi^{\prime} \tag{3-137}
\end{align*}
$$

where

$$
v=0,1,2,3 \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$. The eigenfunctions $R_{v}\left(\beta_{m}, r\right)$, the norm $N\left(\beta_{m}\right)$, and the eigenvalues $\beta_{m}$ are obtained from Table 3-1, case 1 , as

$$
\begin{equation*}
R_{v}\left(\beta_{m}, r\right)=J_{v}\left(\beta_{m} r\right), \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{J_{v}^{2}\left(\beta_{m} b\right)} \frac{\beta_{m}^{2}}{b^{2}\left(H^{2}+\beta_{m}^{2}\right)-v^{2}} \tag{3-138}
\end{equation*}
$$

and the $\beta_{\mathrm{m}}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} J_{v}^{\prime}\left(\beta_{m} b\right)+H J_{v}\left(\beta_{m} b\right)=0 \tag{3-139}
\end{equation*}
$$

## Example 3-12

Repeat Example 3-11 for the case when the boundary surface at $r=b$ is kept at zero temperature.

Solution. The mathematical formulation of this problem is similar to the one given above except the boundary condition ( $3+127$ ) should be replaced by the boundary condition $T=0$ at $r=b$. Therefore, the general solution given above by equation (3-137) is also applicable for this casc provided that the functions delining $R_{v}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtained from Table 3-1, case 3, as

$$
\begin{equation*}
R\left(\beta_{m} r\right)=J_{v}\left(\beta_{m} r\right), \quad \stackrel{1}{N\left(\beta_{m}\right)}=\frac{2}{b^{2} J_{v}^{\prime 2}\left(\beta_{m} b\right)} \tag{3-140}
\end{equation*}
$$

and the $\beta_{\mathrm{m}}$ values are the roots of

$$
\begin{equation*}
J_{v}\left(\beta_{m} b\right)=0 \tag{3-141}
\end{equation*}
$$

The substitution of equations (3-140) into equation (3-137) gives the solution
where the function $\Phi(v, \phi)$ is the solution of the eigenvalue problem

$$
\begin{array}{ll}
\frac{d^{2} \Phi}{d \phi^{2}}+v^{2} \Phi=0 & \text { in } \quad 0<\phi<\phi_{0}\left(\phi_{0}<2 \pi\right) \\
\Phi(r, \phi)=0 & \text { at } \quad \phi=0 \quad \text { and } \phi=\phi_{0}
\end{array}
$$

and the function $R_{v}\left(\beta_{m}, r\right)$ is the solution of the eigenvalue problem

$\frac{d^{2} R_{v}(r)}{d r^{2}-\frac{1}{r} \frac{d R_{v}(r)}{d r}+\left(\frac{\left.\beta^{2}-\frac{v^{2}}{r^{2}}\right) \frac{R_{v}(r)=0}{i}}{}\right.}$| in | $0 \leqslant r<b$ | $(3-146 \mathrm{a})$ |
| :--- | :--- | :--- |
| $R_{v}=$ linite | at | $r=0$ |
| $R_{v}=0$ | at | $r=b$ |$\quad(3-146 \mathrm{~b})$

The complete solution for $T(r, \phi, t)$ is constructed by the superposition of these separated solutions as

$$
\begin{equation*}
T(r, \phi, t)=\sum_{m=1}^{\infty} \sum_{v} c_{m v} R_{v}\left(\beta_{m v} r\right) \Phi(v, \phi) e^{-a \beta_{m}^{2} t} \tag{3-147}
\end{equation*}
$$

The application of the initial condition (3-143c) gives
$F(r, \phi)=\sum_{m=1}^{\infty} \sum_{v} c_{m v} R_{v}\left(\beta_{m}, r\right) \Phi(v, \phi) \quad$ in $\quad 0 \leqslant r<b, \quad 0<\phi<\phi_{0}$
To determine the coefficients $c_{m v}$, both sides of equation (3-148) are operated on successively by the operators

$$
\int_{\phi=0}^{\phi_{n}} \Phi\left(v^{\prime}, \phi\right) d \phi \quad \text { and } \quad \int_{r=0}^{b} r R_{v}\left(\beta_{m^{\prime}}, r\right) d r
$$

and the orthogonality property of these eigenfunctions are utilized. We lind

$$
\begin{equation*}
c_{m v}=\frac{1}{N\left(\beta_{m}\right) N(v)} \int_{r=0}^{b} \int_{\phi=0}^{\phi_{0}} r R_{v}\left(\beta_{m}, r\right) \Phi(v, \phi) F(r, \phi) d \phi d r \tag{3-149}
\end{equation*}
$$

This result is now introduced into equation (3-147) to obtain the solution for $T(r, \phi, t)$ in the form

$$
\begin{align*}
\therefore T(r, \phi, t)= & \sum_{m=1}^{\infty} \sum_{v} \frac{e^{-a \beta_{m}^{2}}}{N\left(\beta_{m}\right) N(v)} R_{v}\left(\beta_{m}, r\right) \dot{\Phi}(v, \phi) \\
& \cdot \int_{r^{\prime}=0}^{b} \int_{\phi^{\prime}=0}^{\phi_{0}} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) \dot{\Phi}\left(v, \phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d r^{\prime} \tag{3-150}
\end{align*}
$$

where $R_{v}\left(\beta_{m} r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ 's are obtained from Table 3-1, case 3, as

$$
\begin{equation*}
R_{v}\left(\beta_{m}, r\right)=J_{v}\left(\beta_{m} r\right), \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{b^{2} J_{v}^{\prime 2}\left(\beta_{m} b\right)} \tag{3-151a}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
J_{v}\left(\beta_{m} b\right)=0 \tag{3-151b}
\end{equation*}
$$

The expressions defining $\Phi(v, \phi), N(v)$, and $v$ are obtained from Table 2-2, case 9 , by appropriate change of the notation. We find

$$
\begin{equation*}
\Phi(v, \phi)=\sin v \phi, \quad \frac{1}{N(v)}=\frac{2}{\phi_{0}} . \tag{3-152a}
\end{equation*}
$$

and the $v$ values are the positive roots of

$$
\begin{equation*}
\sin v \phi_{0}=0 \tag{3-152b}
\end{equation*}
$$

When the results given by equations (3-151) and (3-152) are introduced into equation (3-150) the solution becomes

$$
T(r, \phi, t)=\frac{4}{b^{2} \phi_{0}} \sum_{m=1}^{\infty} \sum_{v} e^{-a \beta_{m}^{2},} \frac{J_{v}\left(\beta_{m} r\right)}{J_{v}^{\prime 2}\left(\beta_{m} b\right)} \sin v \phi
$$

$$
\begin{equation*}
\cdot \int_{r^{\prime}=0}^{b} \int_{\phi^{\prime}=0}^{\phi 0} r^{\prime} J_{v}\left(\beta_{m} r^{\prime}\right) \sin v \phi^{\prime} F\left(r^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d r^{\prime} \tag{3-153}
\end{equation*}
$$

where the $\beta_{m}$ values are positive roots of $J_{r}\left(\beta_{m} b\right)=0$, and values are given by

$$
v=\frac{n \pi}{\phi_{0}}, \quad n=1,2,3 \ldots
$$

For the special case of $F(r, \phi)=T_{0}=$ constant, the solution (3-153) becomes

$$
\begin{equation*}
T(r, \phi, t)=\frac{8 T_{0}}{b^{2} \phi_{0}} \sum_{m=1}^{x} \sum_{v} e^{-a \beta_{m}^{\prime},} J_{v}^{\prime}\left(\beta_{m} r\right) \sin v \phi \int_{v}^{b} j_{m}^{b}\left(\beta_{m} b\right) v r_{r^{\prime}=0}^{b} J_{v}\left(\beta_{m} r^{\prime}\right) d r^{\prime} \tag{3-154}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive roots of $J_{v}(\beta b)=0$, and the $v$ values are given by

$$
\nu=\frac{(2 n-1) \pi}{\phi_{0}}, \quad n=1,2,3 \ldots
$$

## 3-6 HOMOGENEOUS PROBLEMS IN $(r, \phi, z, t)$ VARIABLES

The general solution of the homogeneous heat-conduction problem in $(r, \phi, z, t)$ variables is constructed by the superposition of all permissible elementary solutions; the resulting expansion coefficients are then determined by a procedure described previously. The analysis is straightforward because all the elementary solutions are now available and systematically tabulated for all combinations of boundary conditions. The application is illustrated with the following examples.

## Example 3-14

A solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi, 0 \leqslant z \leqslant c$, is initially at a temperature $F(r, \phi, z)$. For times $t>0$ the boundary at $z=0$ is insulated, the boundary at $z=c$ is kept at zero temperature, and the boundary at $r=b$ dissipates heat by convection into a medium at zero temperature as illustrated in Fig. 3-8. Obtain an expression for the temperature distribution $T(r, \phi, 2, t)$ for times $t>0$.

Solution. The mathematical formulation of this problem is given as

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \partial T+\frac{1}{r} \partial^{2} T r^{2} \partial \phi^{2}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1 \partial T}{\alpha \partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \psi \cdot 2 \pi, \\
& \frac{\partial T}{\partial r}+H T=0 \quad \text { at } \quad r=b, \quad t>0 \quad \text { (3-156a) }
\end{aligned}
$$



Fig. 3-8 Boundary and initial conditions for a solid cylinder considered in Example 3-14.

| $\frac{\partial T}{\partial z}=0$ | at | $z=0$, | $t>0$ | (3-156b) |
| :---: | :---: | :---: | :---: | :---: |
| $T=0$ | at | $z=c$, | $t>0$ | (3-156c) |
| $T=F(r, \phi, z)$ | for | $t=0$, | he region | (3-156d) |

The elementary solutions are taken as

$$
e^{-a\left(\rho_{m}^{2}+\eta_{p}^{2}\right) r}, \quad R_{v}\left(\beta_{m}, r\right), \quad Z\left(\eta_{p}, z\right), \quad(A \sin v \phi+B \cos v \phi)
$$

The complete solution for $T(r, \phi, z, t)$ is constructed by the linear superposition of these clementary solutions as

$$
\begin{align*}
T(r, \phi, z, t)= & \sum_{m \sim 1}^{\infty} \sum_{p=1}^{\infty} \sum_{v} R_{v}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) \\
& \cdot\left[A_{m p v} \sin v \phi+B_{m p v} \cos v \phi\right] e^{-a\left(\beta_{m}^{2}+\eta_{p}^{2}\right) t} \tag{3-157}
\end{align*}
$$

The application of the initial condition yields

$$
\begin{equation*}
F\left(r, \phi, z_{v}\right)=\sum_{m=1}^{\alpha} \sum_{p=1}^{\alpha_{1}} \sum_{v} R_{v}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right)\left[A_{m p v} \sin v \phi+\beta_{m p v} \cos v \phi\right] \tag{3-158}
\end{equation*}
$$

To determine the coefficients, we operate on both sides of this equation successively by the operators

$$
\int_{0}^{b} r R_{v}\left(\beta_{m^{\prime}}, r\right) d r \quad \text { and } \quad \int_{0}^{c} Z\left(\eta_{p^{\prime}}, z\right) d z
$$

and utilize the orthogonality of the eigenfunctions $R_{v}\left(\beta_{m}, r\right)$ and $Z\left(\eta_{p}, r\right)$. We find

$$
f(\phi)=\sum_{v} N\left(\beta_{m}\right) N\left(\eta_{\rho}\right)\left[A_{m p v} \sin v \phi+B_{m p v} \cos v \phi\right] \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi
$$

(3-159a)
where we defined

$$
f(\phi) \equiv \int_{z=0}^{c} \int_{r=0}^{b} r R_{v}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) F(r, \phi, z) d r d z
$$

(3-159b)

Equation (3-159a) is a representation of function $f(\phi)$ periodic in $\phi$ with period $2 \pi$ similar to the representation considered in equation (3-53); the coefficients of equation (3-53) are given by equation (3-56). Therefore, the
coefficients of equation (3-159a) are obtained from the result in equation (3-56) as

$$
\begin{equation*}
N\left(\beta_{m}\right) N\left(\eta_{p}\right)\left[A_{m p v} \sin v \phi+B_{m p v} \cos v \phi\right] \equiv \frac{1}{\pi} \int_{\phi^{\prime}=0}^{2 \pi} f\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \tag{3-160}
\end{equation*}
$$

where

$$
v=0,1,2,3 \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$. The substitution of equation (3-160) into equation (3-157) together with equation (3-159b) gives the temperature distribution in the form

$$
\begin{align*}
T(r, \phi, z, t)= & \sum_{m=1}^{\infty} \sum_{p=1}^{\infty} \sum_{v=0}^{\infty} \frac{e^{-a\left(\beta_{m}^{2}+\eta_{p}^{2}\right) r}}{N\left(\beta_{m}\right) N\left(\eta_{p}\right)} R_{v}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right) \\
& \cdot \int_{\phi^{\prime}=0}^{2 \pi} \int_{z^{\prime}=0}^{c} \int_{r^{\prime}=0}^{b} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) Z\left(\eta_{p}, z^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) \\
& \cdot F\left(r^{\prime}, \phi^{\prime}, z^{\prime}\right) d r^{\prime} d z^{\prime} d \phi^{\prime} \tag{3-161}
\end{align*}
$$

where

$$
r=0,1,2,3 \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$. The expressions defining $R_{v}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtained from Table 3-1, case 1, as

$$
\begin{equation*}
R_{v}\left(\beta_{m}, r\right)=J_{v}\left(\beta_{m} r\right), \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{J_{v}^{2}\left(\beta_{m} b\right)} \frac{\beta_{m}^{2}}{b^{2}\left(H^{2}+\beta_{m}^{2}\right)-v^{2}} \tag{3-162a}
\end{equation*}
$$

and the $\beta_{m}$ values are the posilive roots of

$$
\begin{equation*}
\beta_{m} J_{v}^{\prime}\left(\beta_{m} b\right)+H J_{v}\left(\beta_{m} b\right)=0 \tag{3-162b}
\end{equation*}
$$

and the expressions defining $Z\left(\eta_{p}, z\right), N\left(\eta_{p}\right)$ and $\eta_{p}$ are obtained from Table $2-2$, case 6 , by making appropriate changes in the symbols. We find

$$
\begin{equation*}
Z\left(\eta_{p}, z\right)=\cos \eta_{p} z, \quad \frac{1}{N\left(\eta_{p}\right)}=\frac{2}{c} \tag{3-163a}
\end{equation*}
$$

and the $\eta_{p}$ values are the positive roots of

$$
\begin{equation*}
\cos \eta_{p} c=0 \quad\left(\text { or } \eta_{p}=\frac{(2 p-1) \pi}{2 c}, p=1,2,3 \ldots\right) \tag{3-163b}
\end{equation*}
$$

## 3-7 MULTIDIMENSIONAL STEADY-STATE PROBLEM

## WITH NO HEAT GENERATION

The multidimensional steady-state heat conduction problem with no heat generation can be solved by the separation of variables if only one of the boundary conditions is nonhomogeneous. If the problem involves more than one nonhomogeneous boundary condition, it can be split up into a set of simpler problems each containing only one nonhomogeneous boundary condition as discussed in Section 2-10. To illustrate the application we consider the following examples.

## Example 3-15

Obtain an expression for the steady-state temperature distribution $T(r, z)$ in a solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, when the boundary surface at $z=0$ is kept at a temperature $f(r)$, boundary at $z=c$ is kept at zero temperature, and that at $r=b$ dissipates heat by convection into a medium at zero temperature.
Solution. The mathematical formulation of the problem is given as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}=0 & \text { in } & 0 \leqslant r<b, 0<z<c \\
\frac{\partial T}{\partial r}+H T=0 & \text { at } & r=b \\
T=f(r) & \text { at } & z=0 \\
T=0 & \text { at } & z=c
\end{array}
$$

(3-164d)
In this problem the boundary condition at $z=0$ is nonhomogeneous; looking ahead in the analysis we conclude that the nonhomogeneous part $f(r)$ of the boundary condition should be represented in terms of the separated solutions $R_{0}\left(\beta_{m}, r\right)$. Therefore, in separating the variables the sign of the separation constant should be so chosen as to produce an eigenvalue problem for the functions $R_{0}\left(\beta_{m}, r\right)$. With this consideration the separated equations are taken as

$$
\begin{array}{ll}
\frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}+\beta^{2} R_{0}=0 & \text { in } \\
\frac{d R_{0}}{d r}+H R_{0}=0 & \text { at } \tag{3-165b}
\end{array} \quad r=b<b, ~ l
$$

and

$$
\begin{array}{ll}
\frac{d^{2} Z}{d z^{2}}-\beta^{2} Z=0 & \text { in } \\
Z=0 & \text { at } \quad z=c \tag{3-166b}
\end{array}
$$

Then, the solution for $T(r, z)$ is constructed as

$$
\begin{equation*}
T(r, z)=\sum_{m=1}^{\prime} A_{m} \sinh \beta_{m}(c-z) R_{0}\left(\beta_{m}, r\right) \tag{3-167}
\end{equation*}
$$

The application of the boundary condition at $z=0$ gives

$$
\begin{equation*}
f(r)=\sum_{m=1}^{x} A_{m} \sinh \beta_{m} c R_{0}\left(\beta_{m}, r\right) \quad \text { in } \quad 0 \leqslant r<b \tag{3-168}
\end{equation*}
$$

where, the coeflicients $A_{m}$ are determined as

$$
\begin{equation*}
A_{m}=\frac{1}{N\left(\beta_{m}\right) \sinh \beta_{m} c} \int_{0}^{b} r R_{0}\left(\beta_{m}, r\right) f(r) d r \tag{3-169}
\end{equation*}
$$

Introducing equation (3-169) into equation (3-167) the solution becomes

$$
\begin{equation*}
T(r, z)=\sum_{m=1}^{x} \frac{1}{N\left(\beta_{m}\right)} \frac{\sinh \beta_{m}(c-z)}{\sinh \beta_{m} c} R_{0}\left(\beta_{n t}, r\right) \int_{0}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) f\left(r^{\prime}\right) d r^{\prime} \tag{3-170}
\end{equation*}
$$

where the expressions defining the functions $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtained from Table 3-1, case 1 , by setting $v=0$. We find

$$
\begin{equation*}
R_{0}\left(\beta_{m}, r\right)=J_{0}\left(\beta_{m}, r\right), \quad \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{J_{0}^{2}\left(\beta_{m} b\right)} \frac{\beta_{m}^{2}}{b^{2}\left(H^{2}+\beta_{m}^{2}\right)} \tag{3-171a}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} J_{0}^{\prime}\left(\beta_{m} b\right)+H J_{0}\left(\beta_{m} b\right)=0 \quad \text { or } \quad \beta_{m} J_{1}\left(\beta_{m} b\right)=H J_{0}\left(\beta_{m} b\right) \tag{3-1716}
\end{equation*}
$$

For the special case of $f(r)=T_{0}=$ constant, the integral in equation (3-170) is performed and the solution becomes

$$
\begin{equation*}
\frac{T(r, z)}{T_{0}}=\frac{2}{b} \sum_{m=1}^{\infty} \frac{\beta_{m} J_{1}\left(\beta_{m} b\right)}{J_{0}^{2}\left(\beta_{m} b\right)\left(H^{2}+\beta_{m}^{2}\right)} \frac{\sinh \beta_{m}(c-z)}{\sinh \beta_{m} c} J_{0}\left(\beta_{m} r\right) \tag{3-172a}
\end{equation*}
$$

or, by utilizing equation (3-171b), we find

$$
\begin{equation*}
\frac{T(r, z)}{T_{0}}=\frac{2}{b} \sum_{m=1}^{\infty} \frac{H}{H^{2}+\beta_{m}^{2}} \frac{\sinh \beta_{m}(c-z)}{\sinh \beta_{m} c} \frac{J_{0}\left(\beta_{m} r\right)}{J_{0}\left(\beta_{m} b\right)} \tag{3-172b}
\end{equation*}
$$

## Example 3-16

Obtain an expression for the steady-state temperature distribution $T(r, \phi)$ in a solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$, which is subjected to convective heat transfer at the boundary surface $r=b$ with an environment whose temperature varies around the circumference.

Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}=0 & \text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \phi \leqslant 2 \pi \\
\frac{\partial T}{\partial r}+H T=f(\phi) & \text { at } \quad r=b \tag{3-173~b}
\end{array}
$$

The separated equations and their elementary solutions are as given by equations (3-17). The general solution for $T(r, \phi)$ is constructed in terms of these solutions as

$$
\begin{equation*}
T(r, \phi)=\sum_{v} r^{r}\left(C_{v} \sin v \phi+D_{v} \cos v \phi\right) \tag{3-174}
\end{equation*}
$$

where we excluded the elementary solutions $r^{-v}$ and $\ln r$ because they diverge at $r=0$. This solution is introduced into the boundary condition (3-173b); we find
$\sum_{v} b^{v-1}(v+H b)\left(C_{v} \sin v \phi+D_{v} \cos v \phi\right)=f(\phi) \quad$ in $\quad 0 \leqslant \phi \leqslant 2 \pi$
This equation is a representation of function $f(\phi)$ periodic in $\phi$ with period $2 \pi$ similar to the representation considered in equation (3-53); the coefficient of equation (3-53) are given by equätion (3-56). Therefore, by comparing equation (3-175) with equations (3-53) and (3-56) we conclude that the coeflicients ate given by
$b^{v-1}(v+H b)\left(C_{v} \sin v \phi+D_{v} \cos v \phi\right) \equiv \frac{1}{\pi} \int_{\phi^{\prime}=0}^{2 \pi} f\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime}$
where

$$
v=0,1,2,3, \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$. When these coefficients are introduced into equation (3-174), the solution for the temperature becomes

$$
\begin{equation*}
T(r, \phi)=\frac{b}{\pi} \sum_{v}\left(\frac{r}{b}\right)^{v} \frac{1}{v+H b} \int_{\phi^{\prime}=0}^{2 \pi} f\left(\phi^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime} \tag{3-177}
\end{equation*}
$$

where

$$
y=0,1,2,3, \ldots
$$

and replace $\pi$ by $2 \pi$ for $v=0$.

## Example 3-17

Obtain an expression for the steady-state temperature $T(r, z)$ in a solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, when the boundary at $r=b$ is at temperature $f(z)$ and the boundaries at $z=0$ and $z=c$ are at zero temperature.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}=0 & \text { in } & 0 \leqslant r<b, 0<z<c \\
T=f(z) & \text { at } & r=b \\
T=0 & \text { at } & z=0 \text { and } z=c
\end{array}
$$

The separated equations are taken as

$$
\begin{array}{ll}
\frac{\partial^{2} Z}{\partial z^{2}}+\eta^{2} Z=0 & \text { in } \quad 0<z<c \\
Z=0 & \text { at } \quad z=0 \quad \text { and } \quad z=c \tag{3-179b}
\end{array}
$$

and

$$
-\cdots-\frac{d^{2} R_{0}}{d r^{2}}+\frac{1}{r} \frac{d R_{0}}{d r}-\eta^{2} R_{0}=0 \quad \text { in } \quad 0 \leqslant r<b \quad \text { (3-180) }
$$

We note that the sign of the separation constant is so chosen as to produce an eigenvalue problem for $Z(\eta, z)$, because the boundary condition function $f(z)$ should be represented in terms of $Z(\eta, z)$. The general solution for $T(r, z)$ is constructed as

$$
\begin{equation*}
T(r, z)=\sum_{m=1}^{\infty} A_{m} I_{0}\left(\eta_{m} r\right) Z\left(\eta_{m}, z\right) \tag{3-181}
\end{equation*}
$$

The application of the boundary condition (3-178b) yields

$$
\begin{equation*}
f(z)=\sum_{m=1}^{\infty} A_{m} I_{0}\left(\eta_{m} b\right) Z\left(\eta_{m}, z\right) \quad \text { in } \quad 0<z<c \tag{3-182}
\end{equation*}
$$

The coefficients $A_{m}$ are determined as

$$
\begin{equation*}
A_{m}=\stackrel{!}{I_{0}\left(\eta_{m} b\right) N\left(\eta_{m}\right)} \int_{0}^{c} Z\left(\eta_{m}, z\right) f(z) d z \tag{3-183}
\end{equation*}
$$

Introducing equation (3-183) into equation (3-181) the solution becomes

$$
\begin{equation*}
T(r, z)=\sum_{m=1}^{\infty} \frac{1}{N\left(\eta_{m}\right)} \frac{I_{0}\left(\eta_{m} r\right)}{I_{0}\left(\eta_{m} b\right)} Z\left(\eta_{m}, z\right) \int_{0}^{c} Z\left(\eta_{m}, z^{\prime}\right) f\left(z^{\prime}\right) d z^{\prime} \tag{3-184}
\end{equation*}
$$

where $Z\left(\eta_{m}, z\right), N\left(\eta_{m}\right)$, and $\eta_{m}$ are obtained from Table 2-2, case 9 , as

$$
\begin{equation*}
Z\left(\eta_{m}, z\right)=\sin \eta_{m} z, \quad \frac{1}{N\left(\eta_{m}\right)}=\frac{2}{c} \tag{3-185a}
\end{equation*}
$$

and the $\eta_{m}$ values are the roots of

$$
\begin{equation*}
\sin \eta_{m} c=0 \tag{3-185b}
\end{equation*}
$$

Substituting equations (3-185) into equation (3-184) we find

$$
\begin{equation*}
T(r, z)=\frac{2}{c} \sum_{m=1}^{\infty} \frac{I_{0}\left(\eta_{m} r\right)}{I_{0}\left(\eta_{m} b\right)} \sin \eta_{m^{\prime}} \int_{0}^{c} \sin \eta_{m} z^{\prime} f\left(z^{\prime}\right) d z^{\prime} \tag{3-186}
\end{equation*}
$$

where

$$
\eta_{m}=\frac{\mathrm{m} \pi}{c}
$$

## 3-8 SPLITTING UP OF NONHOMOGENEOUS PROBLEMS

## INTO SIMPLER PROBLEMS

When the heat conduction problem is nonhomogeneous because of the nonhomogeneity of the differential equation and/or the boundary conditions, it can be split into a set of simpler problems, as discussed in the Section 2-12, if the generation term and the nonhomogeneous part of the boundary conditions do not depend on time.

## Example 3-18

A solid cylinder, $0 \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$, heat is generated within the solid at a constant rate of $g_{0}$ and the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, i)$ in the cylinder for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{\lambda^{2}}{\partial r^{2}}+\frac{1}{r} \frac{1}{\partial r}+\frac{1}{k} g_{0}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
T=0 & \text { at } & r=b, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, \quad \text { in the region }
\end{array}
$$

This problem is split into a steady-state problem for $T_{s}(r)$ as

$$
\begin{array}{ll}
\frac{d^{2} T_{s}}{d r^{2}}+\frac{1}{r} \frac{d T_{s}}{d r}+\frac{1}{k} g_{0}=0 & \text { in } \quad-0 \leqslant r<b \\
T=0 . & \text { at } \quad r=b \tag{3-188b}
\end{array}
$$

and into a homogencous problem for $\Gamma_{h}(r, t)$ as

$$
\begin{array}{lll}
\frac{\partial^{2} T_{h}}{\partial r^{2}}+\frac{1}{r} \frac{\partial T_{h}}{\partial r}=\frac{1}{\alpha} \frac{\partial T_{h}}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
T=0 & \text { at } & r=b, \quad t>0 \\
T=F(r)-T_{s}(r) & \text { for } & t=0, \quad \text { in the region } \tag{3-188b}
\end{array}
$$

Then, the solution $T(r, t)$ of the original problem (3-187) is obtained as

$$
\begin{equation*}
T(r, 1)=T_{s}(r)+T_{h}^{\prime}(r, r) \tag{3-190}
\end{equation*}
$$

The steady-state problem is readily solved

$$
\begin{equation*}
T_{s}(r)=\frac{g / s}{4 k}\left(b^{2}-r^{2}\right) \tag{3-191}
\end{equation*}
$$

The homogeneous problem (3-189) is exactly the same as considered in Example 3-3; hence its solution is immediately obtained from equation (3-67) as

$$
\begin{equation*}
\left.T_{h}(r, t)=\frac{2}{b^{2}} \sum_{m=1}^{x} e^{-x p_{m}^{2} x^{\prime}} \breve{J}_{1}^{2}\left(\beta_{m} r\right) \beta_{m} b\right) \int_{0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right)\left[F\left(r^{\prime}\right)-T_{s}\left(r^{\prime}\right)\right] d r^{\prime} \tag{3-192a}
\end{equation*}
$$

where the $\beta_{n}$ values are the roots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} b\right)=0 \tag{3-192b}
\end{equation*}
$$

When the results in equations (3-191) and (3-192) are introduced into equation (3-190) and some of the integrals are performed. we obtain

$$
\begin{align*}
T(r, t)= & \frac{g_{0}\left(b^{2}-r^{2}\right)}{4 k}-\frac{2 g_{0}}{b k} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)} \\
& +\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} m^{\prime}} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} \int_{0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \tag{3-193}
\end{align*}
$$

## Example 3-19

A solid cylinder is initially at temperature $F^{*}(r)$. For times $t>0$ heat is generated in the region at a constant rate of $g_{0}$ per unit volume and the boundary surface at $r=b$ is subjected to convection with an environment at temperature $T_{m}$. Obtain an expression for the temperature distribution $T(r, t)$ in the solid for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{g_{0}}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \quad 0 \leqslant r<b_{1} \quad t<0 \\
\frac{\partial T}{\partial r}+H T=H T_{\infty} & \text { at } \quad r=b, \quad t>0 \\
T=F^{*}(r) \quad \text { (3-194a) } \\
\text { (3-194b) } \\
& \text { for } \quad t=0, \quad \text { in } 0 \leqslant r \leqslant b(3-194 \mathrm{c})
\end{array}
$$

and the temperature should remain finite at $r=0$. This problem is split into a steady-state problem for $T_{s}(r)$ as

$$
\begin{align*}
& \frac{d^{2} T_{x}}{d r^{2}}+\frac{1 d T_{x}}{r d r}+\underset{k}{\left(l_{0}\right.}=0 \quad \text { in } \quad 0 \leqslant r<b  \tag{3-195a}\\
& \frac{d T_{s}}{d r}+H T_{s}=H T_{\infty} \quad \text { at } \quad r=b \tag{3-195b}
\end{align*}
$$

and into a homogeneous problem for $T_{h}(r, t)$ as

$$
\begin{equation*}
\frac{\partial^{2} T_{h}}{\partial r^{2}}+\frac{1}{r} \frac{\partial T_{h}}{\partial r}=\frac{1}{\alpha} \frac{\partial T_{h}}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0 \tag{3-196a}
\end{equation*}
$$

$$
\begin{array}{lll}
\frac{\partial T_{h}}{\partial r}+H T_{h}=0 & \text { at } & r=b, \\
T_{h}=F^{*}(r)-T_{s}(r) \equiv F(r) & \text { for } & t=0,
\end{array}
$$

Then, the solution of the problem (3-194) is given by

$$
\begin{equation*}
T(r, t)=T_{s}(r)+T_{h}(r, t) \tag{3-197}
\end{equation*}
$$

The solution $T_{s}(r)$ of the steady-state problem (3-195) is a straightforward matter. The homogeneous problem (3-196) is exactly the same as the problem (3-57) considered in Example (3-1); therefore, the solution of $T_{h}(r, t)$ is obtainable from equation (3-63) by setting in that equation $F(r)=F^{*}(r)-T_{s}(r)$.

## 3-9 TRANSIENT-TEMPERATURE CHARTS

In the previous chapter we presented transient temperature charts for a slab of thickness $2 L$ subjected to convection at both surfaces. We now consider onedimensional, transient heat conduction in a long cylinder of radius $b$, which is initially at a uniform temperature $T_{i}$. Suddenly, at time $t=0$, the boundary surface at $r=b$ is subjected to convection with a heat transfer coefficient $h$ into an ambient at temperature $T_{\infty}$ and maintained so for $t>0$. The mathematical formulation of this heat conduction problem is given in the dimensionless form as

$$
\begin{array}{lll}
\frac{1}{R} \frac{\partial}{\partial R}\left(R \frac{\partial \theta}{\partial R}\right)=\frac{\partial \theta}{\partial \tau} & \text { in } & 0<R<1, \quad \text { for } \tau>0 \\
\frac{\partial \theta}{\partial R}=0 & \text { at } & R=0, \quad \text { for } \tau>0 \\
\frac{\partial \theta}{\partial R}+\operatorname{Bi} \theta=0 & \text { at } & R=1, \quad \text { for } \tau>0 \\
\theta=1 & \text { in } & 0 \leqslant R \leqslant 1, \text { for } \tau=0
\end{array}
$$

where various dimensionless quantities are defined as follows:

$$
\begin{equation*}
\mathrm{Bi}=\frac{h b}{k}=\text { Biot number } \tag{3-199a}
\end{equation*}
$$

$$
\begin{equation*}
\tau=\frac{\alpha t}{b^{2}}=\text { dimensionless time, or Fourier number } \tag{3-199b}
\end{equation*}
$$
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(b)

Fig. 3-9 (Comtinued)
$\theta=\frac{T(r, t)-T_{x}}{T_{i}-T_{x}}=$ dimensionless temperature
$R=\frac{r}{b}=$ dimensionless radial coordinate
(3-199d)

The solution of this transient heat conduction problem is presented in graphical form in Fig. 3-9a,h. Here, Fig. 3-9a gives the centerline temperature $0(0, \tau)$ as a function of the dimensionless time t for several different values of the parameter $1 / \mathrm{Bi}$. The curve for $1 / \mathrm{Bi}=0$ corresponds to the case $h \rightarrow \infty$, or the surface of the cylinder maintained at the ambient temperature $T_{A}$. Figure 3 - $9 b$ relates the temperature at six different locations within the cylinder to the cylinder centerline temperature $\theta(0, \tau)$. An examination of Fig. 3-9b reveals that for values of $1 / \mathrm{B}$ larger than 10 or $\mathrm{Bi}<0.1$, the temperature distribution within the cylinder is considered uniform with an error of less than about $5 \%$. For such cases, the lumped system is applicable. The use of the charts 3-9 is similar to that described in Example 2-17 for the case of a slab
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## PROBLEMS

3-1 A hollow cylinder, $a \leqslant r \leqslant b$, is initially at a temperature $F(r)$. For times $t>0$ the boundaries at $r=a$ and $r=b$ are kept insulated. Obtain an expression for temperature distribution $T(r, t$ ) in the solid for times $t>0$.
3-2 A region $a \leqslant r<\infty$ in the cylindrical coordinate system is initially at a temperature $F(r)$. For times $t>0$ the boundary at $r=a$ is kept insulated. Ohtain an expression for the temperature distribution $T(r, t)$ in the region for times $t>0$.

3-3 A solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, is initially at temperature $F(r, z)$. For times $t>0$, the boundary at $z=0$ is insulated, the boundary at $z=c$ is dissipating heat by convection into a medium at zero temperature, and the boundary at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the solid for times $t>0$.
3-4 A semiinlinite solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant z<\infty$, is initially at temperature $F(r, z)$. For times $t>0$, the boundary at $z=0$ is kept insulated and the boundary at $r=b$ is dissipating heat by convection into a medium
at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the solid for times $t>0$.
3-5 A semiinlinite hollow cylinder, $a \leqslant r \leqslant b, 0 \leqslant z<\infty$, is initially at temperature $F(r, z)$. For times $t>0$, the boundaries at $z=0, r=a$, and $r=b$ are all kept at zero temperature. Obtain an expression for the temperalure distribution $T(r, z, t)$ in the solid for times $t>0$.
3-6 A solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$, is initially at temperature $P(r, \phi)$. For times $t>0$, the boundary at $r=b$ is kept insulated. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the solid for times $t>0$.
3-7 A hollow cylinder, $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$, is initially at temperature $F(r, \phi)$. For times $t>0$, the boundaries at $r=a$ and $r=b$ are kept insulated. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the region for times $t>0$.
3-8 A portion of a solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}(<2 \pi)$ is initially at temperature $F(r, \phi)$. For times $t>0$, the boundary at $r=b$ dissipates heat by convection into a medium at zero temperature, the boundaries at $\phi=0$ and $\phi=\phi_{0}$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the solid for times $t>0$.
3-9 A portion of a hollow cylinder $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}<2 \pi$ is initially at temperature $F(r, \phi)$. For times $t>0$, the boundaries at $r=a, r=b, \phi=0$, and $\phi=\phi_{0}$ are all kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the solid for times $t>0$.
3-10 Repeat problem 3-6 for the case when the boundary at $r=b$ is kept at constant temperature $T_{0}$.
3-11 A solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c, 0 \leqslant \phi \leqslant 2 \pi$, is initially at temperature $F(r, \phi, z)$. For times $t>0$, the boundary at $z=0$ is kept insulated, the boundaries at $z=c$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, \phi, t)$ in the solid for times $t>0$.
3-12 A portion of a solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}<2 \pi, 0 \leqslant z \leqslant c$, as illustrated in Fig. 3-8, is initially at temperature $F(r, \phi, z)$. For times $t>0$, the boundary surface at $z=0$ is kept insulated, the houndary at $z=c$. dissipates heat by convection into an enviromment at zero temperature. and the remaining boundaries are kept at zero temperature. Obtion an expression for temperature distribution $T(r, \phi, z, t)$ in the solid for times $1>0$.
3-13 Solve problem 3-3 by using product solution for the case solid is initially at a uniform temperature $T_{0}$.
3-14 Obtain an expression for the steady-state temperature distribution $T(r, z)$ in a solid cylinder, $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, when the boundary at $z=0$ is kept at temperature $F(r)$, and there is convection into a medium at zero
temperature from the surfaces $r=b$ and $z=c$. Assume heat transfer coeflicients to be the same for both of these surfaces.

3-15 Obtain an expression for the steady-state temperature distribution $T(r, z)$ in a hollow cylinder $a \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, when the boundary at $r=a$ is kept at temperature $F(z)$ and other boundaries at $r=b, z=0$, and $z=c$ are kept at zero temperature.

3-16 Obtain an expression for the steady-state temperature $T(r, z)$ in a hollow cylinder $a \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, when the heat llux into the surface at $r=a$ is $f(z)[$ i.e., $-k(\partial T / \partial r)=f(z)$ at $r=a]$ and the other boundaries at $r=b$, $z=0$ and $z=c$ are kept at zero temperature.
3-17 Obtain an expression for the steady-state temperature distribution $T(r, \phi)$ in a solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$, when the boundary at $r=b$ is subjected to a prescribed temperature distribution $f(\phi)$.
3-18 Obtain an expression for the steady-state temperature distribution $T(r, z)$ in a solid, semiinfinite cylinder $0 \leqslant r \leqslant b, 0 \leqslant z<\infty$, when the boundary at $r=b$ is kept at prescribed temperature $f(z)$ and the boundary at $z=0$ is kept at zero temperature.
3-19 Obtain an expression for the steady-state temperature, distribution $T(r, z)$ in a solid, semiinfinite cylinder $0 \leqslant r \leqslant b, 0 \leqslant z<\infty$, when the boundary at $z=0$ is kept at temperature $f(r)$ and the boundary at $r=b$ dissipates heat by convection into a medium at zero temperature.

## NOTE

1. Consider the eigenvalue problem

$$
\begin{gather*}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d R(r)}{d r}\right)+\left(\beta^{2}-\frac{v^{2}}{r^{2}}\right) R(r)=0 \quad \text { in } \quad 0 \leqslant r<b  \tag{1a}\\
\frac{d R}{d r}=0 \quad \text { at } \quad r=b \tag{1b}
\end{gather*}
$$

For equation (1a) for $v=0$, we find

$$
\begin{equation*}
\beta^{2} \int_{0}^{b} r R^{2}(r) d r=-\int_{0}^{b} R \frac{d}{d r}\left(r \frac{d R}{d r}\right) d r \tag{2}
\end{equation*}
$$

Integrating the right-hand side by parts, we obtain

$$
\begin{equation*}
\beta^{2} \int_{0}^{b} r R^{2}(r) d r=-\left[r R \frac{d R}{d r}\right]_{0}^{b}+\int_{0}^{b} r\left(\frac{d R}{d r}\right)^{2} d r \tag{3}
\end{equation*}
$$

The first term on the right vanishes in view of the boundary condition (lb); then

$$
\begin{equation*}
\beta^{2}=\frac{1}{N} \int_{0}^{b} r\left(\frac{d R}{d r}\right)^{2} d r \quad \text { where } \quad N \equiv \int_{0}^{b} r R^{2} d r \tag{4}
\end{equation*}
$$

Clearly, $\beta_{0}=0$ is also an eigenvalue corresponding to $R_{0}\left(\beta_{0}, r\right)=$ constant $\neq 0$. Then, for $R_{0}\left(\beta_{0}, r\right)=1$ the corresponding norm becomes

$$
\begin{equation*}
N\left(\beta_{0}\right)=\frac{b^{2}}{2} \tag{5}
\end{equation*}
$$

where $T \equiv T(r, \mu, \phi, t)$. If we deline a new dependent variable $V$ as

$$
\begin{equation*}
V=r^{1 / 2} T \tag{4-4}
\end{equation*}
$$

equation (4-3) takes the form

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1 \partial V}{r \partial r}-\frac{1}{4} r^{2}+\frac{1}{r^{2}} \dot{\partial} \mu\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]+\underset{r^{2}\left(1-\mu^{2}\right)}{\partial \phi^{2}}=\frac{1}{\alpha} \partial t \tag{4-5}
\end{equation*}
$$

## THE SEPARATION OF VARIABLES IN THE SPHERICAL COORDINATE SYSTEM

In this chapter we present the separation of the homogeneous heat conduction equation in the spherical coordinate system and examine the solution of homogeneous problems of spheres involving $(r, t),(r, \mu, t)$, and $(r, \mu, \phi, t)$ variables by the method of separation of variables. The solution of multidimensional steady-stat problems on sphere is also presented. The reader should consult references $1-7$ for further application of the method of separation of variables to the solution of homogeneous heat-conduction problems in the spherical coordinate system.

## 4-1 SEPARATION OF THE HEAT CONDUCTION EQUATION IN THE SPHERICAL COORDINATE SYSTEM

Consider the three-dimensional, homogeneous heat conduction equation in the spherical coordinate system ( $r, \theta, \phi$ ) given as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial^{2} r^{2}}+\frac{2 \partial T}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial T}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} T}{\partial \phi^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{4-1}
\end{equation*}
$$

where $T \equiv T(r, 0, \phi, t)$. This equation is put into a more convenient form by defining a new independent variable $\mu$ as

$$
\begin{equation*}
\mu=\cos \theta \tag{4-2}
\end{equation*}
$$

Equation (4.1) becomes

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial^{2} r^{2}}+\frac{2 \partial T}{r \partial}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial^{\prime} \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} T}{\partial \phi^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial^{2} t} \tag{4-3}
\end{equation*}
$$

## sefaka huiy ur vakiabled in ofhekical cuukdivaie oidicivi

Equation (4-7c) is the Bessel differential equation of order ( $n+\frac{1}{2}$ ), which has solutions $J_{n+1 / 2}(\lambda r)$ and $Y_{n+1 / 2}(\lambda r)$. When the order of the Bessel function is not zero or positive integer, the solution $Y_{n+1 / 2}(\lambda r)$ can be replaced by $J_{-n-1 / 2}(\lambda r)$ as discussed in Appendix IV. The differential equation (4-7d) is called Legendre's associated differential equation, its solutions $P_{n}^{m}(\mu)$ and $Q_{n}^{m}(\mu)$ are called associated Legendre functions of degree $n$ and order $m$, of the first and second kind, respectively. The elementary solutions of the separated equations (4-7) can be summarized as

| $\Gamma(t):$ | $e^{-\alpha \lambda^{2} t}$ |  |  | $(4-8 \mathrm{a})$ |
| :--- | :--- | :--- | :--- | :--- |
| $\Phi(\phi):$ | $\sin m \phi$ | and | $\cos m \phi$ | $(4-8 \mathrm{~b})$ |
| $R(r):$ | $J_{n+1 / 2}(\lambda r)$ | and | $Y_{n+1 / 2}(\lambda r)$ | $(4-8 \mathrm{c})$ |
| $M(\mu):$ | $P_{n}^{m}(\mu)$ | and | $Q_{n}^{m}(\mu)$ | $(4-8 \mathrm{~d})$ |

A brief discussion of.Legendre functions is given in the next paragraph.
2. Temperature depends on ( $r, \mu, t$ ). We consider the translormed heat conduction equation (4-5). For the case of no dependence on the azimuth angle $\phi$, this equation simplifies to

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\partial V}{\partial t} \tag{4-9}
\end{equation*}
$$

where $V \equiv V(r, \mu, t)$.
The separation of equation (4-9) results in the following equations

$$
\begin{align*}
& \frac{d \Gamma(t)}{d t}+\alpha \lambda^{2} \Gamma(t)=0  \tag{4-10a}\\
& \frac{d^{2} R}{d r^{2}}+\frac{1}{r} \frac{d R}{d r}+\left[\lambda^{2}-\left(n+\frac{1}{2}\right)^{2} \frac{1}{r^{2}}\right] R=0  \tag{4-10b}\\
& \frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d M}{d \mu}\right]+n(n+1) M=0 \tag{4-10c}
\end{align*}
$$

The elementary solutions of these equations are taken as

| $\Gamma(t):$ | $e^{-\alpha \lambda^{2} t}$ |  |  |
| :--- | :--- | :--- | :--- |
| $R(r):$ | $J_{n+1 / 2}(\lambda r)$ | and | $Y_{n+1 / 2}(\lambda r)$ |
| $M(\mu):$ | $P_{n}(\mu)$ | and | $Q_{n}(\mu)$ |

We note that when the temperature is independent of the azimuth angle $\phi$, the separated equation (4-10c) for the function $M(\mu)$ becomes the Legendre's differential equation. The solutions $P_{n}(\mu)$ and $Q_{n}(\mu)$ are called the Legendre functions of degree $n$, of the lirst and second kinds, respectively.
3. Temperature depends on $(r, \mu, \phi)$. The governing heat conduction equation for this case is obtained from equation (4-3) by omitting the time derivative term

$$
\frac{\partial^{2} T}{\partial r^{2}+}+\frac{2 T}{r} \frac{\partial r}{}+\frac{1}{r^{2} \partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\begin{gather*}
1  \tag{+-12}\\
r^{2}\left(1-\mu^{2}\right) \partial \phi^{2}
\end{gather*} \lambda^{\lambda^{2} T}=0
$$

where $T \cong T(r, \mu, \phi)$.
Assuming a separation in the form

$$
T(r, \mu, \phi)=R(r) M(\mu) \Phi(\phi)
$$

The resulting separated equations becomes

$$
\begin{gather*}
\frac{d^{2} \Phi}{d \phi^{2}}+m^{2} \Phi=0  \tag{4-13a}\\
\frac{d^{2} R}{\partial r^{2}}+\frac{2 d R}{r d r}-{ }^{n(n+1)} R=0  \tag{4-135}\\
\frac{d}{d \mu}\left[\left(1-r^{2}\right) \frac{d M}{d \mu}\right]+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] M=0 \tag{4-13c}
\end{gather*}
$$

and their elementary solutions are taken as

| $\Phi(\phi):$ | $\sin m \phi$ | and | $\cos m \phi$ |
| :--- | :--- | :--- | :--- |
| $R(r):$ | $r^{r}$ | and | $r^{-n-1}$ |
| $M(\mu):$ | $P_{n}^{m}(\mu)$ | and | $Q_{n}^{m}(\mu)$ |

For this special case the separated equation (4-13b) for the function $R(r)$ is an Euler-Cauchy type differential equation which has solutions $r^{n}$ and $r^{-n-1}$.
4. Temperature depends on $(r, \mu)$. The governing equation is obtained from equation (4-3) by proper simplification to yield

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]=0 \tag{4-14}
\end{equation*}
$$

where $T \equiv T(r, \mu)$.

The separation of this equation by setting $T(r, \mu)=R(r) M(\mu)$ leads to the following separated equations

$$
\begin{align*}
\cdots & \cdots \frac{d^{2} R}{d r^{2}}+\frac{2 d R}{r d r}-\frac{n(n+1)}{r^{2}} R=0  \tag{4-15a}\\
& \quad d  \tag{4-15b}\\
& d \mu\left[\left(1-\mu^{2}\right) \frac{d M}{d \mu}\right]+n(n+1) M=0
\end{align*}
$$

and their elementary solutions are taken as

$$
\begin{array}{ccc}
R(r): r_{n}^{n} & \text { and } & r^{-n-1}  \tag{4-15c}\\
\vdots & & \\
M(\mu): P_{n}(\mu) & \text { and } & Q_{n}(\mu)
\end{array}
$$

5. Temperature depends on $(r, t)$. Equation (4-3) simplifies to

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{4-16a}
\end{equation*}
$$

which is written in the form

$$
\begin{equation*}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{4-16b}
\end{equation*}
$$

A new dependent variable is delined as

$$
\begin{equation*}
U(r, t)=r T(r, t) \tag{4-16c}
\end{equation*}
$$

Then equation (4-16b) is transformed into

$$
\begin{equation*}
\frac{\partial^{2} U}{\partial r^{2}}=\frac{1}{\alpha} \frac{\partial U}{\partial t} \tag{4-17}
\end{equation*}
$$

which is now the one-dimensional, time-dependent heat conduction equation in the rectangular coordinate system and the separation of which has already been considered in Chapter 2.

Once the elementary solutions of the heat-conduction equation are available, the general solution is constructed by the superposition of the elementary solutions.

## 4-2 LEGENDRE FUNCTIONS AND LEGENDRE'S ASSOCIATED FUNCTIONS

In this section we present a brief discussion of the properties of the Legendre functions and Legendre's associated functions. The reader should consuli references 5-14 for detailed treatment of this subject.

## Legendre Functions

It has been shown that the separation of the heat conduction equation for azimuthally symmetric temperature (i.e., temperature independent of $\phi$ ) results in the Legendre's differential equation for $M(\mu)$ as

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d M}{d \mu}\right]+n(n+1) M=0 \tag{4-18}
\end{equation*}
$$

This differential equation is a special case of the Sturm-Liouville equation discussed in Chapter 2, with $p(\mu)=1-\mu^{2}, q(\mu)=0, w(\mu)=1$, and $\lambda=n(n+1)$. Clearly, the separation constants $\dot{n}(n+1)$ are the eigenvalues, in which $n$, in general, is any number; depending on the nature of the problem, $n$ can be a positive integer or fractional.

According to the theory of linear differential equations, equation (4-18) bas two lincarly independent solutions. These solutions, denoted by the symbols $P_{n}(\mu)$ and $Q_{n}(\mu)$, are called Legendre finctions of degree $n$, of the first and second kinds, respectively.

For integer values of $n$ the series derining the function $P_{n}(\mu)$ terminates at a [inite number of terms, hence the Legendre function $P_{n}(\mu)$ becomes the Legendre polynomial $P_{n}(\mu)$, which is convergent in the interval $-1 \leqslant \mu \leqslant 1$. The first few of the Legendre polynomials are given as [5, p. 86; 7, p. 151]

$$
\begin{array}{ll}
P_{0}(\mu)=1 & P_{1}(\mu)=\mu \\
P_{2}(\mu)=\frac{1}{2}\left(3 \mu^{2}-1\right) & P_{3}(\mu)=\frac{1}{2}\left(5 \mu^{3}-3 \mu\right) \\
P_{4}(\mu)=\frac{1}{8}\left(35 \mu^{4}-30 \mu^{2}+3\right) & P_{5}(\mu)=\frac{1}{8}\left(63 \mu^{5}-70 \mu^{3}+15 \mu\right) \\
P_{6}(\mu)=\frac{1}{16}\left(231 \mu^{6}-315 \mu^{4}+105 \mu^{2}-5\right) & P_{7}(\mu)=\frac{1}{16}\left(429 \mu^{7}-639 \mu^{5}\right. \\
P_{8}(\mu)=\frac{1}{128}\left(6435 \mu^{8}-12012 \mu^{6}\right. & \left.+315 \mu^{3}-35 \mu\right) \\
\left.\quad+6930 \mu^{4}-1260 \mu^{2}+35\right) &
\end{array}
$$

Any other $P_{n}(\mu)$, when $n$ is a positive integer, is obtainable from the following recurrence relation

$$
\begin{equation*}
(n+1) P_{n+1}(\mu)-(2 n+1) \mu P_{n}(\mu)+n P_{n-1}(\mu)=0 \tag{4-20}
\end{equation*}
$$

The Legendre polynomials $P_{n}(\mu)$ are also obtainable from the Rodrigues'
formula [15]

$$
\begin{equation*}
P_{n}(\mu)=\frac{1}{2^{n} n!} \frac{d^{n}}{d \mu^{n}}\left(\mu^{2}-1\right)^{n} \tag{4-21}
\end{equation*}
$$

This formula is useful to evaluate definite integrals involving Legendre polynomials. We present in Appendix $V$ numerical values of the first seven of the Legendre polynomials $P_{n}(\mu)$.

The Legendre function $Q_{n}(\mu)$ bcing infinite at $\mu= \pm 1$ for all values of $n$, it is excluded from the solution on the physical grounds.

Figures 4-1 and 4-2 show a plot of the first four of $P_{n}(\mu)$ and $Q_{n}(\mu)$ functions. Clearly, $Q_{n}(\mu)$ functions become infinite at $\mu= \pm 1$.

## Legendre's Associated Functions

We have seen that the scparation of heat conduction cquation for sphere resulted in a differential equation for the $M(\mu)$ variable in the form [sce equation (4-7d)]

$$
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d M}{d \mu}\right]+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] M=0
$$



Fig. 4-1 Legendre polynomials $P_{n}(\mu)$ for $n=0,1,2,3,4$.

$\mu$
Fig. 4-2 Legendre functions of the second kind, $Q_{n}(\mu)$ for $n=0,1,2,3$.
which is called Legendre's associated differential equation. The two solutions $P_{n}^{m}(\mu)$ and $Q_{n}^{m}(\mu)$ of this differential equation arc known as the associated Legendre functions of degree $n$ and order $m$, of the first and second kinds, respectively. Here the order $m$ of these functions has resulted from the separation constant associated with the separation of the $\phi$ variable; therefore its values depend on the range of the $\phi$ variable. When the range of $\phi$ is $0 \leqslant \phi \leqslant 2 \pi$, the values of $m$ are taken as positive integers ( $m=0,1,2,3, \ldots$ ) to satisfy the physical requirement that the temperature remain periodic in $\phi$ with period $2 \pi$
The first few of $P_{n}^{m}(\mu)$ functions for integer values of $n$ and $m$ over the range of $-1 \leqslant \mu \leqslant 1$ are given by

$$
\begin{array}{ll}
P_{1}^{1}(\mu)=-\left(1-\mu^{2}\right)^{1 / 2} & P_{2}^{1}(\mu)=-3\left(1-\mu^{2}\right)^{1 / 2} \mu  \tag{4-23}\\
P_{2}^{2}(\mu)=3\left(1-\mu^{2}\right) & P_{3}^{1}(\mu)=-\frac{3}{2}\left(1-\mu^{2}\right)^{1 / 2}(5 \mu \\
P_{3}^{2}(\mu)=15 \mu\left(1-\mu^{2}\right) & P_{3}^{3}(\mu)=-15\left(1-\mu^{2}\right)^{3 / 2}
\end{array}
$$

Here $P_{n}^{0}(\mu)$ are not included because they are the same as Legendre polynomials $P_{n}(\mu)$.
The recurrence formula among $P_{n}^{\mathrm{m}}(\mu)$ functions for integer values of $m$ and $n$ is given by [5, p. 304; 11, p. 360; 12, p. 62]

$$
\begin{equation*}
(n-m+1) P_{n+1}^{m}(\mu)-(2 n+1) P_{n}^{m}(\mu)+(n+m) P_{n-1}^{m}(\mu)=0 \tag{4-24}
\end{equation*}
$$

For $m=0$, this expression reduces to the recurrence relation (4-20) for the Legendre polynomials.

The $P_{n}^{m}(\mu)$ functions can also be expressed in terms of the $P_{n}(\mu)$ functions by the following differential relation $[5$, p.116; 12, p. 53]:

$$
\begin{equation*}
P_{n}^{m}(f)=(\quad 1)^{m(1}\left(1 \quad \mu^{2}\right)^{m i 2} \frac{d^{n t}}{d \mu^{m i}} P_{n}(n) \tag{4-25}
\end{equation*}
$$

The $Q_{n}^{m}(\mu)$ functions become inlinite at $\mu= \pm 1$ for all values of $n$, whether integer on not: hence they are inadmissible as solutions on the physical grounds when the region contains $\mu= \pm 1$.

## 4-3 ORTHOGONALITY OF LEGENDRE FUNCTIONS

In heat conduction problems on spheres involving the variation of temperature with $\mu$ or $\mu, \phi$ variables, the Legendre functions will appear in the solution; hence the orthogonality property of the Legendre functions will be needed. We present below some of these orthogonality conditions for ready reference later in this chapter.
. The Legendre polynomials $P_{n}(\mu)$ have the following orthogonality property over the range $-1 \leqslant \mu \leqslant 1[5, \mathrm{p} .88 ; 12, \mathrm{p} .51]$

$$
\int_{-1}^{1} P_{n}(\mu) P_{n^{\prime}}(\mu) d \mu= \begin{cases}0 & \text { for } n \neq n^{\prime}  \tag{4-26}\\ N(n) & \text { for } n=n^{\prime}\end{cases}
$$

where

$$
\begin{equation*}
N(n) \equiv \int_{-1}^{1}\left[P_{n}(\mu)\right]^{2} d \mu=\frac{2}{2 n+1} \tag{4-27}
\end{equation*}
$$

and $n, n^{\prime}$ are positive integers. This orthogonality condition is needed for the problem of full sphere (i.e., $-1 \leqslant \mu \leqslant 1$ ) when temperature varies with $\mu$ but not with the azimuth angle $\phi$.

The orthogonality of the associated Legendre function $P_{n}^{m}(\mu)$ in the interval
$-1 \leqslant \mu \leqslant 1$ is given by [S. p. 117; 6. p. 324; 12, p. 54; 14, p. 184]

$$
\int_{-1}^{1} P_{n}^{m}(\mu) P_{n}^{m}(\mu) d \mu= \begin{cases}0 & \text { for } n \neq n^{\prime}  \tag{4-28}\\ N(m, n) & \text { for } n=n^{\prime}\end{cases}
$$

where

$$
\begin{equation*}
N(m, n)=\int_{-1}^{1}\left[P_{n}^{m}(\mu)\right]^{2} d \mu=\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!} \tag{4-29}
\end{equation*}
$$

and $n, n^{\prime}, m$ are positive integers, zero being included, $m \leqslant n$. This orthogonality
condition is needed for the problem of full sphere (i.e., $-1 \leqslant \mu \leqslant 1$ ) when temperature varies with both $\mu$ and $\phi$. We note that for $m=0$, equation (4-29) reduces to equation (4-27).
... The orthogonality of Legendre polynomials $P_{n}(\mu)$ in the half range $0 \leqslant \mu \leqslant 1$ is more involved and given by [5, p. 109; 6, p. 306; 7, p. 172]

$$
\int_{0}^{1} P_{n}(\mu) P_{n} \cdot(\mu) d \mu= \begin{cases}0 & \text { if } n, n^{\prime} \text { hothe } e^{\prime} m^{\prime} \text { or both odd, } n / n^{\prime}  \tag{4-.30}\\ \frac{1}{2 n+1} & \text { i[ } n=n^{\prime} \\ \frac{(-1)^{\left(n+n^{\prime}+1\right) / 2} n!n^{\prime}!}{2^{n+n^{\prime}-1}\left(n-n^{\prime}\right)\left(n+n^{\prime}+1\right)\left(\frac{n}{2}!\right)^{2}\left(\frac{n^{\prime}-1}{2}!\right)^{2}} \\ \text { i! } n \text { even, } n^{\prime} \text { odd }\end{cases}
$$

where $n$ and $n^{\prime}$ are positive integers.

## 4-4 REPRESENTATION OF AN ARBITRARY FUNCTION IN TERMS OF LEGENDRE FUNCTIONS

In the solution of a heat conduction problem with temperature depending on the $\mu$ and/or $\phi$ variables, the representation of an arbitrary function $F(\mu)$ or $F(\mu, \phi)$ in terms of Legendre polynomials or the spherical harmonics is needed. Here we discuss such representations.

## Representation in Region $-1 \leqslant \mu \leqslant 1$

This region is encountered in the problems of the full sphere; we consider the following two cases:
The Representation of $F(\mu)$. When temperature depends on $\mu$ but it is azimuthally symmetric. the representation of an arbitrary function $F(\mu)$ defined in the interval $-1 \leqslant \mu \leqslant 1$ is needed in terms of the Legendre polynomials $P_{n}(\mu), n=0,1,2, \ldots$ in the form

$$
\begin{equation*}
F(\mu)=\sum_{n=0}^{\infty} c_{n} P_{n}(\mu) \quad \text { in } \quad-1 \leqslant \mu \leqslant 1 \tag{4-33}
\end{equation*}
$$

To determine the coeflicients $c_{n}$ we utilize the orthogonality of the Legendre polynomials given by equation (4-26). If it is assumed that the series on the right of equation (4-33) can be integrated term by term over the range $-1 \leqslant \mu \leqslant 1$, we operate on both sides of equation (4-33) by the operator $\int_{-1}^{1} P_{n^{\prime}}(\mu) d \mu$ and
utilize the above orthogonality relation to obtain

$$
\begin{equation*}
c_{n}=\frac{1}{N(n)} \int_{-1}^{1} P_{n}(\mu) F(\mu) d \mu \tag{4-34}
\end{equation*}
$$

The substitution of equation (4-34) into (4-33) yields

$$
\begin{equation*}
F(\mu)=\sum_{n=0}^{n} N(n) \quad P_{n}(\mu) \int_{-1}^{1} P_{n}\left(\mu^{\prime}\right) F\left(\mu^{\prime}\right) d \mu^{\prime} \quad \text { in } \quad-1 \leqslant \mu \leqslant 1 \tag{4-35}
\end{equation*}
$$

where

$$
\begin{equation*}
N(n)=\frac{2}{2 n+1}, \quad n=0,1,2,3 \ldots \tag{4-36}
\end{equation*}
$$

The Representation of $F(\mu, \phi)$. The representation of this type is generally needed in the problems of full sphere when the temperature is a function of both $\mu$ and $\phi$ variables. Consider a function $F(\mu, \phi)$ defined in the interval $-1 \leqslant \mu \leqslant 1,0 \leqslant$ $\phi \leqslant 2 \pi$ to be represented in terms of the elementary solutions

$$
P_{n}^{m}(\mu) \quad \text { and } \quad(A \cos m \phi+B \sin m \phi)
$$

where $m, n$ are positive integers, zero being included, wilh $m \leqslant n$, in the form

$$
\begin{equation*}
F(\mu, \phi)=\sum_{n=0}^{\infty}\left[A_{n} P_{n}(\mu)+\sum_{m=1}^{n}\left(A_{n m} \cos m \phi+B_{n m} \sin m \phi\right) P_{n}^{m}(\mu)\right] \tag{4-37}
\end{equation*}
$$

or

$$
F(\mu, \phi)=\sum_{n=0}^{\infty} \sum_{m=0}^{n}\left(A_{n m} \cos m \phi+B_{n m} \sin m \phi\right) P_{n}^{m}(\mu)
$$

$$
\text { in } \quad-1 \leqslant \mu \leqslant 1, \quad 0 \leqslant \phi \leqslant 2 \pi
$$

where

$$
n, m=0,1,2, \ldots \quad \text { and } \quad m \leqslant n
$$

To delermine the coeflicients $A_{n m}$ and $B_{n m}$ we utilize the orthogonality of the associated Legendre functions $P_{n}^{m}(\mu)$ in the interval $-1 \leqslant \mu \leqslant 1$ given by equation (4-28).

To determine the coefficients $B_{m m}$ we operate on both sides of equation (4-38) successively by the operators

$$
\int_{0}^{2 \pi} \sin m^{\prime} \phi d \phi \quad \text { and } \quad \int_{-1}^{1} P_{m^{m}}^{m}(\mu) d \mu
$$

and utilize the orthogonality properties of trigonometric functions to obtain

$$
\begin{equation*}
B_{n m}=\frac{1}{\pi N(m, n)} \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} \sin m \phi^{\prime} P_{n}^{m}\left(\mu^{\prime}\right) F\left(\mu^{\prime}, \phi^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \tag{4-39}
\end{equation*}
$$

where

$$
N(m, n)=\int_{-1}^{1}\left[P_{n}^{m}(\mu)\right]^{2} d \mu=\begin{gather*}
2(n+m)!  \tag{4-40}\\
2 n+1(n-m)!
\end{gather*}, \quad m \leqslant n
$$

To determine the coefficients $A_{n m}$ we operate on both sides of equation (4-38) successively by the operators

$$
\int_{0}^{2 \pi} \cos m^{\prime} \phi d \phi \quad \text { and } \quad \int_{-1}^{1} P_{n}^{m}(\mu) d \mu
$$

and utilize the orthogonality properties of trigonometric functions to obtain

$$
\begin{equation*}
A_{n m}=\frac{1}{\pi N(m, n)} \int_{\psi^{\prime}-n}^{2 \pi} \int_{n^{\prime}-1.1}^{1} \cos m \phi^{\prime} P_{n}^{m}\left(\mu^{\prime}\right) F\left(\mu^{\prime}, \phi^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \tag{4-41}
\end{equation*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$ and $N(m, n)$ is given by equation (4-40).
When the coeflicients $A_{n m}$ and $B_{n m}$ as determined above are introduced into equation (4-38) and the trigonometric terms are combined as

$$
\begin{equation*}
\cos m \phi \cos m \phi^{\prime}+\sin m \phi \sin m \phi^{\prime}=\cos m\left(\phi-\phi^{\prime}\right) \tag{4-42}
\end{equation*}
$$

the representation (4-38) becomes

$$
\begin{equation*}
F(\mu, \phi)=\frac{1}{\pi} \sum_{n=0}^{x} \sum_{m=0}^{n} \underset{\sim}{\underset{N}{N}(m, n)} \underset{n}{m}(\mu) \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} F\left(\mu^{\prime}, \phi^{\prime}\right) P_{n}^{m^{\prime}}\left(\mu^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \tag{4-43}
\end{equation*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$. By comparing equations (4-38) and (4-43) we write

$$
\begin{align*}
& {\left[A_{n m} \cos m \phi+B_{m m} \sin m \phi\right]} \\
& \quad \equiv \frac{1}{\pi N(m, n)} \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} \dot{ } F\left(\mu^{\prime}, \phi^{\prime}\right) P_{n}^{m}\left(\mu^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \tag{4-44}
\end{align*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$.

Equation (4-43) is now written more explicitly in the form

$$
\begin{align*}
F(\mu, \phi)= & \frac{1}{4 \pi} \sum_{n=0}^{\alpha}(2 n+1) P_{n}(\mu) \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} F\left(\mu^{\prime}, \phi^{\prime}\right) P_{n}\left(\mu^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \\
& +\sum_{2 \pi}^{1} \sum_{n^{\prime}}^{\alpha} \sum_{1, \mu 1}^{n}(2 n+1) \frac{(n-m)!}{(n+m)!} P_{n}^{n n}(\mu) \\
& \cdot \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} F\left(\mu^{\prime}, \phi^{\prime}\right) P_{n}^{m}\left(\mu^{\prime}\right) \cos \left[m\left(\phi-\phi^{\prime}\right)\right] d \mu^{\prime} d \phi^{\prime}  \tag{4-45}\\
& \text { in }-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi
\end{align*}
$$

This representation is valid for all values of $\mu$ and $\phi$ in the range $-1 \leqslant \mu \leqslant 1$, $0 \leqslant \phi \leqslant 2 \pi$. provided that the function $F(\mu, \phi)$ satisfies the conditions that would have to be satisfied if it were to be developed into a Fourier's series.

## Representation in Region $0 \leqslant \mu \leqslant 1$

This region is encountered in the problems of the hemisphere as illustrated in Fig. 4-3. When temperature is azimuthally symmetric but depends on the $\mu$. variable among other variables, it may be necessary to represent an arbitrary function $F(\mu)$ defined in the interval $0 \leqslant \mu \leqslant 1$ in terms of the $P_{n}(\mu)$ functions in the form

$$
\begin{equation*}
F(\mu)=\sum_{n} c_{n} P_{n}(\mu) \quad \text { in } \quad 0<\mu \leqslant 1 \tag{4-46}
\end{equation*}
$$

Here, the values of $n$ should be so chosen that the boundary condition at $\mu=0$ is satisfied. We consider this expansion for the following two different boundary conditions at $\mu=0$, the base of the hemisphere.

1. For a boundary condition of the first kind at $\mu=0$ we have

$$
\begin{equation*}
P_{n}(\mu)=0 \quad \text { at } \quad \mu=0 \tag{4-47}
\end{equation*}
$$



Fig. 4-3 Coordinates for a hemisphere.

This requirement is satisfied if $P_{n}(\mu)$ is chosen as the Legendre polynomials with $n$ being odd positive integer (i.e., $n=1,3,5 \ldots$ ). This is apparent from the definition of Legendre polynomials given by equation (4-19).
2. For a boundary condition of the second kind at $\mu=0$ we have

$$
\begin{equation*}
\frac{d P_{n}(\mu)}{d \mu}=0 \quad \text { at } \quad \mu=0 \tag{4-48}
\end{equation*}
$$

This requirement is satisfied if $P_{n}(\mu)$ is chosen as the Legendre polynomial with $n$ being even positive integers, zero being included (i.e., $n=0,2,4,6 \ldots$ ). This is apparent from the definition of the Legendre polynomials given by equation (4-19).

To determine the coeflicients $c_{n}$ in equation (4-46), we utilize the orthogonality of Legendre polynomials in the interval $0 \leqslant \mu \leqslant 1$ given by equation (4-31).

The coefficients $c_{n}$ are now determined by operating on both sides of equation (4-46) by the opecatol $\int_{0}^{1} \Gamma_{n^{\prime}}(\mu) d \mu$ and utilizing the orthagonality relationa. We find

$$
\begin{equation*}
c_{n}=\frac{1}{N(n)} \int_{0}^{1} F\left(\mu^{\prime}\right) P_{n}\left(\mu^{\prime}\right) d \mu^{\prime} \tag{4-49}
\end{equation*}
$$

where

$$
\begin{equation*}
N(n) \equiv \int_{0}^{1}\left[P_{n}(\mu)\right]^{2} d \mu=\frac{1}{2 n+1} \tag{4-50}
\end{equation*}
$$

and the values of $n$ are chosen as

$$
\begin{aligned}
& n=1,3,5 \ldots \text { for boundary condition of the first kind at } \mu=0 \\
& n=0,2,4 \ldots \text { or boundary condition of the second kind at } \mu=0
\end{aligned}
$$

Introducing the coefficients $c_{n}$ into equation (4-46), the representation of $F(\mu)$ becomes

$$
\begin{equation*}
F(\mu)=\sum_{n}(2 n+1) P_{n}(\mu) \int_{\mu=0}^{1} F\left(\mu^{\prime}\right) P_{n}\left(\mu^{\prime}\right) d \mu^{\prime} \quad \text { in } \quad 0<\mu \leqslant 1 \tag{4-51}
\end{equation*}
$$

where the values of $n$ depend on the type of the boundary condition at the surface $\mu=0$ as follows:

1. When the boundary condition at $\mu=0$ is of the first kind, take $n=$ $1,3,5,7, \ldots$, that is, odd positive integers.
2. When the boundary condition at $\mu=0$ is of the second kind, take $n=$ $0,2,4,6, \ldots$, that is, even pasitive integers, zero being included.

## 4-5 PROBLEMS IN $(r, t)$ VARIABLES

The heat conduction problem for a sphere involving $(r, t)$ variables can be transformed into a problem of a slab or a semiinfinite medium by the transformation of the dependent variable as in equation ( $4-16 \mathrm{c}$ ). Then, the resulting problem can be solved readily by the techniques described in Chapter 2 .

## Solid Sphere $0 \leqslant r \leqslant b$

Consider the heat conduction problem in a solid sphere $0 \leqslant r \leqslant b$, with heat generation and subject to nonhomogeneous boundary condition of the third kind at the boundary surface $r=b$ as illustrated in Fig. 4-4. The mathematical formulation of the problem is given as

$$
\begin{array}{llll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)+\frac{i}{k} g(r)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
\frac{\partial T}{\partial r}+H T=f & \text { at } & r=b, & t>0 \\
T=F(r) & \text { for } & t=0, & \text { in } 0 \leqslant \tag{4-54}
\end{array}
$$

A new dependent variable $U(r, t)$ is defined as

$$
\begin{equation*}
U(r, t)=r T(r, t) \tag{4-55}
\end{equation*}
$$

Then the problem is transformed to

$$
\begin{array}{lll}
\frac{\partial^{2} U}{\partial r^{2}}+\frac{r g(r)}{k}=\frac{1}{\alpha} \frac{\partial U}{\partial t} & \text { in } & 0<r<b, \quad t>0 \\
U=0 & \text { at } & r=0, \tag{4-57}
\end{array} t>0
$$

$$
\begin{array}{lll}
\frac{\partial U}{\partial r}+\left(H-\frac{1}{b}\right) U=b f & \text { at } \quad r=b, & t>0 \\
U=r F(r) & \text { for } \quad t=0, & \text { in } 0 \leqslant r \leqslant b \tag{4-59}
\end{array}
$$

This is a problem of heat conduction in a slab $0 \leqslant r \leqslant b$, which can readily be solved by the application of the techniques described in Chapter 2 . We now illustrate the application with the examples given below.

## Example 4-1

A solid sphere of radius $r=b$ is initially at temperature $F(r)$ and for times $t>0$ the boundary surface at $r=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere for times $t>0$.

Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
\frac{\partial T}{\partial r}+H T=0 & \text { at } & r=b, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, & \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

When this problem is transformed by the transformation $U(r, t)=r T(r, t)$, the transformed system becomes

$$
\begin{array}{lll}
\frac{\partial^{2} U}{\partial r^{2}}=\frac{1 \partial U}{\alpha} \frac{\text { in }}{\partial t} & 0<r<b, & t>0 \\
U=0 & \text { at } & r=0, \quad t>0 \\
\frac{\partial U}{\partial r}+\left(H-\frac{1}{b}\right) U=0 & \text { at } & r=b, \quad t>0 \\
U=r F(r) & \text { for } & t=0,
\end{array}
$$

This is a homogeneous heat conduction problem for a slab $0 \leqslant r \leqslant b$; its solution for $U(r, t)$ is readily obtainable by the approach described in Chapter 2. After the transformation of the solution for $U(r, t)$ to $T(r, t)$ we obtain

$$
\begin{equation*}
T(r, t)=\frac{2}{r} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{\beta_{m}^{2}+K^{2}}{b\left(\beta_{m}^{2}+K^{2}\right)+K} \sin \beta_{m} r \int_{r^{\prime}=0}^{b} r^{\prime} F\left(r^{\prime}\right) \sin \beta_{m} r^{\prime} d r^{\prime} \tag{4-64}
\end{equation*}
$$

where

$$
\begin{equation*}
K \cong H-\frac{1}{b} \tag{4-65}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} h \cot \beta_{m} h+b K=0 \tag{4-66}
\end{equation*}
$$

The roots of this transeendental equation are real if $b K>-1$. (see Appendix II, the table for the roots of $\xi \cot \xi+c=0$ ). When the value of $K$ as defined above is introduced into this inequality we find $(b H-1)>-1$, which implies that $H>0$. This result is consistent with the requirement on the physical grounds that in the original sphere problem we should have $H>0$. Therefore, in the pseudoproblem the coefficient ( $\mathrm{Hb}-1$ ) may be negative, but the quantity $H b$ is always positive.

## Insulated Boundary

When the boundary at $r=b$ is insulated, we have $H=0$. For this special case $\beta_{0}=0$ is also an eigenvalue. Then the term

$$
\stackrel{3}{b^{3}} \int_{0}^{b} r^{2} F(r) d r
$$

resulting from the eigenvalue $\beta_{0}=0$ should be added on the right-hand side of equation (4-64). This term implies that, after the transients have passed, the steady-state temperature in the medium is the mean of the initial temperature distribution $F(r)$ over the volume of the insulated sphere (see note 1 at end of chapter for further discussion of this matter)


Fig. 4-5 Boundary conditions for a hollow sphere.

## Hollow Sphere $a \leqslant r \leqslant b$

We now consider the problem of heat conduction in a hollow sphere $a \leqslant r \leqslant b$, with heat generation and subject to nonhomogeneous boundary conditions of the third kind at $r=a$ and $r=b$ as illustrated in Fig. 4-5. The mathematical formulation of the problem is given as

$$
\begin{array}{lll}
1 \frac{\partial^{2}}{r} \ddot{\partial r}^{2} \\
r & (r T)+\frac{1}{k} \partial(r)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \\
-\frac{\partial T}{\partial r}+H_{1} T=f_{1} & \text { at } & r=a, \quad t>0 \\
\frac{\partial T}{\partial r}+H_{2} T=f_{2} & \text { at } & r=b, \quad t>0  \tag{4-67d}\\
T-F(r) & \text { for } & t=0, \quad \text { in } a \leqslant r \leqslant b
\end{array}
$$

A new dependent variable is now defined as

$$
\begin{equation*}
U(r, t)=r T(r, t) \tag{4-68}
\end{equation*}
$$

Then equations (4-67) are transformed into

$$
\begin{array}{lll}
\frac{\partial^{2} U}{\partial r^{2}}+\frac{r g(r)}{k}=\frac{1}{\alpha} \frac{\partial U}{\partial t} & \text { in } & a<r<b, \quad t>0 \\
-\frac{\partial U}{\partial r}+\left(H_{1}+\frac{1}{a}\right) U=a f_{1} & \text { at } & r=a, \\
\frac{\partial U}{\partial r}+\left(H_{2}-\frac{1}{b}\right) U=b f_{2} & \text { at } & r=b, \\
U=r F(r) & \text { for } & t=0, \tag{4-69~d}
\end{array}
$$

If a shift in the space coordinate is introduced as

$$
\begin{equation*}
x=r-a \tag{4-70}
\end{equation*}
$$

the system (4-69) becomes

$$
\begin{align*}
& \frac{\partial^{2} U}{\partial x^{2}}+\frac{(a+x) g(x+a)}{k}=\frac{1}{\alpha} \frac{\partial U}{\partial t} \quad \text { in } \quad 0<x<L, \quad t>0  \tag{a}\\
& -\frac{\partial U}{\partial x}+K_{1} U=a f_{1}  \tag{4-71b}\\
& \text { at } \quad x=0, \quad t>0
\end{align*}
$$

$$
\begin{array}{lll}
\frac{\partial U}{\partial x}+K_{2} U=b f_{2} & \text { at } & x=L, \tag{4-71c}
\end{array} \quad t>0,(4-71 \mathrm{c}) ~ 子 ~ f o r ~ t=0, ~ i n ~ 0 \leqslant x \leqslant L(4-71 \mathrm{~d})
$$

where

$$
\begin{equation*}
K_{1}=H_{1}+\frac{1}{a}, \quad K_{2}=H_{2}-\frac{1}{b}, \quad \text { and } \quad L=b-a \tag{4-72}
\end{equation*}
$$

which is a problem of heat conduction for a slab, $0 \leqslant x \leqslant L$, and can be solved by the techniques described in Chapter 2. We illustrate the application with examples given below.

## Example 4-2

A hollow sphere $a \leqslant r \leqslant b$ is initially at a temperature $F(r)$, for times $t>0$ heat is dissipated by convection from the boundaries at $r=a$ and $r=b$ into an environment at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere for times $t>0$.

Solution. This problem is a special case of the problem (4-67) with $g(r)=0$ and $f_{1}=f_{2}=0$. Therefore the governing probtcm is obtained from equations (4-67) by setting

$$
\begin{equation*}
g(r)=0, \quad f_{1}=0, \quad \text { and } \quad f_{2}=0 \tag{4-73}
\end{equation*}
$$

Then the transformation of the resulting problem by the transformations

$$
\begin{equation*}
U(r, t)=r T(r, t) \quad \text { and } \quad x=r-a \tag{4-74}
\end{equation*}
$$

leads to a system similar to (4-71), with $g=0, f_{1}=0$, and $f_{2}=0$, which is a homogeneous heat conduction problem for a slab and can readily be solved by the method described in Chapter 2 . When the solution for $U(x, i)$ is obtained and transformed back to $T(r, t)$ by the transformations (4-70) and (4-68), the solution for the considered sphere problem becomes

$$
\begin{equation*}
T(r, t)=\frac{1}{r} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} t} \frac{1}{N\left(\beta_{m}\right)} R\left(\beta_{m}, r\right) \int_{r^{\prime}=a}^{b} r^{\prime} F\left(r^{\prime}\right) R\left(\beta_{m}, r^{\prime}\right) d r^{\prime} \tag{4-75}
\end{equation*}
$$

where the $R\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ values are obtained from Table 2-2, case 1, as

$$
\begin{gather*}
R\left(\beta_{m}, r\right)=\beta_{m} \cos \beta_{m}(r-a)+K_{1} \sin \beta_{m}(r-a)  \tag{4-76a}\\
\frac{1}{N\left(\beta_{m}\right)}=\frac{2}{\left(\beta_{m}^{2}+K_{1}^{2}\right)\left[(b-a)+K_{2} /\left(\beta_{m}^{2}+K_{2}^{2}\right)\right]+K_{1}} \tag{4-76b}
\end{gather*}
$$

where

$$
\begin{equation*}
K_{1}=H_{1}+\frac{1}{a}, \quad K_{2}=H_{2}-\frac{1}{b} \tag{4-76c}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\tan \beta_{m 1}(b-a)=\frac{\beta_{m}\left(K_{1}+K_{2}\right)}{\beta_{m}^{2}-K_{1} K_{2}} \tag{4-76d}
\end{equation*}
$$

## Insulated Boundaries

When both boundaries at $r=a$ and $r=b$ are insulated, we have $H_{1}=H_{2}=0$. For this special case $\beta_{0}=0$ is also an eigenvalue. Then the term

$$
\frac{3}{b^{3}-a^{3}} \int_{a}^{b} r^{2} F(r) d r
$$

resulting from the zero eigenvalue should be added on the right-hand side of equation (4-75). This term implies that, after the transients have passed, the steady-state temperature in the medium is the mean of the initial temperature distribution $F(r)$ over the volume of the insulated sphere.

## Example 4-3

A hollow sphere, $a \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$, the boundaries at $r=a$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere for times $t>0$.
Solution. The mathematical formulation of the problem is given as

| $\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $a<r<b$, |
| :--- | :--- | :--- |
| $T=0$ | al $\quad r=a$ and $r=b$, | $t>0$ |
| $T=F(r)$ | for $\quad t=0$, | in $a \leqslant r \leqslant b \quad(4-77 \mathrm{a})$ |
|  |  |  |

This system is now transformed successively by the application of the transformations

$$
\begin{equation*}
U(r, t)=r T(r, t) \quad \text { and } \quad x=r-a \tag{4-78}
\end{equation*}
$$

We obtain
$\frac{\partial^{2} U}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial U}{\partial t}$
in $0<x<(b-a)$,
$t>0$
$U=0$
at $\quad x=0$ and $x=b-a, t>0$

This equation for $U(x, t)$ is readily solved as described in Chapter 2 and after This equation for $U(x, t)$ is readily solved as described in Chapter
the transformation to $T(r, t)$ according to equation (4-78) we find

$$
\begin{equation*}
T(r, t)=\frac{2}{r^{\prime}(b-a)} \sum_{m=1}^{\infty} e^{-a \beta_{m^{2}}^{2} t} \sin \beta_{m}(r-a) \int_{r^{\prime}=a}^{b} r^{\prime} F\left(r^{\prime}\right) \sin \beta_{m}\left(r^{\prime}-a\right) d r^{\prime} \tag{4-80a}
\end{equation*}
$$

where the $\beta_{m}$ values are the roots of

$$
\begin{equation*}
\sin \beta_{m}(b-a)=0 \tag{4-80b}
\end{equation*}
$$

or

$$
\beta_{m}=\frac{m \pi}{b-a}, \quad m=1,2,3 \ldots
$$

## 4-6 HOMOGENEOUS PROBLEMS IN $(r, \mu, t)$ VARIABLES

In this section we illustrate with examples the application of the method of the separation of variables to the solution of homogeneous heat conduction problems involving ( $r, \mu, i$ ) variables, for example, $T \equiv T(r, \mu, t)$.

## Problem of a Full Sphere

## Example 4-4

Obtain an expression for the temperature distribution $T(r, \mu, t)$ in a solid sphere, $-1 \leqslant \mu \leqslant 1,0 \leqslant r \leqslant b$, which is initially at a temperature $F(r, \mu)$ and for times $t>0$ boundary surface at $r=b$ is kept at zero temperature
. Solution. The mathematical formulation of this problem is given as

$$
\begin{align*}
& \frac{\lambda^{2} T}{\partial r^{2}}+\frac{2}{2} \frac{\lambda T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{i T}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\lambda T}{\partial t} \\
& \quad \text { in } \quad 0 \leqslant r<b, \quad-1 \leqslant \mu \leqslant 1, \quad t>0  \tag{4-81a}\\
& T=0 \quad \text { at } \quad r=b, \text { for } \quad t>0  \tag{4-81b}\\
& T=F(r, \mu) \quad \text { for } \quad t=0, \text { in the sphere }
\end{align*}
$$

Defining a new dependent variable $V(r, \mu, t)$ as

$$
\begin{equation*}
V=r^{1 / 2} T \tag{4-82}
\end{equation*}
$$

the problem (4-81) is transformed into [see equation (4-9)]

$$
\begin{align*}
& \frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\partial V}{\partial t} \\
& \qquad \quad \text { in } \quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1, \quad t>0  \tag{4-83a}\\
& V=0 \quad \text { at } \quad r=b, \quad t>0  \tag{4-83b}\\
& V=r^{1 / 2} F(r, \mu) \quad \text { for } \quad t=0, \text { in the sphere }
\end{align*}
$$

The elementary solutions of equation (4-83a) are given by equations (4-11). The solutions $Q_{n}(\mu)$ become infinite at $\mu= \pm 1$ and $Y_{n+1 / 2}(\lambda r)\left[\right.$ or $\left.J_{-n-1 / 2}(\lambda r)\right]$ become infinite at $r=0$; therefore they are inadmissible as solutions on the physical grounds. Then, the elementary solutions that are admissible for this problem include

$$
e^{-a \lambda^{2} t}, \quad J_{n+1 / 2}(\lambda r), \quad \text { and } \quad P_{n}(\mu)
$$

where $P_{n}(\mu)$ is the Legendre polynomial as defined by equation (4-19) with $n=0,1,2,3, \ldots$. The complete solution for $V(r, \mu, t)$ is constructed as

$$
\begin{equation*}
V(r, \mu, t)=\sum_{n=0}^{\infty} \sum_{p=1}^{\infty} c_{n p} e^{-\alpha \lambda_{n p^{\prime}}^{2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)} \tag{4-84}
\end{equation*}
$$

where the coefficients $c_{n p}$ and the eigenvalues $\lambda_{n p}$ are to be so determined that the boundary condition (4-83b) and the initial condition (4-83c) are satislied. If the $\lambda_{n p}$ values are taken as the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-85}
\end{equation*}
$$

the boundary condition at $r=b$ is satisfied. The application of the intitat condition (4-83c) gives

$$
r^{1 / 2} F(r, \mu)=\sum_{n=0}^{\infty} \sum_{p=1}^{\infty} c_{n p} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) \quad \text { in } \quad 0 \leqslant r<b, \quad-1 \leqslant \mu \leqslant 1
$$

To determine the coeflicients $c_{n p}$ we operate on both sides of equation (4-86)
successively by the operators

$$
\int_{-1}^{1} P_{n} \cdot(\mu) d \mu \text { and } \quad \int_{0}^{b} r J_{n+1 / 2}\left(\lambda_{n p} \cdot r\right) d r
$$

and utilize the orthogonality relations (4-26) for the Legendre polynomials and (3-19) for the Bessel functions. We obtain

$$
\begin{equation*}
c_{n p}=\frac{1}{N(n) N\left(\lambda_{n p}\right)} \int_{r=0}^{b} \int_{\mu=-1}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) F(r, \mu) d \mu d r \tag{4-87a}
\end{equation*}
$$

where the norms are defined as

$$
\begin{equation*}
\dot{N}(n) \equiv \int_{-1}^{1}\left[P_{n}(\mu)\right]^{2} d \mu \quad \text { and } \quad N\left(\lambda_{n p}\right) \equiv \int_{0}^{b} r J_{n+1 / 2}^{2}\left(\lambda_{n p} r\right) d r \tag{4-87b}
\end{equation*}
$$

The coeflicient $c_{n p}$ as given above is introduced into equation (4-84) and the rosulting expression is tansformed to $T(r, \mu, t)$ by the transformation (4-82). We find

$$
\begin{aligned}
T(r, \mu, t)= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-\alpha \lambda_{n p}^{2} p^{\prime} r^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)} \\
& \cdot \int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime}
\end{aligned}
$$

where the $\lambda_{n p}$ values are the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-89a}
\end{equation*}
$$

the norm $N(n)$ is obtained from equation (4-27) as

$$
\begin{equation*}
N(n)=\frac{2}{2 n+1} \tag{4-89b}
\end{equation*}
$$

and the norm $N\left(\lambda_{n p}\right)$ is obtained from equations (25) of Appendix IV by utilizing the condition (4-89a) as
$N\left(\lambda_{n!}\right)=-b_{2}^{2} J_{n \cdot!/ 2}\left(\lambda_{n p} b\right) \cdot J_{n+3 / 2}\left(\lambda_{n p} b\right)$

## if equation (25a) of Appendix IV is used

(4-89c)
$=\frac{b^{2}}{2}\left[J_{n+1 / 2}^{\prime}\left(\lambda_{n p} b\right)\right]^{2}$
i「 equation (25b) of
Appendix IV is used
(4-89d)
and the $n$ values are positive integers, zero being included.

We note that the eigenfunctions $J_{n+12}\left(\lambda_{n p} r\right)$, the norm $N\left(\lambda_{n p}\right)$ given by equation (4-89d), and the expression (4-89a) for the eigenvalues $\lambda_{n p}$ are the same as those obtainable from Table 3-1, case 3, with $v=n+\frac{1}{2}$. Therefore, Tables 3-1 and 3-3 are useful for the determination of the eigenvalues, the eigenfunctions, and the norms associated with the $r$ variable in the solution of equation (4-83a) for a solid and hollow sphere, respectively.

## Problem of a Hemisphere

## Example 4-5

Obtain an expression for the temperature distribution $T(r, \mu, t)$ in a solid hemisphere, $0 \leqslant \mu \leqslant 1,0 \leqslant r \leqslant b$, which is initially at a temperature $F(r, \mu)$ and for times $t>0$ the boundary surfaces at $r=b$ and $\mu=0$ are kept at zero temperature as illustrated in Fig. 4-6.

Solution. The mathematical formulation of this problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\partial T}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad 0<\mu \leqslant 1, \text { for } t>0  \tag{4-90a}\\
& T=0 \quad \text { at } \quad r=b \text { and } \mu=0, \text { for } t>0  \tag{4-90b}\\
& T=F(r, \mu) \quad \text { for } \quad t=0, \text { in the hemisphere } \tag{4-90c}
\end{align*}
$$

A new variable $V(r, \mu, t)$ is defined as

$$
\begin{equation*}
V=r^{1 / 2} T \tag{4-91}
\end{equation*}
$$

Then, the problem (4-90) is transformed into

$$
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4 r^{2}}+\frac{V}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\partial V}{\partial t}
$$

in $\quad 0 \leqslant r<b, \quad 0<\mu \leqslant 1$, for $1>0(4-92 i 1)$


Fig. 4-6 Boundary and initial conditions for a hemisphere in Example 4-5.

$$
\begin{array}{lll}
V=0 & \text { at } \quad r=b \text { and } \mu=0, \text { for } t>0  \tag{4-92b}\\
V=r^{1 / 2} F(r, \mu) & \text { for } & t=0, \text { in the hemisphere }
\end{array}
$$

The elementary solutions of equation (4-92a) that are admissible for this problem are

$$
e^{\cdots \times \lambda, 4}, \quad J_{n+1 / 2}(\lambda r), \quad \text { and } \quad P_{n}(\mu)
$$

where $P_{n}(\mu)$ is the Legendre polynomial as delined by equation (4-19). To satisfy the boundary condition of the-lirst kind at the-surface $-\mu=0$ (i.e., the base of the hemisphere) the degree $n$ should be taken as odd positive integer (i.e., $n=1,3,5, \ldots$ ) for reasons discussed in Section 4-4. Then, the complete solution for $V(r, \mu, t)$ is constructed as

$$
\begin{equation*}
V(r, \mu, t)=\sum_{n=1,3,5 \ldots .}^{\infty} \sum_{p=1}^{\infty} c_{n p} e^{-x \lambda_{n p^{t}} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)} \tag{4-94}
\end{equation*}
$$

which satislies the boundary condition at $\mu=0$. It will also satisfy the boundary condition' at $r=b$ if the $\lambda_{n p}$ values are taken as the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-95}
\end{equation*}
$$

The application of the initial condition (4-92c) to the solution (4-94) gives

$$
\begin{equation*}
r^{1 / 2} F(r, \mu)=\sum_{n=1,3.5 \ldots \ldots}^{\infty} \sum_{r=1}^{\infty} c_{n p} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) \quad \text { in } \quad 0 \leqslant r<b, 0<\mu \leqslant 1 \tag{4-96}
\end{equation*}
$$

To determine the coefficients $c_{n p}$ we operate on both sides of equation (4-96) successively by the operators

$$
\int_{0}^{1} P_{n} \cdot(\mu) d \mu \quad \text { and } \quad \cdot \int_{0}^{b} r J_{n+1 / 2}\left(\lambda_{n p} \cdot r\right) d r
$$

where $n^{\prime}=1,3,5, \ldots$ and utilize the orthogonality relations (4-31) and (3-19). We obtain

$$
\begin{equation*}
c_{n p}=\frac{1}{N(n) N\left(\lambda_{n p}\right)} \int_{r=0}^{b} \int_{\mu=0}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) F(r, \mu) d \mu d r \tag{4-97a}
\end{equation*}
$$

where the norms are defined as

$$
\begin{equation*}
N(n) \equiv \int_{0}^{1}\left[P_{n}(\mu)\right]^{2} d \mu \quad \text { and } \quad N\left(\lambda_{n p}\right)=\int_{0}^{b} r J_{n+1 / 2}^{2}\left(\lambda_{n p} r\right) d r \tag{4-97b}
\end{equation*}
$$

The coefficient $c_{n p}$ as given above is introduced into equation (4-94) and the resulting expression is transformed into $T(r, \mu, t)$ by the transformation (4-91). We obtain
$T(r, \mu, t)=\sum_{n=1,3.5 \ldots .}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-\alpha \lambda_{n p}^{2} r^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)}$

$$
\begin{equation*}
\cdot \int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=0}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime} \tag{4-98}
\end{equation*}
$$

where the eigenvalues $\lambda_{n p}$ are the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-99a}
\end{equation*}
$$

$N(n)$ is determined from equation (4-31) as

$$
\begin{equation*}
N(n)-\frac{1}{2 n+1} \tag{4-99h}
\end{equation*}
$$

and $N\left(\lambda_{n p}\right)$ is obtained by using equation (25a) of Appendix IV and by utilizing the result (4-99a)

$$
\begin{equation*}
N\left(\lambda_{n p}\right)=-b_{2}^{2} J_{n-1 / 2}\left(\lambda_{n p} b\right) J_{n+3 / 2}\left(\lambda_{n p} b\right) \tag{4-99c}
\end{equation*}
$$

and the $n$ values are odd positive integers, that is, $n=1,3,5, \ldots$.

## Example 4-6

Obtain an expression for the temperature distribution $T(r, \mu, t)$ in a hemisphere, $0 \leqslant \mu \leqslant 1,0 \leqslant r \leqslant b$, which is initially at temperature $F(r, \mu)$ and for times $t>0$ the boundary surface at $r=b$ is kept insulated and the boundary surface at $\mu=0$ (i.e., the base of the sphere) is kept at zero temperature as illustrated in Fig. 4-7.


Fig. 4-7 Boundary and initial conditions for a hemisphere in Example 4-6.

Solution. This problem is similar to the one considered in Example 4-5 except the boundary surlace at $r=b$ is now insulated. The differential equation is the same as that equation (4-90a); therefore we give only the boundary and initial conditions

| $T=0$ | at | $\mu=0$ (the base), | $t>0$ | (4-100a) |
| :---: | :---: | :---: | :---: | :---: |
| $\partial r=0$ | at | $r=b$ (spherical surface), | $1>0$ | (4-100b) |
| $T=F(r, \mu)$ | for | $t=0$, | in the | (4-100c) |

If this problem is transformed with the transformation (4-91), the differential equation is transformed to that given by equation (4-92a) and the boundary and initial conditions (4-99) are transformed into

| $V=0$ | at | $\mu=0$ (the base), $\quad t>0$ | $(4-101 \mathrm{a})$ |
| :--- | :--- | :--- | :--- |
| $\frac{\partial V}{\partial r}-\frac{1}{2 b} V=0$ | $r=b$, | $t>0$ |  |
| $V=r^{1 / 2} F(r, \mu)$ | for $\quad t=0$, | in the hemisphere | $(4-101 \mathrm{l})$ |

The elementary solutions of this problem are the same as those given by equation (4-93) and the complete solution for $V(r, \mu, t)$ is constructed as

$$
\begin{equation*}
V(r, \mu, t)=\sum_{n=1,3,5, \ldots, p=1}^{\infty} \sum_{p p}^{\infty} c^{-\alpha \lambda_{n p}^{2}\left(J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)\right.} \tag{4-102}
\end{equation*}
$$

If the eigenvalues $\lambda_{n p}$ are taken as the positive roots of

$$
\begin{equation*}
\frac{d}{d r} J_{n+1 / 2}\left(\lambda_{n p} b\right)-\frac{1}{2 b} J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-103a}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda_{n!}, J_{n+1 / 2}^{\prime}\left(\lambda_{n p} h\right)-\frac{1}{2 b} J_{n+1 / 2}\left(\lambda_{m}, h\right)=0 \tag{4-1036}
\end{equation*}
$$

the boundary condition (4-101b) at $r=b$ is satisfied. The application of the initial condition (4-I01c) to equation (4-102) gives

$$
\begin{equation*}
r^{1 / 2} F(r, \mu)=\sum_{n=1,3,5, \ldots, p=1}^{\infty} \sum_{p=1}^{\infty} c_{n p} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) \tag{4-104}
\end{equation*}
$$

To determine the coeflicients $c_{n p}$ we operate on both sides of this equation successively by the operators

$$
\int_{0}^{1} P_{n} \cdot(\mu) d \mu \quad \text { and } \quad \int_{0}^{b} r J_{n+1 / 2}\left(\lambda_{n p} \cdot r\right) d r
$$

where $n^{\prime}=1,3,5, \ldots$ and utilize the orthogonality relations (4-30), (4-31) and (3-19). We obtain

$$
\begin{equation*}
c_{n p}=\frac{1}{N(n) N\left(\lambda_{n p}\right)} \int_{r=0}^{\dot{\vdots}} \int_{\mu=0}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) F(r, \mu) d \mu d r \tag{4-105a}
\end{equation*}
$$

where

$$
\begin{equation*}
N(n) \equiv \int_{0}^{1}\left[P_{n}(\mu)\right]^{2} d \mu \quad \text { and } \quad N\left(\lambda_{n p}\right) \equiv \int_{0}^{b} r J_{n+1 / 2}^{2}\left(\lambda_{n \rho} r\right) d r \tag{4-105b}
\end{equation*}
$$

The coeflicient $c_{n p}$ as given above is introduced into equation (4-102) and the resulting solution is transformed into $T(r, \mu, I)^{\text {-by }}$ the (ransformation $(4=9-1)$. We obtain

$$
\begin{align*}
T(r, \mu, t)= & \sum_{n=1,3,5 \ldots \ldots p=1}^{x} \sum_{p}^{x} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-\alpha \lambda_{n r^{\prime} r^{2}}-1 / 2} J_{n+1 / 2}\left(i_{n r} r\right) P_{n}(\mu) \\
& \cdot \int_{r=0}^{b} \int_{\mu^{\prime}=0}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime} \tag{4-106}
\end{align*}
$$

where the eigenyalues $\lambda_{\pi p}$ are the positive roots of

$$
\begin{equation*}
\lambda_{n p} J_{n+1 / 2}^{\prime}\left(\lambda_{n p} b\right)-\frac{1}{2 b} J_{n+1 / 2}\left(i_{n p} b\right)=0 \tag{4-107a}
\end{equation*}
$$

the norm $N(n)$ is obtained from equation (4-31) as

$$
\begin{equation*}
N(n)=\frac{1}{2 n+1} \tag{4-107b}
\end{equation*}
$$

The norm $N\left(\dot{\lambda}_{n}\right.$, is determined by using equation (25a) of $\Lambda$ ppendix iv as

$$
\begin{equation*}
N\left(\lambda_{n p}\right)=\frac{1}{2} b^{2}\left[J_{n+1 / 2}^{2}\left(\lambda_{n p} b\right)-J_{n-1 / 2}\left(\lambda_{n p} b\right) J_{n+3 / 2}\left(i_{n p} b\right)\right] \tag{4-107c}
\end{equation*}
$$

and the $n$ values are odd positite integers (i.e., $n=1,3,5, \ldots$ ).
We note that the general form of the solution (4-106) is exactly the same as that of equation (4-98) of the previous example except the expressions defining
the eigenvalues $\lambda_{n p}$ and the norm $N\left(\lambda_{n p}\right)$ are different. The eigenfunctions $J_{n+1 / 2}\left(\lambda_{n p} r\right)$, the eigenvalues $\lambda_{n p}$, and the norm $N\left(\lambda_{n p}\right)$ if determined by using equation (25b) of Appendix IV are the same as those obtainable from Table 3-1, case 1 , by setting

$$
!-n+\frac{1}{2}, l l=-\begin{gathered}
1 \\
2 h
\end{gathered} \quad \text { and } \quad \lambda_{n r}=\beta_{m} \text {. }
$$

## All Boundaries Insulated

When all the boundary surfaces of the region are insulated, the analysis is performed in a manner similar to those illustrated above with other boundary conditions; but for this special case $\lambda_{0,0}=0$ is also an eigenvalue. Then the term

$$
\frac{\int_{\text {Region }} F(r, \mu) r^{2} d r d \mu}{\int_{\text {Region }} r^{2} d r d \mu}
$$

that results from the zero eigenvalue should be added to the solution. This term implies that, after the transients have passed, the steady-state temperature in the medium is the mean of the initial distribution $F(r, \mu)$ over the volume of the insulated region.

## 4-7 HOMOGENEOUS PROBLEMS IN $(r, \mu, \phi, t)$ VARIABLES

In this section we illustrate with examples the solution of the homogeneous problems of heat conduction involving ( $r, \mu, \phi, t$ ) variables.

## Example 4-7

A solid sphere of radius $r=b$ is initially at temperature $F(r, \mu, \phi)$. For times $t>0$ the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, \phi, t)$ in the sphere for times $t \geqslant 0$.

Sohution. The mathematical formulation of this problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} T}{\partial \phi^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \\
& \quad \text { in } \quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi \text { for } t>0  \tag{4-108a}\\
& T=0 \quad \text { at } \quad r=b, \text { for } t>0 .
\end{align*}
$$

A new variable $V(r, \mu, \phi, t)$ is defined as

$$
\begin{equation*}
V=r^{1 / 2} T \tag{4-109}
\end{equation*}
$$

The problem (4-108) is transformed into

$$
\begin{align*}
& \text { in } \quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1, \\
& 0 \leqslant \phi \leqslant 2 \pi \text {, for } t>0  \tag{4-110a}\\
& r=b, \text { for } t>0  \tag{4-110b}\\
& t=0 \text {, in the sphere } \tag{4-110c}
\end{align*}
$$

The elementary solution of equation (4-110a) that are admissible on the physical grounds are [see equations (4-8)]

$$
\begin{equation*}
e^{-a \cdot \lambda_{1}}, \quad J_{n+1 / 2}(\lambda r), \quad P_{n}^{m}(\mu), \quad(A \cos m \phi+B \sin m \phi) \tag{4-111}
\end{equation*}
$$

where $P_{n}^{m}(\mu)$ is the associated Legendre function of the first kind defined by equation (4-25), with $n$ and $m$ being positive integers (i.e., $n, m=0,1,2,3, \ldots$ ) and $m \leqslant n$. The choice of $m$ as positive integer satisfies the requirement thai the temperature $T$ (or $V$ ) is periodic with period $2 \pi$ in the interval $0 \leqslant \phi \leqslant 2 \pi$. Then the complete solution for $V(r, \mu, \phi, t)$ is constructed as

$$
\begin{align*}
V(r, \mu, \phi, t)= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \sum_{m=0}^{n} e^{-\alpha \lambda_{n p^{2}}^{2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}^{m}(\mu)} \\
& \cdot\left(A_{m n p} \cos m \phi+B_{m n p} \sin m \phi\right) \tag{4-112}
\end{align*}
$$

This solution satisfies the differential equation (4-110a) and remains bounded in the region $-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi$, and $0 \leqslant r \leqslant b$. If the eigenvalues $\lambda_{n p}$ are chosen as the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-113}
\end{equation*}
$$

it also satisfies the boundary condition at $r=b$. The expansion coeflicients $A_{\text {mnp }}$ and $B_{\text {mnp }}$ are to be determined so that the initial condition for the problem is satisfied. The application of the initial condition ( $4-110 \mathrm{c}$ ) to equation (4-112) gives

$$
\begin{align*}
r^{1 / 2} F(r, \mu, \phi)= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \sum_{m=0}^{n} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}^{m}(\mu)\left(A_{m n p} \cos m \phi+B_{m n r} \sin m \phi\right) \\
& \text { in }-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi, 0 \leqslant r \leqslant b \tag{4-114}
\end{align*}
$$

To determine the expansion coeflicients we operate on both sides of equation (4-114) by the operator

$$
\begin{equation*}
\int_{0}^{b} r J_{n+1 / 2}\left(\lambda_{n p} \cdot r\right) d r \tag{4-115}
\end{equation*}
$$

and utilize the orthogonality relation (3-19). We oblain

$$
\begin{align*}
f(\mu, \phi)= & \sum_{n=0}^{\infty} \sum_{m=0}^{n} P_{n}^{m}(\mu)\left[A_{\pi n p} \cos m \phi+B_{m n p} \sin m \phi\right] N\left(\lambda_{n p}\right) \\
& \text { in }-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi \tag{4-116a}
\end{align*}
$$

where

$$
\begin{gather*}
f(\mu, \phi) \equiv \int_{0}^{b} r^{3 / 2} F(r, \mu, \phi) J_{n+1 / 2}\left(\lambda_{n p} r\right) d r  \tag{4-116b}\\
N\left(\lambda_{n p}\right) \equiv \int_{0}^{b} r J_{n+1 / 2}^{2}\left(\lambda_{n p} r\right) d r=-\frac{b^{2}}{2} J_{n-1 / 2}\left(\lambda_{n p} b\right) J_{n+3 / 2}\left(\lambda_{n p} b\right) \tag{4-116c}
\end{gather*}
$$

Here we utilized equation (25a) of Appendix IV together with equation (4-113) to evaluate the norm $N\left(\lambda_{n p}\right)$.

Equation (4-116a) is a representation of a function $\int(\mu, \phi)$ defined in the interval $-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi$ in terms of $P_{n}^{m}(\mu), \sin m \phi$ and $\cos m \phi$. Such an expansion was considered previously in equation (4-38) and the expansion coefficients were given by equation (4-44). Therefore, the expansion coeflicients in equation (4-116a) are obtained from equation (4-44) as
$N\left(\lambda_{n p}\right)\left[A_{m n p} \cos m \phi+B_{m n} \sin n \phi\right] \equiv \frac{1}{\pi N(m, n)} \int_{\phi^{\prime}=0}^{2 \pi} \int_{p^{\prime}=-1}^{1} f\left(\mu^{\prime}, \phi^{\prime}\right)$

$$
\begin{equation*}
\cdot P_{n}^{m}\left(\mu^{\prime}\right) \cos \left[m\left(\phi-\phi^{\prime}\right)\right] d \mu^{\prime} d \phi^{\prime} \tag{4-117a}
\end{equation*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$, and the norm $N(m, n)$ is as given by equation (4-40):

$$
\begin{equation*}
N(m, n)=\int_{-1}^{1}\left[P_{n}^{m}(\mu)\right]^{2} d \mu=\left(\frac{2}{2 n+1}\right) \frac{(n+m)!}{(n-m)!} \tag{4-117b}
\end{equation*}
$$

The coefficients given by equations (4-117) are introduced into equation (4-112) and the resulting expression is transformed into $T(r, \mu, \phi, t)$ by the transformation
(4-109). We obtain

$$
\begin{align*}
T(r, \mu, \phi, t)= & \frac{1}{\pi} \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \sum_{m=0}^{n} \frac{e^{-a \lambda_{n p}^{2}}}{N(m, n) N\left(\lambda_{n p}\right)} r^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}^{m}(\mu) \\
& \cdot \int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime 3 / 2} J_{n+1 / 2}\left(\lambda_{n p^{\prime}} r^{\prime}\right) P_{n}^{m}\left(\mu^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right) \\
& \cdot F^{\prime}\left(r^{\prime}, \mu^{\prime}, \psi^{\prime}\right) d \psi^{\prime} d \mu^{\prime} d r^{\prime} \tag{4-118}
\end{align*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$, and the eigenvalues $\lambda_{n p}$ are the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{4-119}
\end{equation*}
$$

the norms $N(m, n)$ and $N\left(\lambda_{n p}\right)$ are given by

$$
\begin{align*}
& N(m, n)=\left(\frac{2}{2 n+1}\right) \frac{(n+m)!}{(n-m)!}  \tag{4-120}\\
& N\left(\lambda_{n p}\right)=-\frac{b^{2}}{2} J_{n-1 / 2}\left(\lambda_{n p} b\right) J_{n+3 / 2}\left(\lambda_{n r} r\right) \tag{4-121}
\end{align*}
$$

and $n, m$ are positive integers, zero being included.

## 4-8 MULTIDIMENSIONAL STEADY-STATE PROBLEMS

In this section we illustrate with examples the solution of multidimensional, steady-state heat conduction equation with no heat generation subject to only one nonhomogeneous boundary condition by the method of separation of variables.

## Example 4-8

Determine the steady-state temperature distribution $T(r, \mu, \phi)$ in a solid sphere of radius $r=b$ with its boundary surface at $r=b$ is kept at temperature $f(\mu, \phi)$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{gather*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} T}{\partial \phi^{2}}=0 \\
\text { in } 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi  \tag{4-122a}\\
T=\int(\mu, \phi) \quad \text { at } \quad r=b \tag{4-122b}
\end{gather*}
$$

The elementary solutions of equation (4-122a) are given by equations (4-13d, $\mathrm{e}, \mathrm{f})$. The solutions $r^{-n-1}$ and $Q_{n}^{m}(\mu)$ are to be excluded, because the former becomes infinite at $r=0$ and the latter at $\mu= \pm 1$. Then the solutions that are admissible include

$$
\begin{equation*}
r^{\prime \prime}, \quad P_{n}^{m \prime \prime}(\mu) . \quad \text { and } \quad(A \cos m \phi+B \sin m \phi) \tag{4-123}
\end{equation*}
$$

where $P_{n}^{n}(\mu)$ is the associated Legendre function of the first kind as defined by equation (4-25), with $n$ and $m$ being positive integers (i.e., $n, m=0,1,2 \ldots$ ) and $m \leqslant n$. The choice of $m$ as positive integer satisfies the requirement that the temperature $T$ is periodic with period $2 \pi$ in the region $0 \leqslant \phi \leqslant 2 \pi$. The complete solution for $T(r, \mu, \phi)$ is constructed as

$$
\begin{equation*}
T(r, \mu, \phi)=\sum_{n=0}^{\infty} \sum_{m=0}^{n} r^{n} P_{n}^{m}(\mu)\left(A_{m n} \cos m \phi+B_{m n} \sin m \phi\right) \tag{4-124}
\end{equation*}
$$

which satisfies the differential equation (4-122a) and remains finite in the region $-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi, 0 \leqslant r<b$. The coefficients $A_{m n}$ and $B_{m n}$ are to be determined so that the boundary condition at $r=b$ is satisfied. The application of the boundary condition (4-122b) gives

$$
f(\mu, \phi)=\sum_{n=0}^{\infty} \sum_{m=0}^{n} p_{n}^{m}(\mu)\left(A_{m n} \cos m \phi+B_{m n} \sin m \phi\right) b^{n}
$$

$$
\begin{equation*}
\text { in }-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi \tag{4-125}
\end{equation*}
$$

Equation (4-125) is a representation of a function $f(\mu, \phi)$ defined in the interval $-1 \leqslant \mu \leqslant 1,0 \leqslant \phi \leqslant 2 \pi$ in terms of the functions $P_{n}^{m}(\mu), \sin m \phi$ and $\cos m \phi$. Such a representation was considered previously in equation (4-38), and the expansion coefficients were given by equation (4-44). Therefore, the coefficients in equation (4-125) are obtained from equation (4-44) as

$$
\begin{align*}
{\left[A_{m n} \cos m \phi+B_{m n} \sin m \phi\right] \equiv } & \frac{1}{\pi N(m, n)} \int_{\phi^{\prime}=0}^{2 \pi} \int_{\mu^{\prime}=-1}^{1} \frac{f\left(\mu^{\prime}, \phi^{\prime}\right)}{b^{n}} P_{n}^{m}\left(\mu^{\prime}\right) \\
& \cdot \cos \left[m\left(\phi-\phi^{\prime}\right)\right] d \mu^{\prime} d \phi^{\prime} \tag{4-1-16a}
\end{align*}
$$

where $\pi$ should be replaced by $2 \pi$ for $m=0$, and the norm $N(m, n)$ is as given by equation (4-40):

$$
\begin{equation*}
N(m, n) \equiv \int_{-1}^{1}\left[P_{n}^{m}(\mu)\right]^{2} d \mu=\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!} \tag{4-126b}
\end{equation*}
$$

When the coefficients given by equation (4-126a) are introduced into equation
(4-124) the solution becomes

$$
\begin{aligned}
T(r, \mu, \phi)= & \frac{1}{\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{2 n+1}{2} \frac{(n-m)!}{(n+m)!}\left(\frac{r}{b}\right)^{n} P_{n}^{m}(\mu) \\
& \left.\cdot \int_{\phi^{\prime} \sim 0}^{2 n} \int_{\mu \cdot-\ldots 1}^{1} P_{n}^{m}\left(\mu^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right)\right) f\left(\mu^{\prime}, \phi^{\prime}\right) d \mu^{\prime} d \phi^{\prime} \quad(4-127)
\end{aligned}
$$

$$
\text { where } \pi \text { should be replaced by } 2 \pi \text { for } m=0, m=0,1,2,3, \ldots, n=0,1,2,3, \ldots
$$ $m \leqslant n$.

## Example 4-9

Determine the steady-state temperature distribution $T(r, \mu)$ in a solid hemisphere of radius $r=b$, in the region $0 \leqslant r \leqslant b, 0 \leqslant \mu \leqslant 1$, with its spherical surface at $r=b$ kept at temperature $\int(\mu)$ and its base at $\mu=0$ is insulated as illustrated in Fig. 4-8.
Solution. The mathematical formulation of the problem is given as
$\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]=0 \quad$ in $\quad 0 \leqslant r<b, 0<\mu \leqslant 1$
$\frac{\partial T}{\partial \mu}=0$
at $\quad \mu=0$
$T=f(\mu)$
at $\quad r=b$

The elementary solutions of equation (4-128a) are given by equations ( $4-15 \mathrm{c}, \mathrm{d}$ ). The solutions $r^{-n-1}$ and $Q_{n}(\mu)$ are inadmissible, because the former becomes infinite at $r=0$ and the latter becomes infinite at $\mu=1$. Then, the elementary solutions that are admissible are taken as

$$
\begin{equation*}
r^{n} \quad \text { and } \quad P_{n}(\mu) \tag{4-129}
\end{equation*}
$$



Fig. 4-8 Boundary conditions for a hemisphere in Example 4-9.
where $P_{n}(\mu)$ is the Legendre polynomial as defined by equations (4-19). The complete solution for $T(r, \mu)$ is constructed as

$$
\begin{equation*}
T(r, \mu)=\sum_{n} c_{n} r^{n} P_{n}(\mu) \tag{4-130}
\end{equation*}
$$

The application of the boundary condition at $r=b$ gives

$$
\begin{equation*}
f(\mu)=\sum_{n} c_{n} b^{n} P_{n}(\dot{\mu}) \quad \text { in } \quad 0 \leqslant \mu \leqslant 1 \tag{4-131}
\end{equation*}
$$

This is a representation of a function $f(\mu)$ defined in the interval $0 \leqslant \mu \leqslant 1$ in terms of the Legendre polynomials. Such a representation was considered previously in equation (4-46) and the expansion coefficients were given by equation (4-49). Therefore, the coefficients $c_{n}$ in equation (4-131) are readily obtained from equations $(4-49)$ as

$$
\begin{equation*}
c_{n}-\frac{1}{N(n)} \int_{0}^{1} \frac{f\left(\mu^{\prime}\right)}{b^{n}} P_{n}\left(\mu^{\prime}\right) d \mu^{\prime} \tag{4-132a}
\end{equation*}
$$

where

$$
\begin{gather*}
N(n)=\int_{0}^{1}\left[P_{n}(\mu)\right]^{2} d \mu=\begin{array}{c}
1 \\
2 n+1
\end{array}  \tag{4-132b}\\
n=0,2,4 \ldots \tag{4-132c}
\end{gather*}
$$

for the boundary condition of the second kind at $\mu=0$. Introducing $c_{n}$ into equation (4-130) the solution becomes

$$
\begin{equation*}
T(r, \mu)=\sum_{n=0.2,4, \ldots}^{\infty}(2 n+1)\left(\frac{r}{b}\right)^{n} P_{n}(\mu) \int_{\mu^{\prime}=0}^{1} f\left(\mu^{\prime}\right) P_{n}\left(\mu^{\prime}\right) d \mu^{\prime} \tag{4-133}
\end{equation*}
$$

or if $n$ is replaced by $2 n$, this result is written as

$$
\begin{equation*}
T(r, \mu)=\sum_{n=0}^{\infty}(4 n+1)\left(\frac{r}{b}\right)^{2 n} P_{2 n}(\mu) \int_{\mu^{\prime}=0}^{1} f\left(\mu^{\prime}\right) P_{2 n}\left(\mu^{\prime}\right) d \mu^{\prime} \tag{4-134}
\end{equation*}
$$

in equation (4-134) we have $n=0,1,2,3, \ldots$

## 4-9 TRANSIENT-TEMPERATURE CHARTS

Transient-temperature charts similar to those considered for a slab and a long solid cylinder can also be constructed for the case of a solid sphere by solving
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## PROBLEMS

4-1 By making use of the Rodrigues' formula given by equation (4-21) show that the integral

$$
I \equiv \int_{-1}^{1} f(\mu) P_{n}(\mu) d \mu
$$

when performed by repeated integrations by parts can be expressed in the form

$$
I=(-1)^{n} \frac{1}{2^{n} n!} \int_{-1}^{1}\left(\mu^{2}-1\right)^{n} \frac{d^{n} f(\mu)}{d \mu^{n}} d \mu
$$

4-2 Consider the heat conduction problem for a spherical cavity $a \leqslant r<\infty$
given in the form

$$
\begin{array}{lll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)+\frac{g(r)}{k}=\frac{1}{a} \frac{\partial T}{\partial t} & \text { in } & a<r<\infty, \quad t>0 \\
-\frac{\partial T}{\partial r}+H T=f_{1} & \text { at } & r=a, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, \quad \text { in } a \leqslant r<\infty
\end{array}
$$

By utilizing the transformations $U=r T$ and $x=r-a$, transform the above problem to the problem of heat conduction in a semiinflinite medium in the rectangular coordinate system.

4-3 A hollow sphere $a \leqslant r \leqslant b$ is initially at temperature $F(r)$. For times $t>0$ the boundary surface at $r=a$ is kept insulated and the boundary at $r=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere.

4-4 A solid sphere of radius $r=b$ is initially at a temperature $F(r)$. For times $t>0$ the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere for limes $1>0$.

4-5 Obtain an expression for the temperature distribution $T(r, \mu, t)$ in a solid sphere of radius $r=b$ that is initially at temperature $F(r, \mu)$ and for times $t>0$ the boundary surface at $r=b$ is kept insulated.
4-6 Obtain an expression for the temperature distribution $T(r, \mu, t)$ in a solid hemisphere, $0 \leqslant \mu \leqslant 1,0 \leqslant r \leqslant b$, which is initially at temperature $F(r, \mu)$ and for times $t>0$ the boundary at the spherical surface $r=b$ is kept at zero temperature and at the base $\mu=0$ is kept insulated.
4-7 A solid sphere of radius $r=b$ is initially at a temperature $F(r, \mu, \phi)$. For times $t>0$ the boundary surface $r=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, \phi, t)$ in the sphere for times $t>0$.
4-8 Solve Problem 4-7 for the case when the boundary surface at $r=b$ is kept insulated.
4-9 A solid sphere of radius $r=b$ is initially at temperature $F(r)$. For times $t>0$ the boundary at $r=b$ is kept insulated. Develop an expression for the temperature distribution $T(r, t)$ in the sphere for times $t>0$.

4-10 By separating equation (4-6a), show that the resulting separated equations are as given by equations (4-7).
4-11 By separating equation (4-3), develop the resulting separated equations.

4-12 Consider a region $b \leqslant r<\infty$ (i.e., a region bounded internally by a sphere of radius $r=b$ ). Initially, the region is at a temperature $F(r)$. For times $t>0$, the boundary surface at $r=b$ is kept at zero temperature. Develop an expression for the temperature distribution $T(r, t)$ in the medium for times $t>0$.
4-13 Determine the steady-state temperature distribution $T(r, \mu)$ in a solid hemisphere of radius $r=b$, in the region $0 \leqslant r \leqslant b, 0 \leqslant \mu \leqslant 1$, with its spherical surface at $r=b \mathrm{kept}$ at temperature $f(\mu)$ and its base at $\mu=0$ is kept at zero temperature.
4-14 Obtain an expression for the steady-state temperature $T(r, \mu)$ in a solid sphere of radius $r=b$ when the boundary surface at $r=b$ is kept at temperature $\int(\mu)$.
4-15 A solid sphere of radius $r=b$ is initially at a uniform temperature $F(r)$. For times $t>0$ the boundary surface at $r=b$ is kept at a constant temperature $T_{b}$. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere.

4-16 A solid sphere of radius $r=b$ is initially at temperature $F(r)$. For times $t>0$, the heat transfer at the boundary surface $r=b$ is given by $(\partial T / \partial r)+H T=\int_{b}$, where $\int_{b}$ is constant. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere.

4-17 A hollow sphere $a \leqslant r \leqslant b$ is initially at temperature $\mathcal{F}(r)$. For times $t>0$, heat is generated in the region at a constant rate of $g_{0}$ per unit volume and the boundary surfaces at $r=a$ and $r=b$ are kept at uniform temperatures $T_{a}$ and $T_{b}$, respectively. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere.
4-18 Repeat problem 4-12 for the case when the boundary surface at $r=b$ is kept insulated.
4-19 Consider a region $b<r<\infty$ (i.e., à region internally bounded by a sphere of radius $r=b$ ). Initially the region is at zero temperature. For times $t>0$, the boundary surface at $r=b$ is kept at a constant temperature $T_{0}$. Develop an expression for the temperature distribution $T(r, t)$ in the region for times $t>0$.

## NOTE

1. Equations (4-32) for $H=0$ become

$$
\begin{array}{llll}
\frac{\partial^{2} U}{\partial r^{2}}=\frac{1}{\alpha} \frac{\partial U}{\partial t} & \text { in } & 0<r<b, \quad t>0 \\
U=0 & \text { at } & r=0, \quad t>0 \tag{lb}
\end{array}
$$

$$
\begin{array}{lll}
\frac{\partial U}{\partial r}-\frac{1}{b} U=0 & \text { at } & r=b,
\end{array} t>0 .
$$

Appropriate eigenvalue problem for the solution of this system is given as

$$
\begin{array}{lll}
\frac{d^{2} R_{m}}{d r^{2}}+\beta_{m}^{2} R_{m}=0 & \text { in } & 0<r<b \\
R_{m}=0 & \text { at } & r=0 \\
\frac{d R_{m}}{d r}-\frac{1}{b} R_{m}=0 & \text { at } & r=b \tag{2c}
\end{array}
$$

The solution of system (1) is obtainable according to equation (2-13) of Chapter 2 as

$$
\begin{equation*}
U(r, t)=\sum_{m=0}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{1}{N\left(\beta_{m}\right)} R\left(\beta_{m}, r\right) \int_{0}^{b} R\left(\beta_{m^{2}} r^{\prime}\right) r^{\prime} F\left(r^{\prime}\right) d r^{\prime} \tag{3a}
\end{equation*}
$$

where

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{b}\left[R\left(\beta_{m}, r\right)\right]^{2} d r \tag{3b}
\end{equation*}
$$

and $m=0,1,2,3 \ldots$. For $\beta_{m} \neq 0$, the eigenvalues $\beta_{m}$ and the eigenfunctions $R\left(\beta_{m}, r\right)$ are obtainable from Table 2-2 of Chapter 2. However, for $\beta_{m}=0$, equations (2) have a solution $R\left(\beta_{m} r\right)=r$. Then the solution (3) includes a term corresponding to the zero eigenvalue and takes the form

$$
\begin{equation*}
U(r, t)=\frac{r \int_{0}^{b} r^{\prime 2} F\left(r^{\prime}\right) d r^{\prime}}{\int_{0}^{h} r^{\prime 2} d r^{\prime}}+\sum_{m=1}^{\infty} \frac{e^{-\sigma \beta_{m}^{2} t}}{N\left(\beta_{m}\right)} R\left(\beta_{m}, r\right) \int_{0}^{b} R\left(\beta_{m^{\prime}} r^{\prime}\right) r^{\prime} F\left(r^{\prime}\right) d r^{\prime} \tag{4}
\end{equation*}
$$

where $U(r, t)$ is related to the temperature by $U(r, t)=r T(r, t)$; then equation (4) becomes

$$
\begin{equation*}
T(r, t)=\frac{3}{b^{3}} \int_{0}^{h} r^{2} F(r) d r+\frac{1}{r_{m}=1} \sum^{\infty} \frac{e^{-a \beta_{m}^{2} t}}{N\left(\beta_{m}\right)} R\left(\beta_{m^{\prime}}, r\right) \int_{0}^{b} R\left(\beta_{m}, r^{\prime}\right) r^{\prime} F\left(r^{\prime}\right) d r^{\prime} \tag{5}
\end{equation*}
$$

Thus, the first term on the right is the mean of the initial temperature distribution over the volume of the sphere.

## 5

## THE USE OF DUHAMEL'S THEOREM

So far we considered the solution of heat conduction problems with timeindependent boundary conditions and energy-generation term. However, there are many engineering problems such as heat transfer in internal-combustion engine wails and space reentry problems in which the boundary condition functions are time-dependent. In nuclear reactor fuel elements during power transients, the energy-generation rate in the fuel elements varies with time. Duhamel's theorem provides a convenient approach for developing solution to heat conduction problems with time-dependent boundary conditions and/or time-dependent energy generation by utilizing the solution to the same problem with timeindependent boundary conditions and/or time-independent energy generation. The method is applicable to linear problems because it is based on the superposition principlc. A proof of Duhamel's theorem can be found in several rcferences $[1 ; 2$, p. 162; 3, p. 30]. The proof given in reference 1 considers a general convection-type boundary condition from which the cases of prescribed heat flux and prescribed temperature boundary conditions are obtainable as special cases Here we present a statement of Duhamel's theorem and then illustrate its application in the solution of heat conduction problems with time-dependent boundary condition function and/or heat gencration.

## 5-1 THE STATEMENT OF DUHAMEL'S THEOREM

Consider the three-dimensional, nonhomogeneous heat conduction problem in a region $R$ with time-dependent boundary condition function and heat generation given in the form
$\nabla^{2} T(\mathbf{r}, t)+\frac{1}{k} g(\mathbf{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t} \quad$ in $\quad$ region $R, \quad t>0$
$k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=f_{i}(\mathbf{r}, t) \quad$ on $\quad$ boundary $S_{i}, t>0$
$T(\mathrm{r}, t)=F(\mathrm{r}$
for
$t=0$,
in region $R$
where $\partial / \partial n_{i}$ is the derivative along outward-drawn normal to the boundary surface $S_{i}, i=1,2, \ldots, N$ and $N$ being the number of continuous boundary surfaces of the region $R$. Here $k_{i}$ and $h_{i}$ are coefficients that are assumed to be constant. By setting $k_{i}=0$ we obtain boundary condition of the first kind, and by setting $h_{i}=0$ we obtain boundary condition of the second kind

The problem given by equations ( $5-1$ ) cannot be solved by the techniques described in the previous chapters because the nonhomogeneous terms $g(r, t)$ and $f_{i}(r, t)$ depend on time. Therefore, instead of solving this problem directly, we express its solution in terms of the solution of the simpler auxiliary problem as now defined. Let $\Phi(r, t, \tau)$ be the solution of problem ( $5-1$ ) on the assumption that the nonhomogencous terms $g(r, \tau)$ and $f_{i}(r, \tau)$ do not depend on time; namely, the variable $\tau$ is merely a parameter but not a time variable. Then, $\Phi(r, t, \tau)$ is the solution of the following simpler auxiliary problem

| $\nabla^{2} \Phi(\mathrm{r}, t, \tau)+\frac{1}{k} g(\mathrm{r}, \tau)=\frac{1}{\alpha} \frac{\partial \Phi(\mathrm{r}, t, \tau)}{\partial t}$ | in | region $R, \quad . \quad t>0$ | $(5-2 \mathrm{a})$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $k_{i} \frac{\partial \Phi(\mathrm{r}, t, \tau)}{\partial n_{i}}+h_{i} \Phi(\mathrm{r}, t, \tau)=f_{i}(\mathrm{r}, \tau)$ | on | boundary $S_{i}$, | $t>0$ | $(5-2 \mathrm{~b})$ |
| $\Phi(\mathrm{r}, t, \tau)=F(\mathrm{r})$ | for | $t=0$, | in region $R$ | $(5-2 \mathrm{c})$ |

for $\quad t=0$,
in region $R$ (5-2c)
where $\partial / \partial n_{i}$ and $S_{i}$ as defined previously, and the function $\Phi(r, t, \tau)$ depends on $\tau$ because $g(r, \tau)$ and $f_{i}(r, \tau)$ depend on $\tau$.

The problem (5-2) can be solved with the techniques described in the previous chapters because $g(r, \tau)$ and $f(r, \tau)$ do not depend on time. Suppose the solution $\Phi(\mathrm{r}, t, \tau)$ of the auxiliary problem (5-2) is avaiiable. Then, Duhamel's theorem relates the solution $\boldsymbol{T}(\mathbf{r}, t)$ of the problem ( $5-1)$ to the solution $\Phi(r, t, \tau)$ of the auxiliary problem (5-2) by the following integral expression

$$
\begin{equation*}
T(r, t)=\frac{\partial}{\partial t} \int_{\mathrm{r}=0}^{t} \Phi(\mathrm{r}, t-\tau, \tau) d \tau \tag{5-3}
\end{equation*}
$$

This result can be expressed in the alternative form by performing the differentia-
tion under the integral sign; we obtain

$$
\begin{equation*}
T(\mathbf{r}, t)=F(\mathbf{r})+\int_{\tau=0}^{t} \frac{\partial}{\partial t} \Phi(\mathbf{r}, t-\tau, \tau) d \tau \tag{5-4}
\end{equation*}
$$

since

$$
\left.\Phi(r, r-\tau, \tau)\right|_{\tau-t}=\Phi(r, 0, r)=F(r)
$$

We now examine some special cases of Duhamel's theorem given by equation (5-4).

1. Initial remperature zero. For this special case we have $F(r)=0$ and equation (5-4) reduces to

$$
\begin{equation*}
T(\mathbf{r}, t)=\int_{\tau=0}^{t} \frac{\partial}{\partial t} \Phi(\mathbf{r}, t-\tau, \tau) d \tau \tag{5-5}
\end{equation*}
$$

2. Initial temperature zero, problem has only one nonhomogeneity. The solid is initially at zero temperature and the problem involves only one nonhomogeneous term. Namely, if there is heat generation, all the boundary conditions for the problem are tomogencous; or, if there is no heat generation in the medium, only one of the boundary conditions is nonhomogeneous. For example, we consider a problem in which there is no heat generation, but one of the boundary conditions, say, the one at the boundary surface $S_{1}$ is nonhomogeneous.
$\%$

$$
\begin{array}{lll}
\nabla^{2} T(r, t)=\frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t} & \text { in } & \text { region } R, \\
& t>0  \tag{5-6b}\\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=\delta_{1 i} f_{i}(t) & \text { on } & \text { boundary } S_{i}, \quad t>0
\end{array}
$$

$$
\begin{equation*}
T(r, t)=0 \quad \text { for } \quad t=0, \quad \text { in region } R \tag{5-6c}
\end{equation*}
$$

where $i=1,2, \ldots, N$ and $\delta_{1 i}$ is the Kronecker delta defined as

$$
\delta_{1 i}= \begin{cases}0 & i \neq 1 \\ 1 & i=1\end{cases}
$$

The corresponding auxiliary problem is taken as

$$
\begin{equation*}
\nabla^{2} \Phi(r, t)=\frac{1}{\alpha} \frac{\partial \Phi(r, t)}{\partial t} \quad \text { in } \quad \text { region } R, \quad t>0 \tag{5-7a}
\end{equation*}
$$

$k_{i} \frac{\partial(b)}{\partial n_{i}}+h_{i} \Phi=\delta_{1 i} . \quad$ on boundary $S_{i}, \quad I>0 —(5-7 b)$

$$
\Phi(r, t)=0
$$

$$
\begin{equation*}
\text { for } \quad t=0 \tag{5-7c}
\end{equation*}
$$

in region $R$
Then, the solution $T(r, t)$ of the problem (5-6) is related to the solution $\Phi(r, t)$ of the problem (5-7) by

$$
\begin{equation*}
T(r, t)=\int_{\tau=0}^{1} f(\tau) \frac{\partial \Phi(r, t-\tau)}{\partial t} d \tau \tag{5-8}
\end{equation*}
$$

The validity of this result is apparent from the fact that if $\Phi(\mathrm{r}, t, \tau)$ is the solution of the problem ( $5-7$ ) for a boundary condition $\delta_{1 i} f_{i}(\tau)$, then $\Phi(\mathrm{r}, t, \tau)$ is related to $\Phi(\mathrm{r}, t)$ by

$$
\begin{equation*}
\Phi(\mathbf{r}, t, \tau)=f(\tau) \Phi(\mathbf{r}, t) \tag{5-9}
\end{equation*}
$$

When equation (5-9) is introduced into equation (5-5), the result ( $5-8$ ) is obtained.
If the boundary condition function $f_{i}(t)$ has discontinuities, say, at times $t=\tau_{j}(j=0,1,2, \ldots)$, then the time integral in equation ( $5-8$ ) needs to be broken in parts at the points of discontinuities with proper cognizance of the effects of step changes in surface condition to the temperature in the medium. This matter will be discussed further in the next section.
The physical significance of the function $\Phi(\mathbf{r}, t)$ governed by the auxiliary problem ( $5-7$ ) is dependent on the type of boundary condition considered for the physical problem (5-6). If the boundary condition is of the first kind [i.e., $\left.T=\delta_{1 i} f_{i}(t)\right]$, then the boundary condition for the auxiliary problem is also of the first kind, [i.e., $\Phi=\delta_{1 i}$ ]. Then, the function $\Phi(r, t)$ represents the response function for a solid initially at zero temperature and for times $t>0$, one of the boundary surfaces is subjected to a unit step change in the surface temperature. If the boundary condition for the physical problem is of the second kind [i.c., prescribed heat flux, $\left.k_{i}\left(\partial T / \partial n_{i}\right)=\delta_{1 i} f_{i}(t)\right]$, then the boundary condition for the auxiliary problem is also of the second kind; hence $\Phi(r, t)$ represents the response function for a unit step change in the applied surface heat flux.

## 5-2 TREATMENT OF DISCONTINUITIES

If the boundary condition function $f(t)$ has discontinuities resulting from step changes in the applied surface temperature, heat flux, or ambient temperature, then the integral appearing in Duhamel's theorem ( $5-8$ ) needs to be broken into parts at the points of such discontinuities. Here we illustrate how to break the integral into parts at the points of discontinuities by integration by parts and come up with an alternative form or Duhamel's theorem.


Fig. 5-1 Boundary-condition function $f(t)$ with discontinuities.

Consider, for example, the boundary condition function $f(t)$ that has three discontinutites at times $t=0^{\prime}, \tau_{1}$, and $\tau_{2}$ over the time domain $0^{-}<t<\tau_{3}$, where $0^{+}$denotes approaching the origin from the right and $0^{-}$approaching from the left as illustrated in Fig. 5-1. In addition, $f^{-}$denotes the limiting value of $f$ at the discontinuity as it is approached from the left and $f^{+}$denotes the limiting value of $f$ as it is approached from the right. It is assumed that the medium is initially at zero temperature.

We consider Duhamel's theorem given by equation (5-8) as

$$
\begin{equation*}
T(\mathrm{r}, t)=\int_{r=0}^{t} f(\tau) \frac{\partial \Phi(\mathrm{r}, t-\tau)}{\partial t} d \tau \tag{5-10}
\end{equation*}
$$

By differentiating the function $\Phi(r, t-\tau)$ with respect to $t$ and $\tau$ and comparing the resulting expressions, we note that the following relationship holds

$$
\begin{equation*}
\frac{\partial \Phi(\mathbf{r}, t-\tau)}{\partial t}=-\frac{\partial \Phi(r, t-\tau)}{\partial \tau} \tag{5-11}
\end{equation*}
$$

Then equation ( $5-10$ ) is written as

$$
\begin{equation*}
T(\mathrm{r}, \mathrm{t})=-\int_{\mathrm{r}} \mathrm{t}_{0}^{\prime} f(\tau) \frac{\partial \Phi(\mathrm{r}, \mathrm{t}-\tau)}{\partial \tau} d \tau \tag{5-12}
\end{equation*}
$$

Suppose the function $f(t)$ has three discontinuities as illustrated in Fig. 5-1 and we wish to have the solution $T(\mathrm{r}, t)$ to be determined over the time interval $\tau_{2}<t<\tau_{3}$. Then the integral is broken into parts at the discontinuities at $t=0, \tau_{1}$, and $\tau_{2}$ and equation (5-12) is written as

$$
\begin{equation*}
T(\mathrm{r}, t)=-\left\{\int_{\mathrm{r}=0}^{\tau_{1}}+\int_{\mathrm{r}_{1}}^{\tau_{2}}+\int_{\mathrm{r}_{2}}^{1}\right\}\left\{f(\tau) \frac{\partial \Phi(\mathrm{r}, t-\tau)}{\partial \tau} d \tau\right\} \tag{5-13a}
\end{equation*}
$$

where $\tau_{2}<t<\tau_{3}$. Each of these integrals is performed by parts to yield

$$
\begin{align*}
T(\mathrm{r}, t)= & f^{+}(0) \Phi(\mathrm{r}, t-0)-f^{-}\left(\tau_{1}\right) \Phi\left(\mathrm{r}, t-\tau_{1}\right)+\int_{0}^{\mathrm{r}_{t}} \Phi(\mathrm{r}, t-\tau) \frac{d f(\tau)}{d \tau} d \tau \\
& +f^{+}\left(\tau_{1}\right) \Phi\left(\mathrm{r}, t-\tau_{1}\right)-f^{-}\left(\tau_{2}\right) \Phi\left(\mathrm{r}, t-\tau_{2}\right)+\int_{1_{1}}^{t_{2}} \Phi(\mathrm{r}, t-\tau) \frac{d f(\tau)}{d \tau} d \tau \\
& +f^{+}\left(\tau_{2}\right) \Phi\left(\mathrm{r}, t-\tau_{2}\right)-f^{-}(t) \Phi(\mathrm{r}, t-t)+\int_{\mathrm{t}_{2}}^{1} \Phi(\mathrm{r}, t-\tau) \frac{d f(\mathrm{r})}{d \tau} d \tau \tag{5-13b}
\end{align*}
$$

Collecting the terms and noting that $\Phi(\mathrm{r}, t-t)=\Phi(\mathrm{r}, 0)=0$, equation (5-13b) takes the form .

$$
\begin{align*}
T(\mathrm{r}, t)= & \Phi(\mathrm{r}, t) f^{+}(0)+\Phi\left(\mathrm{r}, t-\tau_{1}\right)\left[f^{+}\left(\tau_{1}\right)-\int^{-}\left(\tau_{1}\right)\right] \\
& +\Phi\left(\mathbf{r}, t-\tau_{2}\right)\left[f^{+}\left(\tau_{2}\right)-f^{-}\left(\tau_{2}\right)\right]+\int_{\mathrm{r}=0}^{1} \Phi(\mathrm{r}, t-\tau) \frac{d f(\tau)}{d \tau} d \tau \tag{5-14}
\end{align*}
$$

which is written more compactly as

$$
\begin{equation*}
T(\mathrm{r}, t)=\int_{\mathrm{r}=0}^{1} \mathrm{~d}(\mathrm{r}, t-\tau) \frac{d f(\tau)}{d \tau} d \tau+\sum_{j=0}^{2} \mathrm{~d}\left(\mathrm{r}, t-\tau_{j}\right) \Delta f_{J} \tag{5-15}
\end{equation*}
$$

where $t$ lies in the interval $\tau_{2}<t<\tau_{3}$ and the following definitions are used:

$$
\begin{aligned}
\Delta f_{j}= & f^{+}\left(\tau_{j}\right)-f^{-}\left(\tau_{j}\right) \quad \text { with } \quad f^{-}(0)=0 \\
\tau_{j}= & \text { the times at which a step change of magnitude } \Delta f_{j} \\
& \text { occurs in the surface condition }
\end{aligned}
$$

In equation (5-15), the integral term is for the contribution of the continuous portion of the boundary condition function $f(t)$ and the summation term is for the contribution of finite step changes $\Delta f_{j}$ occurring in $f(t)$ at the discontinuities.

## Generalization to $N$ Discontinuities

In the preceding example, we considered only three discontinuities in the boundary condition function $f(t)$ over the time domain $0<t<\tau_{3}$. Suppose the function $f(t)$ has $N$ discontinuities over the time domain $0<t<\tau_{N}$ and the temperature $T(r, t)$ is required over the time interval $\tau_{N-1}<t<\tau_{N}$. The specific result given by equation (5-15) is generalized as

$$
\begin{equation*}
T(r, t)=\int_{\tau=0}^{1} \Phi(r, t-\tau) \frac{d f(\tau)}{d \tau} d \tau+\sum_{j=0}^{N-1} \Phi\left(r, t \rightarrow \tau_{j}\right) \Delta f_{j} \tag{5-16}
\end{equation*}
$$

where $N$ is the number of discontinuities over the time domain $0<t<\tau_{N}$ and the temperature $T(\mathrm{r}, t)$ is for times $t$ in the interval

$$
\tau_{N-1}<t<\tau_{N}
$$

Equation (5-16) is the alternative form of Duhamel's theorem (5-8). In consists of the integral and summation terms and is called the Stielfes integral.

## All Step Changes

We now consider a situation in which the boundary condition function $f(t)$ consists of a series of step changes $\Delta f_{j}$ occurring at times $\tau_{j}=j \Delta t$, but has no continuous parts as illustrated in Fig. 5-2. For this specilic case the integral term drops out and the solution (5-16) reduces to

$$
\begin{equation*}
T(\mathrm{r}, t)=\sum_{j=0}^{N-1} \Phi(\mathrm{r}, t-j \Delta t) \Delta f_{j} \tag{5-17a}
\end{equation*}
$$

where $t$ is in the time interval $(N-1) \Delta t<t<N \Delta t$. This result can be written in a more general form as

$$
\begin{equation*}
T(\mathrm{r}, t)=\sum_{j=0}^{n} \Phi(\mathrm{r}, t-j \dot{\Delta} t) \Delta f_{j} U(t-j \Delta t) \tag{5-17b}
\end{equation*}
$$

where

$$
U(t-j \Delta t)=\text { the unit step } \int u n c t i o n
$$



Fig. 5-2 Stepwise varying boundary condition function $f(t)$

## 5-3 APPLICATIONS OF DUHAMEL'S THEOREM

We now illustrate with examples the application of Duhamel's theorem for the solution of heat-conduction problems with time-dependent boundary condition function and/or heat generation in terms of the solution of the same problem for time independent boundary condition function and/or heat generation.

## Example 5-1

A slab of thickness $L$ is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is kept at zero temperature, while the surface at $x=L$ is subjected to a time varying temperature $f(t)$ defined by

$$
f(t)=\left\{\begin{array}{lll}
b t & \text { for } & 0<t<\tau_{1}  \tag{5-18a}\\
0 & \text { for } & t>\tau_{1}
\end{array}\right.
$$

as illustrated in Fig. 5-3. Using Duhamel's theorem, develop an expression for the temperature distribution $T(x, t)$ in the slab for times (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$. Solution. The mathematical formulation of this heat conduction problem is given by

| $\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}$ | in | $0<x<L, t>0$ | $(5-19 \mathrm{a})$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $T(x, t)=0$ | at | $x=0$, | $t>0$ | $(5-19 \mathrm{~b})$ |
| $T(x, t)=f(t)$ | at | $x=L$, | $t>0$ | $(5-19 \mathrm{c})$ |
| $T(x, t)=0$ | for | $t=0$ |  | $(5-19 \mathrm{~d})$ |

where $f(t)$ is defined by equation ( $5-18$ ). The corresponding auxiliary problem


Variation or'surface temperature $f(t)$ with time for Example 5-1.
becomes

|  | in | $0<x<L$, | $t>0$ | (5-20a) |
| :---: | :---: | :---: | :---: | :---: |
| $\partial x^{2}=\frac{1}{\alpha} \quad \partial t$ |  |  |  |  |
| $\Phi(x, t)=0$ | at | $x=0$, | $t>0$ | (5-20b) |
| $\Phi(x, t)=1$ | at | $x=L$, | $t>0$ | (5-20) c ) |
| $\Phi(x, t)=0$ | for | $t=0$ |  | (5-20d) |

The solution for the auxiliary problem (5-20) is determined as

$$
\begin{equation*}
\Phi(x, t)=\frac{x}{L}+\frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} \prime}(-1)^{m} \frac{1}{\beta_{m}} \sin \beta_{m} x \tag{5-21a}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{m}=\frac{m \pi}{L} \tag{5-21b}
\end{equation*}
$$

The function $\Phi(x, t-\tau)$ is obtained by replacing $t$ by $t-\tau$ in equation (5-21a).

$$
\begin{equation*}
\Phi(x, t-\tau)=\frac{x}{L}+\frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-\tau)} \frac{(-1)^{m}}{\beta_{m}} \sin \beta_{m} x \tag{5-22}
\end{equation*}
$$

Duhamel's theorem can now be applied either by using the form given by equation ( $5-10$ ) or ( $5-16$ ). Here, the latter is preferred since the contribution of discontinuity to the solution appears explicitly. The solutions for times $t<\tau_{1}$ and $t>\tau_{1}$ are considered below separately.
i. Times $t<\tau_{1}$. The boundary condition function $f(t)$ has no discontinuity; thus the summation term in equation (5-16) drops out to give

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{t} \Phi(x, t-\tau) \frac{d f(\tau)}{d \tau} d \tau \quad \text { for } \quad . \quad t<\tau_{1} \tag{5-23}
\end{equation*}
$$

where $[d f(\tau) / d \tau]=b$ and $\Phi(x, t-\tau)$ is obtained from equation (5-22). Then equation (5-2.3) becomes

$$
\begin{equation*}
T(x, t)=\int_{r=0}^{t}\left\{\frac{x}{L}+\frac{2}{L_{m}} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(1-r)} \frac{(-1)^{m}}{\beta_{m}} \sin \beta_{m} x\right\} b d \tau \tag{5-24}
\end{equation*}
$$

The integration is performed to give

$$
\begin{equation*}
T(x, t)=b \frac{x}{L} t+b \frac{2}{L} \sum_{m=1}^{\infty} \frac{(-1)^{m}}{\alpha \beta_{m}^{3}}\left(1-e^{-\alpha \beta_{m}^{2} t}\right) \sin \beta_{m} x \tag{5-25}
\end{equation*}
$$

for $t<\tau_{1}$.
ii. Times $t>\tau_{1}$. The boundary surface function $f(t)$ has only one discontinuity at time $t=\tau_{1}$ and the resulting step change in $f(t)$ is a decrease in temperature, that is, $\Delta f_{i}=-b \tau_{1}$. Then equation (5-16) reduces to

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{\tau_{1}} \Phi(x, t-\tau) \frac{d f}{d \tau} d \tau+\int_{\tau_{1}}^{t} \Phi(x, t-\tau) \frac{d f}{d \tau} d \tau+\Phi\left(x, t-\tau_{1}\right) \Delta f_{t} \tag{5-26a}
\end{equation*}
$$

where $(d f / d \tau)=b$ for the first integral, $(d f / d \tau)=0$ for the second integral, and $\Delta f_{1}=-b \tau_{1}$. Substituting these results into equation (5-26a), we find

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{\tau_{1}} \Phi(x, t-\tau)(b) d \tau+0-\Phi\left(x, t-\tau_{1}\right) b \tau_{1} \tag{5-26b}
\end{equation*}
$$

where $\Phi(x, t-\tau)$ and $\Phi\left(x, t-\tau_{1}\right)$ are obtained from equation (5-22). Then equation (5-26b) takes the form

$$
\begin{align*}
T(x, t)= & \int_{\tau=0}^{{ }_{n}}\left\{\frac{x}{L}+\frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-t)} \frac{(-1)^{m}}{\beta_{m}} \sin \beta_{m} x\right\} b d \tau \\
& -b \tau_{1}\left[\frac{x}{L}+\frac{2}{L} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}(t-t)}(-1)^{m}\right.  \tag{5-27}\\
\beta_{m} & \left.\sin \beta_{m} x\right]
\end{align*}
$$

Clearly, the integral is similar to the one given by equation (5-24) except the upper limit is $\tau_{1}$; hence it can be performed readily.

## Example 5-2

A semiinfinite solid, $0 \leqslant x<\infty$; is initially at zero temperature. For times $t>0$ the boundary surface at $x=0$ is kept at temperature $f(t)$. Obtain an expression for the temperature distribution $T(x, t)$ in the solid for times $t>0$ assuming that $f(t)$ has no discontinuities.
Solution. The mathematical formulation of this problem is given as

| $\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}$ | in | $0<x<\infty$, | $t>0$ |
| :--- | :--- | :--- | :--- |
| $T(x, t)=f(t)$ | at | $x=0$, | $t>0$ |
| $T(x, t)=0$ | for | $t=0$, | in $0 \leqslant x<\infty$ |

The auxiliary problem is taken as

$$
\begin{equation*}
\frac{\partial^{2} \Phi(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \Phi(x, t)}{\partial t} \quad \text { in } \quad 0<x<\infty, \quad t>0 \tag{5-29a}
\end{equation*}
$$

$$
\Phi(x, t)=1
$$

$$
\begin{array}{ll}
\text { at } & x=0,  \tag{5-29b}\\
\text { for } \quad t=0,
\end{array}
$$

$$
t>0
$$

$$
\Phi(x, t)=0
$$

$$
\begin{equation*}
\text { in } 0 \leqslant x<\infty \tag{5-29c}
\end{equation*}
$$

Then the solution of the problem (5-28) is given in terms of the solution of the auxiliary problem (5-29), by the Duhamel's theorem (5-8) as

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{t} \int(\tau) \frac{\partial \Phi(x, t-\tau)}{\partial t} d \tau \tag{5-30}
\end{equation*}
$$

The solution $\Phi(x, t)$ of the auxiliary problem (5-29) is obtainable from the solution $T(x, t)$ given by equation (2-58e) by the relation $\Phi(x, t)=1-T(x, t)$, and setting in equation ( $2-58 \mathrm{e}$ ) $T_{0}=1$. Thus we obtain

$$
\begin{equation*}
\Phi(x, t)=1-\operatorname{err}\left(-\frac{x}{\sqrt{4 \alpha t}}\right)=\operatorname{er}\left[\mathrm{c}\left(\frac{x}{\sqrt{4 \alpha t}}\right)=-\frac{2}{\sqrt{\pi}} \int_{x / \sqrt{4 x t}}^{\infty} e^{-\xi^{2}} d \xi\right. \tag{5-31}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\partial \Phi(x, t-\tau)}{\partial t}=\frac{x}{\sqrt{4 \pi \alpha(t-\tau)^{3 / 2}}} \exp \left[-\frac{x^{2}}{4 \alpha(t-\tau)}\right] \tag{5-32}
\end{equation*}
$$

Introducing equation (5-32) into equation (5-30) the solution of the problem (5-28) becomes

$$
\begin{equation*}
T(x, t)=\frac{x}{\sqrt{4 \pi \alpha}} \int_{\tau=0}^{t} \frac{f(\tau)}{(t-\tau)^{3 / 2}} \exp \left[-\frac{x^{2}}{4 \alpha(t-\tau)}\right] d \tau \tag{5-33}
\end{equation*}
$$

To express this result in an alternative form, a new independent variable $\eta$ is delined as

$$
\begin{equation*}
\eta=\frac{x}{\sqrt{4 \alpha(t-\tau)}} \tag{5-34}
\end{equation*}
$$

Then

$$
\begin{equation*}
t-\tau=\frac{x^{2}}{4 \alpha \eta^{2}} \quad \text { and } \quad d \tau=\frac{2}{\eta}(t-\tau) d \eta \tag{5-35a,b}
\end{equation*}
$$

Introducing equations (5-34) and (5-35) into equation (5-33), we obtain

$$
T(x, t)=\frac{2}{\sqrt{\pi}} \int_{x / v^{/ 4 a i}}^{\infty} e^{-\eta^{2}} f\left(\frac{x^{2}}{\left.t-\frac{x^{2}}{4 \alpha \eta^{2}}\right) d \eta}\right.
$$

Periodically' Varying $f(t)$. We consider the surface temperature $f(t)$ be a periodic in time in the form

$$
\begin{equation*}
f(t)=T_{0} \cos (\omega t-\beta) \tag{5-37}
\end{equation*}
$$

The solution (5-36) becomes

$$
\begin{gather*}
T(x, t)  \tag{5-38}\\
T_{0}^{\prime}
\end{gather*}=\frac{2}{\sqrt{\pi}} \int_{x / v^{\prime} 4 \alpha t}^{r} e^{-\eta^{2}} \cos \left[\omega\left(t-\frac{x^{2}}{4 \alpha \eta^{2}}\right)-\beta\right] d \eta
$$

or

$$
\begin{align*}
\frac{T(x, t)}{T_{0}}= & \frac{2}{\sqrt{\pi}} \int_{0}^{\infty} e^{-\eta^{2}} \cos \left[\omega\left(t-\frac{x^{2}}{4 \alpha \eta^{2}}\right)-\beta\right] d \eta \\
& -\frac{2}{\sqrt{\pi}} \int_{0}^{x / \sqrt{4 \alpha t}} e^{-\eta^{2}} \cos \left[\omega\left(t-\frac{x^{2}}{4 \alpha \eta^{2}}\right)-\beta\right] d \eta \tag{5-39}
\end{align*}
$$

The first definite integral can be evaluated [3, p. 65]; then

$$
\begin{align*}
\frac{T(x, t)}{T_{0}}= & \exp \left[-x\left(\frac{\omega}{2 \alpha}\right)^{1 / 2}\right] \cos \left[\omega t-x\left(\frac{\omega}{2 \alpha}\right)^{1 / 2}-\beta\right] \\
& -2 \int_{0}^{x / v^{\prime} \overline{4 \alpha t}} e^{-\eta^{2}} \cos \left[\omega\left(t-\cdots x^{2}\right)-\beta\right] d \eta \tag{5-40}
\end{align*}
$$

Here the second term on the right represents the transients that die away as $t \rightarrow \infty$, and the first term represents the steady oscillations of temperature in the medium after the transients have passed.

## Example 5-3

A plate of thickness $L$ is initially at zero temperature. For times $t>0$, the boundary surface at $x=L$ is kept insulated while the surface at $x=0$ is subjected to a heat flux $f(t)$ varying with time as

$$
-k_{r x}^{\partial T}=f(t)=\left\{\begin{array}{lll}
t & \text { for } & 0<t<\tau_{1} \\
0 & \text { for } & t>\tau_{1}
\end{array}\right.
$$

Using Duhamel's theorem, develop an expression for the temperature distribution $T(x, t)$ in the slab for times: (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$.
Solution. The mathematical formulation of this heat conduction problem is given by

$$
\begin{equation*}
\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1 \partial T}{\alpha \partial t} \quad \text { in } \quad 0<x<L, \quad t>0 \tag{5-42a}
\end{equation*}
$$

| $-k \frac{\partial T}{\partial x}=f(t)$ | at | $x=0$, | $t>0$ |
| :--- | :--- | :--- | :--- |
| $\frac{\partial T}{\partial x}=0$ | at | $x=L$, | $t>0$ |
| $T(x, 1)=0$ | for | $t=0$ |  |

where $f(t)$ is defined by equation (5-41). The corresponding auxiliary problem is given by

$$
\begin{aligned}
& \frac{\partial^{2} \Phi(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \Phi(x, t)}{\partial t} \quad \text { in } \quad 0<x<L, \quad t>0 \\
& -k \frac{\partial \Phi}{\partial x}=1 \\
& \frac{\text { at }}{} \quad x=0 \quad t>0 \\
& \frac{\partial \Phi}{\partial x}=0 \\
& \text { at } \quad x=L, \quad t>0 \\
& \Phi(x, t)=0
\end{aligned} \quad \text { for } \quad t=0, ~(5-43 \mathrm{a})
$$

The solution for the auxiliary problem is

$$
\begin{equation*}
\Phi(x, t)=\frac{\alpha}{L k} t+\frac{2}{L k} \sum_{m=1}^{\infty} \cos \beta_{m} x \quad \beta_{m}^{2}\left(1-e^{-\alpha \rho_{m}^{2} t}\right) \tag{5-44}
\end{equation*}
$$

where $\beta_{m}=(n \pi / L)$. Duhamel's theorem given by equation (5-16) is now applied.
i. Times $t<\tau_{1}$. The boundary-condition function $f(t)$ has no discontinuity; then the summation term in equation (5-16). drops out and we obtain

$$
\begin{equation*}
T(x, t)=\int_{t=0}^{t} \Phi(\dot{x}, t-\tau) \frac{d f(\tau)}{d \tau} d \tau \quad \text { for } \quad t<\tau_{1} \tag{5-4.5}
\end{equation*}
$$

where $[d f(\tau) / d \tau]=1$ and $\Phi(x, t-\tau)$ is obtainable from equation (5-44) by replacing $t$ by $(t-\tau)$. Then, equation (5-45) becomes

$$
T(x, t)=\int_{\tau=0}^{1}\left[\frac{\alpha}{L k}(t-\tau)+\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}}-\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}} e^{-\alpha \beta_{m}^{2}(t-\tau)}\right] d \tau
$$

The integration is performed to give

$$
\begin{gather*}
T(x, t)=\frac{\alpha}{2 L k} t^{2}+\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}} t-\frac{2}{\alpha L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{4}}\left(1-e^{\left.-\alpha \beta_{m^{\prime}}^{2}\right)}\right. \\
\text { for } \quad t<\tau_{1} \tag{5-47}
\end{gather*}
$$

ii. Times $t>\tau_{1}$. The boundary surface function $f(t)$ has only one discontinuity at time $t=\tau_{1}$ and the resulting change in $f(t)$ is a decrease in the amount $\Delta f_{1}=-r_{1}$. Then, Duhamel's theorem (5-16) reduces to

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{r_{1}} \Phi(x, t-\tau) \frac{d f}{d \tau} d \tau+\int_{\tau_{1}}^{t} \Phi(x, t-\tau) \frac{d f}{d \tau} d \tau+\Phi\left(x, t-\tau_{1}\right) \Delta f_{1} \tag{5-48}
\end{equation*}
$$

where $(d f / d \tau)=1$ for the first integral, $(d f / d \tau)=0$ for the second integral, and $\Delta f_{\mathrm{L}}=-\tau_{1}$.

Substituting these results into equation (5-48), wc obtain

$$
\begin{equation*}
T(x, t)=\int_{\tau=0}^{\tau_{1}} \Phi(x, t-\tau) d \tau+0-\Phi\left(x, t-\tau_{1}\right) \tau_{1} \tag{5-49}
\end{equation*}
$$

where the functions $\Phi(x, t-\tau)$ and $\Phi\left(x, t-\tau_{1}\right)$ are obtainable from equation $(5-44)$. Then equation ( $5-49$ ) becomes

$$
\begin{aligned}
T(x, t)= & \int_{\tau=0}^{\tau_{1}}\left[\frac{\alpha}{L k}(t-\tau)+\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}}-\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}} e^{-\alpha \beta_{m}^{2}(t-\tau)}\right] d \tau \\
& -\tau_{1}\left[\frac{\alpha}{L k}\left(t-\tau_{1}\right)+\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}}-\frac{2}{L k} \sum_{m=1}^{\infty} \frac{\cos \beta_{m} x}{\beta_{m}^{2}} e^{-\alpha \beta_{m}^{2}\left(t-\tau_{1}\right)}\right]
\end{aligned}
$$

The integral is similar to that in equation (5-46); hence can readily be performed.

## Example 5-4

A solid cylinder, $0 \leqslant r \leqslant b$, is initially at zero temperature. For times $t>0$ the boundary surface at $r=b$ is kept at temperature $T=f(t)$, which varics with time. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $t>0$. Assume that $f(t)$ has no discontinuities.
Solution. The mathematicai formulation of this problem is given by

$$
\begin{equation*}
\frac{\partial^{2} T(r, t)}{\partial r^{2}}+\frac{1}{r} \frac{\partial T(r, t)}{\partial r}=\frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0 \tag{5-51a}
\end{equation*}
$$

$T=f(t)$
at $\quad r=b, \quad i>0$
$T=0$
Cor $\quad t=0$,
in $0 \leqslant r \leqslant b$
and the auxiliary problem is taken as

$$
\begin{align*}
& \frac{\partial^{2} \Phi(r, t)}{\partial r^{2}}+\frac{1}{r} \frac{\partial \Phi(r, t)}{\partial r}=\frac{1}{\alpha} \frac{\partial \Phi(r, t)}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0  \tag{5-52a}\\
& \Phi=1  \tag{5-52b}\\
& \Phi=0  \tag{5-52c}\\
& \text { at } \quad r=b \\
& 1>0 \\
& \text { in } 0 \leqslant r \leqslant b
\end{align*}
$$

Then, the solution of the problem ( $5-51$ ) can be written in terms of the solution of the auxiliary problem ( $5-52$ ) by Duhamel's theorem given by equation ( $5-8$ ) as

$$
\begin{equation*}
T(r, t)=\int_{\tau=0}^{1} f(\tau) \frac{\partial \Phi(r, t-\tau)}{\partial t} d \tau \tag{5-53}
\end{equation*}
$$

If $\psi(r, t)$ is the solution of the problem for a solid cylinder, $0 \leqslant r \leqslant b$, initially at temperature unity and for times $t>0$, the boundary surface at $r=b$ is kept at zero temperature, then the solution for $\psi(r, t)$ is obtainable from the solution (3-68) by setting $T_{0}=1$ in that equation; we find

$$
\begin{equation*}
\psi(r, t)=\frac{2}{b} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \tag{5-54a}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive toots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} b\right)=0 \tag{5-54b}
\end{equation*}
$$

The solution $\Phi(r, t)$ of the auxiliary problem (5-52) is obtainable from the solution $\psi(r, t)$ given by equation (5-54) as

$$
\begin{equation*}
\Phi(r, t)=1-\psi(r, t)=1-\frac{2}{b} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2},} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \tag{5-55}
\end{equation*}
$$

Introducing equation (5-55) into equation (5-53), the solution of the problem (5-51) becomes

$$
\begin{equation*}
T(r, t)=\frac{2 \alpha}{b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \beta_{m} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}\left(\beta_{m} b\right)} \int_{0}^{t} e^{\alpha \beta_{m}^{2} r} f(\tau) d \tau \tag{5-56}
\end{equation*}
$$

where the $\beta_{m}$ values are the roots of $J_{0}\left(\beta_{m} b\right)=0$. The solution (5-56) does not
explicitly show that $T(r, t) \rightarrow f(t)$ for $r \rightarrow b$. To obtain alternative form of this solution, the time integration is performed by parts

$$
\begin{align*}
T(r, t)= & f(t) \cdot \frac{2}{b_{m}} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \\
& \left.-\frac{2}{b_{m}} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right.}{\beta_{m}} J_{1}\left(\beta_{m}\right) b\right)\left[f(0) e^{-a \beta_{m}^{2} t}+\int_{0}^{1} e^{-a \beta_{m}^{2}(t-r)} d f(\tau)\right] \tag{5-57}
\end{align*}
$$

We note that the solution (5-54a) for $t=0$ should be equal to the initial temperature $\psi(r, 0)=1$; thus we have

$$
\begin{equation*}
1=\frac{2}{b_{m}} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \tag{5-58}
\end{equation*}
$$

which gives the desired closed-form expression for first series on the right-hand side of equation (5-57). Then, the solution (5-57) is written as

$$
\begin{equation*}
T(r, t)=f(t)-\frac{2}{b} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)}\left[f(0) e^{-\alpha \beta_{m}^{2}}+\int_{0}^{t} e^{-\alpha \beta_{m}^{2}(t-\tau)} d f(\tau)\right] \tag{5-59}
\end{equation*}
$$

The solution given in this form clearly shows that $T(r, t)=f(t)$ at $r=b$.

## Example 5-5

A solid cylinder, $0 \leqslant r \leqslant b$, is initially at zero temperature. For times $t>0$ heat is generated in the solid at a rate of $g(t)$ per unit volume and the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $t>0$. Assume that $g(t)$ has no discontinuities.

Solution. The mathematical formulation of this problem is given by

| $\frac{\partial^{2} T(r, t)}{\lambda^{2}}+\frac{1}{r} \frac{\partial T(r, t)}{\partial r}+\frac{g(t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t}$ | in | $0 \leqslant r<b, t>0$ |
| :--- | :--- | :--- |
| $T=0$ | at $\quad r=b, \quad t>0$ |  |
| $T=0$ | for | $t=0, \quad$ in $0 \leqslant r \leqslant b$ |$\quad(5-60 \mathrm{a})$

and the auxiliary problem is taken as

$$
\begin{equation*}
\frac{\partial^{2} \Phi(r, t)}{\partial r^{2}}+\frac{1}{r} \frac{\partial \Phi(r, t)}{\partial r}+\frac{1}{k}=\frac{1}{\alpha} \frac{\partial \Phi(r, t)}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0 \tag{5-61a}
\end{equation*}
$$

$$
\Phi=0
$$

at $\quad r=b$
$t>0$

Then, the solution of the problem (5-60) is related to the solution of the auxiliary problem (5-61) by Duhamel's theorem as

$$
\begin{equation*}
T(r, t)=\int_{\tau=0}^{t} g(\tau) \frac{\partial \Phi(r, t-\tau)}{\partial t} d \tau \tag{5-62}
\end{equation*}
$$

The solution of the auxiliary problem (5-61) is obtainable from equation (3-193) by setting $g_{0}=1$ and $F(r)=0$; we find

$$
\begin{equation*}
\Phi(r, t)=\frac{b^{2}-r^{2}}{4 k}-\frac{2}{b k} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} r} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)} \tag{5-63a}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} b\right)=0 \tag{5-63b}
\end{equation*}
$$

Introducing equation (5-63a) into (5-62) we obtain the solution as

$$
\begin{equation*}
T(r, t)=\frac{2 \alpha}{b k_{m}} \sum^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m} J_{1}\left(\beta_{m} b\right)} \int_{\mathrm{r}=0}^{t} g(\tau) e^{d \beta_{m}^{2} x} d \tau \tag{5-64}
\end{equation*}
$$
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## PROBLEMS

5-1 A slab, $0 \leqslant x \leqslant L$, is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is subjected to a time-varying temperature $f(t)=b+c t$, while the boundary surface at $x=L$ is kept at zero temperature. Using Duhamel's theorem, develop an expression for the temperature distribution $T(x, t)$ in the slab for times $t>0$.
5-2 A semiinfinite solid, $0 \leqslant x<\infty$, is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is kept at temperature $T=T_{0} t$, where $T_{0}$ is a constant. Using Duhamel's theorem obtain an expression for the temperature distribution $T(x, t)$ in the region for times $t>0$.

5-3 A slab, $0 \leqslant x \leqslant L$, is initially at zero temperature. For times $t>0$ the boundary at $x=0$ is kept insulated and the convection boundary condition at $x=L$ is given as $(\partial T / \partial x)+H T=f(t)$, where $f(t)$ is a function of time Obtain an expression for the temperature distribution $T(x, t)$ in the slat for times $t>0$.
5-4 A solid cylinder, $0 \leqslant r \leqslant b$, is initially at zero temperature. For times $t>0$ the boundary condition at $r=b$ is given as $\lambda T / \lambda r+H T=f(t)$ where $f(t)$ is a function of time. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $t>0$.
5-5 A solid sphere, $0 \leqslant r \leqslant b$, is initially at zero temperature, for times $t>0$ the boundary surface $r=b$ is kept at temperature $f(t)$, which varies with time. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere.

5-6 A solid cylinder, $0 \leqslant r \leqslant b$, is initially at zero temperature. For times $t>0$, heat is generated in the solid at a rate of $g(t)$ per unit volume whereas the boundary surface at $r=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $t>0$.
5-7 A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially at zero temperature. For times $t>0$ the boundaries at $x=0$ and $y=0$ are kept insulated, the boundarics at $x=a$ and $y=b$ are kept at zero lemperature while heat is generated in the region at a rate of $g(t)$ per unit volume. Obtain an expression for the temperature distribution in the region using Duhamel's theorem.

5-8 A slab of thickness $L$ is initially at zero temperature. For times $t>0$, the boundary surface at $x=L$ is kept at zero temperature, while the boundary surface at $x=0$ is subjected to a time varying temperature $f(t)$ delined by

$$
f(t)=\left\{\begin{array}{lll}
c t & \text { for } & 0<t<\tau_{1} \\
0 & \text { for } t>\tau_{1}
\end{array}\right.
$$

Using Duhamel's theorem, develop an expression for the temperature distribution $T(x, t)$ for times (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$.
5-9 A semiinlinite medium, $0<x<\infty$, is initially at zero temperature. For limes $t>0$, the boundary surface al $x=0$ is subjected to a time-varying temperature:

$$
f(t)= \begin{cases}c t & \text { for } 0<t<\tau_{1} \\ 0 & \text { for } t>\tau_{1}\end{cases}
$$

Using Duhamel's theorem, develop an expression for the temperature distribution $T(x, t)$ for times (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$.


Fig. 5-4 Periodically varying sarface temperature.

5-10 A slab of thickness $L$ is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is subjected to a time-varying temperature $f(t)$ defined by

$$
f(t)=\left\{\begin{array}{lll}
a+b t & \text { for } & 0<t<\tau_{1} \\
0 & \text { for } & 1>\tau_{1}
\end{array}\right.
$$

and the boundary at $x=L$ is kept insulated. Using Duhamel's theorem, develop an expression for the temperature distribution in the slab for times (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$.

5-11 A scmiinfinite medium, $x>0$, is initially at zero temperature. For times $1>0$, the boundary surface at $x=0$ is subjected to a periodically varying temperature as illustrated in Fig. 5-4. Develop an expression for the temperature distribution in the medium at times (i) $0<t<\Delta t$, (ii) $\Delta t<t<2 \Delta t$, and (iii) $6 \Delta t<t<7 \Delta t$.
5-12 Repeat Problem 5-5 for the case of surface temperature $f(t)$ varying with time as

$$
f(t)=\left\{\begin{array}{lll}
b t & \text { for } & 0<t<\tau_{1} \\
0 & \text { for } & t>\tau_{1}
\end{array}\right.
$$

and determine the temperature distribution $T(r, t)$ in the sphere for times (i) $t<\tau_{1}$ and (ii) $t>\tau_{1}$.

## THE USE OF GREEN'S FUNCTION

Green's function in the solution of partial diferential equations of mathematical physics can be found in several references [1-11]. In this chapter we first discuss the physical significance of Green's function and then present sufficiently general expressions for the solution of inhomogencous transient heal conduction problems with energy generation, inhomogeneous boundary conditions, and a given initial condition, in terms of Green's function. Application to one-, two-, and threedimensional probiems of finite, semiinfinite, and infinite regions is illustrated with representative examples in the rectangular, cylindrical, and spherical coordinate systems. Once Green's function is available for a given problem, the solution for the temperature distribution is determined immediately from the analytic expressions given in this chapter.

## 6-1 GREEN'S FUNCTION APPROACH FOR SOLVING NONHOMOGENEOUS TRANSIENT HEAT CONDUCTION

We consider the following three-dimensional nonhomogeneous boundary-value problem of heat comduction:

$$
\begin{array}{llll}
\nabla^{2} T(\mathrm{r}, t)+\frac{1}{k} g(\mathrm{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t} & \text { in } & \text { region } R, \quad t>0 \\
k_{i} \frac{\partial T}{\partial n_{i}}+h_{i} T=h_{i} T_{\infty i} \equiv f_{i}(\mathrm{r}, t) & \text { on } & S_{i}, & t>0 \\
T(\mathrm{r}, t)=F(\mathrm{r}) & \text { for } & t=0, \quad \text { in } R
\end{array}
$$

(6-1c)
where $\partial / \partial n_{i}$ denotes differentiation along the outward-drawn normal to the boundary surface $S_{i}, i=1,2, \ldots, N$, and $N$ is the number of continuous boundary surfaces of the region. For generality it is assumed that the generation term $g(\mathbf{r}, t)$ and the boundary-condition function $f_{i}(r, t)$ vary with both position and time Here, $k_{\mathrm{I}}$ and $h_{\mathrm{i}}$ are to be treated as coefficients that are considered constants.

To solve the preceding heat conduction problem we consider the following auxiliary problem for the same region $R$ :

$$
\begin{array}{lll}
\nabla^{2} G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)+\frac{1}{k} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta(t-\tau)=\frac{1}{\alpha} \frac{\partial G}{\partial t} & \text { in } & \text { region } R, t>\tau  \tag{6-2a}\\
k_{\mathrm{i}} \frac{\partial G}{\partial \eta_{i}}+h_{i} G=0 & \text { on } \quad S_{i}, & t>\tau
\end{array}
$$

obeying the causality requirement that Green's function $G$ be zero for $t<\tau$ [2]. The source in equation ( $6-2 a$ ) is a unit impulsive source for the three-dimensional problem considered here, the delta function $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ represents a point heat source located at $r^{\prime}$, while the delta function $\delta(t-\tau)$ indicates that it is an instantaneous heat source releasing its energy sporitaneously at time $t=\tau$.

In the case of two-dimensional problems, $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ is a two-dimensional delta function that characterizes a line heat source located at $r^{\prime}$, while for the onedimensional problems $\delta\left(x-x^{\prime}\right)$ is a one-dimensional delta function which represents a phate surface heat source located at $x$ '.

## Three-Dimensional Problems

The physical significance of Green's function $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)$ for the three-dimensional problems is as follows: It represents the temperature at the location r , at time t , due to an instantaneous point source of unit strength, located at the point $\mathbf{r}^{\prime}$, releasing its energy spontaneously at time $t=\tau$. The auxiliary problem satisfied by Green's function is valid over the same region $R$ as the original physical problem ( $6-1$ ), but the boundary conditions ( $6-2 \mathrm{~b}$ ) is the homogeneous version of the boundary conditions ( $6-1 \mathrm{~b}$ ) and the initial condition is zero.

On the basis of this definition, the physical significance of Green's function may be interpreted as

$$
\begin{equation*}
G\left(r, 1 \mid r^{\prime}, r\right) \equiv G(\text { effect } \mid \text { impulse }) \tag{6-3}
\end{equation*}
$$

The first part of the argument, " $\mathrm{r}, t$," represents the "effect," that is, the temperature in the medium at the location $\mathbf{r}$ at time $t$, while the second part, " r ', $\tau$," represents the impulse, that is, the impulsive (instantaneous) point source located at $r^{\prime}$, releasing its heat spontaneously at time $\tau$.

The usefulness of Green's function lies in the fact that the solution of the original problem (6-1) can be represented only in terms of Green's function.

Therefore, once the Green's function is known, the temperature distribution $T(r, t)$ in the medium is readily computed. The mathematical proof for the developments of such expressions can be found in the texts $[1,2,6]$. Here we present only the resulting expressions, illustrate their use with representative examples and describe a very simple approach for the determination of Green's functions.
In the case of thrce-dimensional transient, nonhomogeneous heat conduction problem given by equation ( $6-1$ ), the solution for $T(r, t)$ is expressed in terms of the three-dimensional Green's function $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)$ as

$$
\begin{align*}
T(\mathrm{r}, t)= & \left.\int_{R} G\left(\mathbf{r}, t \mid \mathrm{r}^{\prime}, \tau\right)\right|_{\mathrm{r}=0} F\left(\mathbf{r}^{\prime}\right) d v^{\prime} \\
& +\frac{\alpha}{k} \int_{\mathrm{t}=0}^{t} d \tau \int_{R} G\left(\mathbf{r}, t \mid \mathrm{r}^{\prime}, \tau\right) g\left(\mathbf{r}^{\prime}, \tau\right) d v^{\prime} \\
& +\left.\alpha \int_{\mathrm{r}=0}^{t} d \tau \sum_{i=1}^{N} \int_{S_{t}} G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)\right|_{\mathrm{r}^{\prime}=\mathbf{r}_{i}} \frac{1}{k_{i}} f_{i}\left(\mathbf{r}^{\prime}, \tau\right) d s_{i}^{\prime} \tag{6-4}
\end{align*}
$$

where $R$ refers to the entire volume of the region considered; $S_{i}$ refers to the boundary surface $S_{i}$ of the region $R, i=1,2, \ldots, N$ and $N$ is the number of continuous boundary surfaces; and $d v^{\prime}$ and $d s_{1}^{\prime}$ refer to differential volume and surface elements, respectively, in the $\boldsymbol{r}^{\prime}$ variable. The physical significance of various terms in the solution ( $6-4$ ) is as follows:

The first term on the right-hand side of equation (6-4) is for the contribution of the initial condition function $F(r)$ on the temperature distribution; that is, Green's function evaluated for' $\tau=0$ is multiplied by $F(\mathrm{r})$ and integrated over the region $R$.
The second term is for the contribution of the energy generation $g(r, t)$ on the temperature $T(\mathbf{r}, t)$; that is, Green's function $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)$ multiplied by the energy generation $g(r, \tau)$, integrated over the region $R$ and over the time from $\tau=0$ to $t$.
The last term represents the contribution of the nonhomogeneous terms $f_{i}\left(\mathbf{r}^{\prime}, \tau\right)$ of the boundary conditions on the temperature. It consists of Green's function evaluated at the boundary, multiplied by $f_{i}\left(r^{\prime}, \tau\right)$, integrated over the boundary surface and over the time from $\tau=0$ to $t$.

For generality, the physical problem ( $6-1$ ) is formulated by considering a boundary condition of the third kind (i.e., convection) for which $f_{i}(\mathrm{r}, \tau) \equiv$ $h_{i} T_{\infty i t}(r, \tau)$, where $T_{\infty i}(r, t)$ is the ambient temperature. The solution ( $6-4$ ) is also applicable for the boundary condition of the second kind (i.e., prescribed heat flux if $f_{i}(r, \tau)$ is interpreted as the preseribed boundary heat flux. For such a case, we first set $h_{i} T_{\infty i} \equiv f_{i}(\mathrm{r}, \mathfrak{r})$ and then let $h_{t}=0$ on the left-hand side. In the case of boundary condition of the first kind, some modification is needed in the third
term on the right-hand side of the solution (6-4). The reason for this is that the boundary condition of the first kind is obtainable from equation (6-1b) by setting $k_{i}=0$; then $h_{i}$ cancels out and $f_{i}(r, \tau) \equiv T_{\infty i}(r, \tau)$ represents the ambient temperature. For such a case, difficulty arises in setting $k_{i}=0$ in the solution (6-4), because $k_{i}$ appears in the denominator. This difficulty can be alleviated by making the following change in the last term in the solution (6-4):

$$
\text { Replace }\left.\quad \frac{1}{k_{\mathbf{i}}} G\right|_{r^{\prime}=r_{i}} \quad \text { by } \quad-\left.\begin{gather*}
1 \hat{\partial} G  \tag{6-5}\\
h_{i} \partial n_{i}
\end{gather*}\right|_{r^{\cdot}=r_{1}}
$$

The validity of this replacement is apparent if the boundary condition (6-2b) of the auxiliary problem is rearranged in the form

$$
\begin{equation*}
\frac{1}{k_{i}} G=-\frac{1}{h_{i}} \frac{\partial G}{\partial n_{i}} \quad \text { on surface } \quad S_{i} \tag{6-6}
\end{equation*}
$$

We now examine the application of the general solution (6-4) for the cases of two- and one-dimensional problems.

## Two-Dimensional Problems

The problems defined by equations ( $6-1$ ) and (6-2) are also applicable for the twodimensional case, if $\nabla^{2}$ is treated as a two-dimensional Laplacian operator and $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ as a two-dimensional delta function, that is, $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \equiv \delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right)$ in the $(x, y)$ coordinate system, and so forth

For such a case, the physical significance of the two-dimensional Green's function is as follows: It represents the temperature $T(\mathrm{r}, t)$ at the location r , at time $t$, in the two-dimensional region $R$, due to an instantaneous line source of unit strength, located at $\mathbf{r}^{\prime}$, releasing its energy spontaneously at time $t=\tau$. This interpretation is similar to that for the threc-dimensional problem considered previously, except the source is a line heat source of unit strength.

For the two-dimensional case, the solution (6-4) reduces to

$$
\begin{align*}
T(\mathbf{r}, t)= & \left.\int_{A} G\left(r, i \mid \mathbf{r}^{\prime}, \tau\right)\right|_{t=0} F\left(\mathbf{r}^{\prime}\right) d A^{\prime} \\
& +\frac{\alpha}{k} \int_{t=0}^{t} d \tau \int_{A} G\left(r, t \mid \mathbf{r}^{\prime}, \tau\right) g\left(\mathbf{r}^{\prime}, \tau\right) d A^{\prime} \\
& +\left.\alpha \int_{\mathrm{r}=0}^{1} d \tau \sum_{i=1}^{N} \int_{\substack{\text { Boundary } \\
\text { path } i}} G\left(r, t \mid \mathbf{r}^{\prime}, \tau\right)\right|_{r^{\prime}=\mathbf{r}_{1}} \dot{k}_{i} \int_{i} d l_{i} \tag{6-7}
\end{align*}
$$

where $A$ is the area of the region under consideration, $d l_{i}$ is the differential length along the boundary path of the boundary $i, i=1,2, \ldots, N$, and $N$ is the number of continuous boundary paths of the region $A$. For a boundary condition of the
first kind at the boundary, say, $i=j$, the term $\left.\left(1 / k_{j}\right) G\right|_{r^{\prime}=r_{j}^{\prime}}$ should be replaced by $-\left.\left(1 / h_{j}\right)\left(\partial G / \partial n_{j}\right)\right|_{r^{\prime}=r_{j}}$ for the boundary $i=j$ in accordance with equation (6-5).

We note that the space integrations over the initial condition function $F(\mathbf{r})$ and the energy-generation function $g(\mathbf{r}, t)$ are surface integrals instead of the volume integrals, while the integration over the boundary-condition function $f_{i}$ is a contour integral instead of a surface integral.

## One-Dimensional Problems

For the one-dimensional temperature field, the problems defined by equations ( $6-1$ ) and ( $6-2$ ) are applicable if $\nabla^{2}$ is considered as one-dimensional Laplacian operator and $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ as one-dimensional delta function, that is, $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=$ $\delta\left(x-x^{\prime}\right)$ for the $(x)$ coordinate, and so on. Then, Green's function $G\left(x, t \mid x^{\prime}, \tau\right)$ represents the temperature $T(x, t)$, at the location $x$, at time $t$, due to an instantaneous surface heat source of strength unity, located at $x^{\prime}$, releasing its energy spontaneously at time $t=\tau$.

For the one-dimensional case, the solution (6-4) reduces to

$$
\begin{align*}
T(x, t)= & \left.\int_{t} x^{\prime P} G\left(x, t \mid x^{\prime}, \tau\right)\right|_{\tau=0} F\left(x^{\prime}\right) d x^{\prime} \\
& +\frac{\alpha}{k} \int_{\tau=0}^{t} d \tau \int_{L} x^{\prime P} G\left(x, t \mid x^{\prime}, \tau\right) g\left(x^{\prime}, \tau\right) d x^{\prime} \\
& +\alpha \int_{\mathrm{r}=0}^{t} d \tau \sum_{i=1}^{2}\left[x^{\prime P} G\left(x, t \mid x^{\prime}, \tau\right)\right]_{x^{\prime}=x_{i}} \frac{1}{k_{i}} f_{i} \tag{6-8}
\end{align*}
$$

where $x^{\prime P}$ is the Sturm-Liouville weight function such that

$$
P= \begin{cases}0 & \text { slab } \\ 1 & \text { cylinder } \\ 2 & \text { sphcre }\end{cases}
$$

Here $L$ refers to the thickness or radius of the one-dimensional region and $G\left(x, t \mid x^{\prime}, \tau\right) \|_{x^{\prime}=x_{t}}$ refers to the value of $G$ evaluated at the boundary points $x^{\prime}=x_{1}$. For a boundary condition of the first kind at the boundary, say, $i=j$, the term $\left.\left(1 / k_{j}\right) G\right|_{x^{\prime}=x_{j}}$ should be replaced by $-\left.\left(1 / h_{j}\right)\left(e G / \partial n_{j}\right)\right|_{x^{\prime}=x_{j}}$ for the boundary $\mathrm{i}=j$ in accordance with equation (6-5).

We note that, in equation (6-8) the space integrations over the initial condition function $F(x)$ and the energy-generation function $g(x, t)$ are line integrations, while the boundary-condition functions $f_{\mathrm{i}}$ are evaluated at the two boundary points.

## 6-2 REPRESENTATION OF POINT, LINE, AND SURFACE HEAT SOURCES WITH DELTA FUNCTIONS

The energy source will be called an instantaneous source if it releases its energy spontaneously or a continuous source if it releases its energy continuously over time. In the definition of Green's function, we also refer to a point source, a line source, and a surface source of unit strength, in addition to the customarily used volume heat source that has the dimension $\mathrm{W} / \mathrm{m}^{3}$.

In order to identify such energy sources with a unified notation we introduce the symbol

## $g_{H}^{A}$

where the superscript $A$ refers to

| $A \equiv$ | i | or | $c$ |
| ---: | :--- | :---: | :---: |
|  | $\equiv$ (instantaneous) | or | (continuous) |

and the subscript $B$ denotes

$$
\begin{array}{rcccc}
B & \equiv \mathrm{p}, & \mathrm{~L}, & \text { or } & \mathrm{s} \\
& =\text { (point), } & \text { (linc), } & \text { or } & \text { (surface) }
\end{array}
$$

and no subscript will be used for the volumetric source. Thus, based on the above notation, we write

$$
\begin{aligned}
g_{\mathrm{p}}^{\mathrm{i}} & =\text { instantaneous point source } \\
g_{\mathrm{p}}^{\mathrm{c}} & =\text { continuous point source } \\
g_{\mathrm{L}}^{\mathrm{L}} & =\text { instantaneous line source } \\
g_{\mathrm{s}}^{\mathrm{c}} & =\text { continuous surface source } \\
g^{\mathrm{i}} & =\text { instantaneous volumetric source } \\
g & =\text { volumetric source }
\end{aligned}
$$

and so forth.
In the analytic solution of temperature $T(r, t)$ in terms of Green's functions given by equations $(6-4),(6-7)$ and $(6-8)$, the energy-generation term $g(r, t)$ appears under the integral sign. In order to perform the integration over a point source, surface source, instantaneous source, and so on, proper mathematical representations should be used to deline such sources.
Here we describe a procedure for the identification of such sources with the delta-function notation and the determination of their dimensions.

## Three-Dimensional Case

Rectangular Coordinates. Consider an instantaneous point heat source $g_{\mathrm{p}}^{\mathrm{i}}$ located at the point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and releasing its entire energy spontaneously at time $t=\tau$. Such a source is related to the volumetric heat source $g(x, y, z, t)$ by

$$
\begin{equation*}
g_{\mathrm{p}}^{\prime} \delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right) \delta\left(z-z^{\prime}\right) \delta(t-\tau) \equiv g(x, y, z, t) \tag{6-9a}
\end{equation*}
$$

where $\partial($.$) is the Dirace delta function. A brief deseription of the properties of$ Dirac's delta function is given in Appendix VII.

When the dimensions are introduced into equation (6-9a), we obtain

$$
\begin{align*}
& g_{\mathrm{p}}^{\prime} \delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right) \delta\left(z-z^{\prime}\right) \delta(t-\tau) \equiv g(x, y, z, t)  \tag{6-9b}\\
& g_{\mathrm{r}}^{1} \mathrm{~m}^{-1} \quad \mathrm{~m}^{-1} \quad \mathrm{~m}^{-1} \quad \mathrm{~s}^{-1} \quad \mathrm{Wm}^{-3}
\end{align*}
$$

Hence the dimension of an instantaneous point source $g_{\mathrm{p}}^{\mathrm{i}}$ is Ws.
Cylindrical Coordinates. In the case of $(r, \phi, z)$ cylindrical coordinates, equation (6-9b) takes the form

$$
\begin{align*}
& g_{\mathrm{p}_{r}^{\mathrm{i}}}^{1} \quad \delta\left(r-r^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \delta\left(z-z^{\prime}\right) \delta(t-\tau) \equiv g(r, \phi, z, t)  \tag{6-9c}\\
& g_{\mathrm{p}}^{\mathrm{i} \mathrm{~m}^{-1} \mathrm{~m}^{-1}} \quad \mathrm{~m}^{-1} \quad \mathrm{~s}^{-1} \quad \mathrm{Wm}^{-3}
\end{align*}
$$

Hence $g_{\mathrm{p}}^{\mathrm{i}}$ has the dimension Ws. The term $r^{-1}$ appearing in equation (6-9c) is due to the scale factors associated with the transformation of the reciprocal of the volume element $(d V)^{-1}$ from the rectangular to a curvilinear coordinate system according to equation (1-25b): $(d V)^{-1}=\left(a_{1} a_{2} a_{3} d u_{1} d u_{2} d u_{3}\right)^{-1}$. In the case of the cylindrical coordinate system, we have $\left(a_{r} a_{\phi} a_{z}\right)^{-1}=(1 \cdot r \cdot 1)^{-1}=r^{-1}$.

Spherical Coordinates. In the case of $(r, \phi, \mu)$ spherical coordinate system, equation ( $6-9 \mathrm{~b}$ ) takes the form

$$
\begin{align*}
& g_{\mathrm{p}}^{\mathbf{i}} \frac{1}{r^{2} \sqrt{1-\mu^{2}}} \delta\left(r-r^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \delta\left(\mu-\mu^{\prime}\right) \delta(t-\tau) \equiv g(r, \phi, \mu, t)  \tag{6-9~d}\\
& !_{\mathrm{l}^{\prime}}^{\mathrm{i}} \mathrm{~m}^{-2} \quad \mathrm{~m}^{-1}
\end{align*}
$$

Hence $g_{\mathrm{p}}^{\mathrm{i}}$ has the dimension Ws. The term $\left(r^{2} \sqrt{1-\mu^{2}}\right)^{-1}$ appearing in equation $(6-9 \mathrm{~d})$, as stated above, is associated with the transformation of $(d V)^{-1}$ from the rectangular to the spherical coordinate system. That is, $\left(a_{r} a_{\phi}\left(a_{\theta}\right)^{-1}=\right.$ $(1 \cdot r \sin \theta \cdot r)^{-1}=\left(r^{2} \sqrt{1-\mu^{2}}\right)^{-1}$, where $\mu=\cos \theta$.
In the case of continuous point source $g_{\mathfrak{p}}^{\mathrm{e}}$, the representation has no delta function with respect to time; hence the dimension of $g_{\mathrm{p}}^{\mathrm{c}}$ is W .

## One-Dimensional Case

We now examine the representation of an instantaneous energy source in the one-dimensional rectangular, cylindrical, and spherical coordinates.
Rectanyular Coordinates. An instantaneous plane-surface heat source $g_{\mathrm{s}}^{\mathrm{i}}$ is represented by

$$
\begin{align*}
& g_{\mathrm{s}}^{1} \dot{\delta}\left(x-l^{\prime}\right) \dot{\delta}(t-\tau) \equiv g(x, t)  \tag{6-10a}\\
& g_{5}^{\prime} \mathrm{m}^{-1} \quad \mathrm{~s}^{-1} \quad W \mathrm{~m}^{-3}
\end{align*}
$$

Hence $g_{\mathrm{s}}^{\mathrm{i}}$ has the dimension $(\mathrm{Ws}) / \mathrm{m}^{2}$.
Cylindrical Coordinates. An instantaneous cylindrical-surface heat source $g_{s}^{i}$ is represented by

$$
\begin{align*}
& g_{\mathrm{s}}^{\mathrm{i}} \frac{1}{2 \pi r} \delta\left(r-r^{\prime}\right) \delta(t-\tau) \equiv g(r, t)  \tag{6-10b}\\
& g_{s^{i}}^{\mathrm{i}} \mathrm{~m}^{-1} \mathrm{~m}^{-1} \quad \mathrm{~s}^{-1} \quad \mathrm{Wm}^{-3}
\end{align*}
$$

Hence an instantancous cylindrical-surface heat source has the dimension (Ws)/m In equation ( $6-10 b$ ), the variable $r$ appearing in the denominator is associated with the scale factor of the transformation. That is, $f_{5}^{i}$ represents the strength of the cylindrical surface source per unit length and the quantity $g_{\mathrm{s}}^{i} / 2 \pi r$ represents the source strength per unit area.

Spherical Coordinates. An instantaneous spherical-surface source $g_{s}^{i}$ is represented by

$$
\begin{align*}
& g_{\mathrm{s}}^{\mathrm{i}} \frac{1}{4 \pi r^{2}} \delta\left(r-r^{\prime}\right) \delta(t-\tau) \equiv g(r, t)  \tag{6-10c}\\
& g_{\mathrm{s}}^{\mathrm{i}} \mathrm{~m}^{-2} \mathrm{~m}^{-1} \quad \mathrm{~s}^{-1} \quad \mathrm{Wm}^{-3}
\end{align*}
$$

Thus an instantaneous spherical-surface heat source has the dimension Ws. The variable $r^{2}$ appearing in the denominator is associated with the scale factor of the transformation. That is, $g^{i} / 4 \pi r^{2}$ represents the spherical surface source of strengel per unit areal.

## 6-3 DETERMINATION OF GREEN'S FUNCTIONS

Once Green's function is available, the temperature distribution $T(r, r)$ in a medium is determined from the expressions given by equations ( $6-4$ ), ( $6-7$ ), and ( $6-8$ ), respectively, for the three-, two-, and one-dimensional transient linear heat
conduction problems. Therefore, the establishment of the proper Green's function for any given situation is an integral part of the solution methodology utilizing the Green's function approach. Reference 1 uses the Laplace transform technique, and reference 2 describes the method of images for the determination of Green's functions. Here we present a very simple, straightforward yet very gencral approach that utilizes the classical separation of variables technique for the determination of Greens functions.

We consider the following, three-dimensional, homogencous transient heat eonduction-problem:

$$
\begin{array}{llll}
\nabla^{2} T(\mathrm{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t} & \text { in } & \text { region } R, \quad t>0 \\
\frac{\partial T}{\partial n_{i}}+H_{t} T=0 & \text { on } & S_{i}, & t>0 \\
T(\mathbf{r}, t)=F(\mathbf{r}) & \text { for } & t=0, & \text { in region } R
\end{array}
$$

The solution of this problem has been extensively studied in the Chapters 2-4 by the method of separation of variables, and a large number of specific solutions has been already generated for a variety of situations. Suppose the solution of the homogeneous problem (6-11) is symbolically expressed in the form

$$
\begin{equation*}
T(\mathbf{r}, t)=\int_{R} K\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right) \cdot F\left(\mathbf{r}^{\prime}\right) d v^{\prime} \tag{6-12}
\end{equation*}
$$

The physical significance of equation (6-12) implies that all the terms in the solution, except the initial condition function, are lumped into a single term $K\left(r, r^{\prime}, t\right)$, that we shall eall the kernel of the integration. The kernel $K\left(r, r^{\prime}, t\right)$, multiplied by the initial condition function $F\left(\mathbf{r}^{\prime}\right)$ and integrated over the region $R$, gives the solution to Problem (6-11).

Now we consider the Green's function, approach for the solution of the problem (6-11). It is obtained from the general solution (6-4) as

$$
\begin{equation*}
T(\mathbf{r}, t)=\left.\int_{R} G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)\right|_{\mathrm{r}}=0 . F\left(\mathbf{r}^{\prime}\right) d v^{\prime} \tag{6-13}
\end{equation*}
$$

since the generation and the nonhomogeneous boundary condition functions are all zero.

A comparison of the solutions (6-12) and (6-13) implies that

$$
\begin{equation*}
\left.G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)\right|_{\mathrm{r}=0}=K\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right) \tag{6-14}
\end{equation*}
$$

Then, we conclude that the kernel $K\left(r, r^{\prime}, t\right)$, obtained by rearranging the homo-
geneous part of the transient heat conduction equation in the form given by equation ( $6-12$ ), represents Green's function evaluated for $\tau=0: G\left(r, t \mid \mathbf{r}^{\prime}, 0\right)$.
Therefore, the solutions developed in Chapters 2-4 for the homogeneous transient heat conduction problems can readily be rearranged in the form given by equation (6-12) in order to obtain $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, 0\right)$. That is, to obtain $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, 0\right)$, the appropriate homogeneous problem is solved and rearranged in the form given by equation (6-12).
The general solution given by equation (6-4) requires that Green's function $G\left(r, t \mid r^{\prime}, \tau\right)$ should also be known in order to determine the contributions of the energy generation and nonhomogeneous boundary conditions on the solution.
It has been shown by Özisik [6] that Green's function $G\left(\mathbf{r}, t \mid \mathbf{r}^{\prime}, \tau\right)$ for the transient heat conduction is obtainable from $G\left(\mathrm{r}, t \mid \mathrm{r}^{\prime}, 0\right)$ by replacing t by $(t-\tau)$ in the latter.

The validity of this result will also be shown in Chapter 13.
We now illustrate the determination of Green's function from the solution of homogeneous problems with specific examples. In order to alleviate the details of the solution procedure, examples are chosen from those problems that have already been solved in the previous chapters

## Example 6-1

Determine the Green's function appropriate for the solution of the following nonhomogencous heat conduction problem for a solid cylinder:

$$
\begin{array}{lll}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T}{\partial r}\right)+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \\
T>f(t) & \text { at }: r=b, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, & \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

Solution. To determine the desired Green's function we consider the homogeneous version of the problem defined by equations ( $6-15$ ) for the same region given as

$$
\begin{array}{llll}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \psi}{\partial r}\right)=\frac{1}{\alpha} \frac{\partial \psi}{\partial t} & \text { in } & 0 \leqslant r<b, & t>0 \\
\psi=0 & \text { at } & r=b, & t>0 \\
\psi=F(r) & \text { for } & t=0, & \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

This homogeneous problem can readily be solved by the method of separation of variables; or its solution is immediately obtainable from equation (3-67) of Example 3-3. We write this solution in the same general form as given by
equation (6-12), namely, as

$$
\begin{equation*}
\psi(\mathrm{r}, t)=\int_{r^{\prime}=0}^{b}\left[\frac{2}{b^{2}} \sum_{m=1}^{x \cdot} e^{-x \beta_{m}^{2} t} \frac{1}{J_{1}^{2}\left(\beta_{m} b\right)} r^{\prime} J_{0}\left(\beta_{m} r\right) J_{0}\left(\beta_{m} r^{\prime}\right)\right] F\left(r^{\prime}\right) d r^{\prime} \tag{6-17}
\end{equation*}
$$

where the $\beta_{m}$ values are the roots o! $J_{0}\left(\beta_{m} b\right)=0$
The solution of the homogencous problem ( $6-16$ ) in terms of Green's function is given, according to equation (6-1.3), as

$$
\begin{equation*}
\psi(r, t)=\left.\int_{r^{\prime}=0}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{t}=0} F\left(r^{\prime}\right) d r^{\prime} \tag{6-18}
\end{equation*}
$$

By comparing the two solutions (6-17) and (6-18) we lind the Green's function for $\tau=0$.

$$
\begin{equation*}
\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0}=\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} 1} \frac{!}{J_{1}^{2}\left(\dot{\beta}_{m} b\right)} J_{0}\left(\beta_{m} r\right) J_{0}\left(\beta_{m} r^{\prime}\right) \tag{6-19}
\end{equation*}
$$

Then, replacing $t$ by $(t-\tau)$ in equation (6-19) we obtain the desired Green's function as

$$
\begin{equation*}
G\left(r, t \mid r^{\prime}, \tau\right)=\frac{2}{b^{2}} \sum_{m=1}^{n} e^{-x \|_{m}^{2}(t-v)} \frac{1}{J_{1}^{2}\left(\beta_{m} b\right)} J_{0}\left(\beta_{m} r\right) J_{0}\left(\beta_{m} r^{\prime}\right) \tag{6-20}
\end{equation*}
$$

## Example 6-2

Determine the Green's function appropriate for the solution of the following nonhomogeneous transient heat conduction problem:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<\infty, \quad t>0 \\
T=f(t) & \text { at } & x=0 \\
T=F(x) & \text { for } & t=0,
\end{array}
$$

Solution. We consider the homogeneous part of this problem given by

$$
\begin{array}{llll}
\frac{\partial^{2} \psi}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \psi}{\partial t} & \text { in } & 0<x<\infty, & t>0 \\
\psi=0 & \text { at } & x=0, & t>0 \\
\psi=F(x) & \text { for } & t=0, & \text { in } 0<x<\infty
\end{array}
$$

The solution of this problem is obtained from equation (2-58a) and rearranged in the form

$$
\begin{equation*}
\psi(x, t)=\int_{x^{\prime}=0}^{x} \frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 x t}\right)\right] F\left(x^{\prime}\right) d x^{\prime} \tag{6-23}
\end{equation*}
$$

By comparing this solution with equation ( $6-13$ ) we conclade that ( $i\left(x, i \mid x\right.$, r) $\left.\right|_{\text {, a }}$ is given by

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, 0\right)=\frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] \tag{6-24}
\end{equation*}
$$

Green's function $G(x, t \mid x, \tau)$ is determined by replacing $t$ by $(t-\tau)$ in this equation:

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=\frac{1}{[4 \pi \alpha(t-\tau)]^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 x(t-\tau)}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha(t-\tau)}\right)\right] \tag{6-25}
\end{equation*}
$$

## Example 6-3

Determine the Green's function for the solution of the following nonhomogeneous transient heat conduction in a slab of thickness $L$.

$$
\begin{array}{lll}
\frac{\hat{o}^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<L, \quad t>0 \\
\frac{\partial T}{\partial x}=f_{1}(t) & \text { at } & x=0, \quad t>0 \\
\frac{\partial T}{\partial x}+H T=f_{2}(t) & \text { at } & x=L, \quad t>0 \\
T=F(x) & \text { for } \quad t=0, & \text { in } 0<x<L \tag{6-26d}
\end{array}
$$

Solurion. We consider only the homogeneous version of this problem given by

$$
\begin{array}{lll}
\frac{\partial^{2} \psi}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \psi}{\partial t} & \text { in } & 0<x<L, \quad t>0  \tag{6-27a}\\
\frac{\partial \psi}{\partial x}=0 & \text { at } & x=0, \quad t>0
\end{array}
$$

$$
\begin{array}{ll}
\frac{\partial \psi}{\partial x}+H \psi=0 \quad \text { at } \quad x=L, \quad t>0 \\
\psi=F(x) \quad \text { for } \quad t=0, \quad \text { in } \quad 0<x<L \tag{6-27d}
\end{array}
$$

-     - -....... The solution of this problem is obtained from cquation (2-45a) and rearranged in the form

$$
\begin{equation*}
\psi(x, t)=2 \int_{x^{\prime}=0}^{L}\left[\sum_{m=1}^{\infty} e^{-a \psi_{m 1}^{2}} \frac{\beta_{m}^{2}+H^{2}}{L\left(\beta_{m}^{2}+H^{2}\right)+H} \cos \beta_{m} x \cos \beta_{m} x^{\prime}\right] F\left(x^{\prime}\right) d x^{\prime} \tag{6-28}
\end{equation*}
$$

By comparing this solution with equation (6-13) we conclude that $G\left(x, t \mid x^{\prime}, 0\right)$ is given by

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, 0\right)=2 \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{\beta_{m}^{2}+H^{2}}{L\left(\beta_{m}^{2}+H^{2}\right)+H} \cos \beta_{m} x \cos \beta_{m} x^{t} \tag{6-29}
\end{equation*}
$$

and Green's function $G(x, t \mid x, \tau)$ is obtained by replacing $t$ by $(t-\tau)$ in the expression

$$
G\left(x, 1 \mid x^{\prime}, \tau\right)=2 \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}(t-\tau)} \frac{\beta_{m}^{2}+H^{2}}{L\left(\beta_{m}^{2}+H^{2}\right)+H} \cos \beta_{m} x \cos \beta_{m} x^{\prime} \quad(6-30)
$$

In the following sections we illustrate the application of Green's function technique for the solution of nonhomogeneous boundary-value problems of heat conduction in the rectangular, cylindrical, and spherical coordinate systems.

## 6-4 APPLICATIONS OF GREEN'S FUNCTION

## IN THE RECTANGULAR COORDINATE SYSTEM

In this section we illustrate with examples the application of the Green's function technique in the solution of nonhomogeneous boundary-value problems of heat conduction in the rectangular coordinate system. For convenience in the determination of Green's function we consider, as examples, those problems for which solutions are available in Chapter 2 for their homogeneous part.

## Example 6-4

An infinite medium $-\infty<x<\infty$ is initially at temperature $F(x)$; for times $t>0$ there is heat generation within the solid at a rate of $g(x, t)$ per unit time,
per unitivolume Obtain an expression for the temperature distribution $T(x, t)$ Solution. The mathematical formulation of this problem is given as
$\frac{\partial^{2} T(x, t)}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}$
in $\quad-\infty<x<\infty, 1>0$
(6-31a)
$T=F(x)$
for
$t=0$,
in the region
(6-31b)

To determine Green's function we consider the homogeneous version of this problem given as

$$
\begin{array}{lll}
\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \psi(x, t)}{\partial t} & \text { in } & -\infty<x<\infty, t>0 \\
\psi=F(x) & \text { for } \quad t=0, & \text { in the region }
\end{array}
$$

The solution of this homogeneous problem is obtainable from equation (2-70) as

$$
\begin{equation*}
\psi(x, t)=\int_{x^{\prime}=-\infty}^{\infty}\left[(4 \pi \alpha t)^{-1 / 2} \exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] F\left(x^{\prime}\right) d x^{\prime} \tag{6-33}
\end{equation*}
$$

The solution of the problem ( $6-32$ ) can be written in terms of Green's function, according to equation (6-13), as

$$
\begin{equation*}
\psi(x, t)=\left.\int_{x^{\prime}=-\infty}^{\infty} G\left(x, t \mid x^{\prime}, \tau\right)\right|_{\tau=0} F\left(x^{\prime}\right) d x^{\prime} \tag{6-34}
\end{equation*}
$$

A comparison of equations (6-33) and (6-34) yields

$$
\begin{equation*}
\left.G\left(x, t \mid x^{\prime}, \tau\right)\right|_{r=0}=(4 \pi \alpha t)^{-1 / 2} \exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right) \tag{6-35}
\end{equation*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-35); we find

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=[4 \pi \alpha(t-\tau)]^{-1 / 2} \exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha(t-\tau)}\right) \tag{6-36}
\end{equation*}
$$

Then the solution of the nonhomogeneous problem (6-31), according to
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$$
T(x, t)=(4 \pi \alpha t)^{-1 / 2} \int_{x^{\prime}=-\infty}^{\infty} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] F\left(x^{\prime}\right) d x^{\prime}
$$

$$
\begin{equation*}
+\frac{\alpha}{k} \int_{\tau=0}^{t} d \tau \int_{x^{\prime}=-\infty}^{\infty}[4 \pi \alpha(t-\tau)]^{-1 / 2} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha(t-\tau)}\right] g\left(x^{\prime}, \tau\right) d x^{\prime} \tag{6-37}
\end{equation*}
$$

We now examine some special cases of the solution (6-37).

1. There is no heat generation. By setting $g\left(x^{\prime}, \tau\right)=0$, equation (6-37) reduces to

$$
\begin{equation*}
T(x, t)=(4 \pi \alpha t)^{-1 / 2} \int_{x^{\prime}=-\infty}^{\infty} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] F\left(x^{\prime}\right) d x^{\prime} \tag{6-38}
\end{equation*}
$$

which is the same as that given by equation (2-70).
2. Medium is initially at zero temperature, an instantaneous distributed heat source of strength $g^{i}(x) \mathrm{Ws} / \mathrm{m}^{3}$ releases its heat spontaneously at time $t=0$. By setting

$$
\begin{equation*}
F(x)=0, \quad g(x, t)=g^{i}(x) \delta(t-0) \tag{6-39}
\end{equation*}
$$

equation (6-37) reduces to

$$
\begin{equation*}
T(x, t)=(4 \pi \alpha t)^{-1 / 2} \int_{x^{\prime}=-\infty}^{\infty} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right]\left[\frac{\alpha}{k} g^{i}\left(x^{\prime}\right)\right] d x^{\prime} \tag{6-40}
\end{equation*}
$$

A comparison of equations $(6-38)$ and $(6-40)$ reveals that

$$
\begin{equation*}
F\left(x^{\prime}\right) \equiv \frac{\alpha}{k} g^{i}\left(x^{\prime}\right)=\frac{1}{\rho c_{p}} \cdot y^{i}\left(x^{\prime}\right) \tag{6-41}
\end{equation*}
$$

Equation (6-41) implies that the heat-conduction problem for an instantancous distributed heat source $g^{\prime}(x)$ releasing its heat at time $t=0$ is equivalent to an initial value problem with the initial temperature distribution as given by equation (6-41).
3. Medium is initially at zero temperature; for times $t>0$ a plane surface heat source of strength $g_{s}^{c}(t) \mathrm{W} / \mathrm{m}^{2}$ situated at $x=a$ releases its heat continuously. By setting

$$
F(x)=0, \quad g(x, t)=g_{s}^{c}(t) \delta(x-a)
$$

equation (6-37) reduces to

$$
\begin{equation*}
T(x, t)=\frac{\alpha}{k} \int_{\mathrm{r}=0}^{t}[4 \pi \alpha(t-\tau)]^{-1 / 2} \exp \left[-\frac{(x-a)^{2}}{4 \alpha(t-\tau)}\right] g_{s}^{c}(\tau) d \tau \tag{6-43}
\end{equation*}
$$

## Example 6-5

A slab. $0 \leqslant x \leqslant L$, is initially at temperature $F(x)$. For times $1>0$, the boundaries at $x=0$ and $x=L$ are maintained at temperatures $f_{1}(t)$ and $f_{2}(t)$ respectively, whereas heat is generated in the medium at a rate of $g(x, 1) \mathrm{W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution $T(x, t)$ in the slab for times $t>0$.

Solution. The mathematical formulation of this problem is given as

| $\frac{\partial^{2} T(x, t)}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}$ | in | $0<x<L, \quad t>0$ | $(6-44 \mathrm{a})$ |
| :--- | :--- | :--- | :--- |
| $T=f_{1}(t)$ | at | $x=0, \quad t>0$ | $(6-44 \mathrm{~b})$ |
| $T=f_{2}(t)$ | at | $x=L$, | $t>0$ |
| $T=F(x)$ | for $\quad t=0$, | in $0 \leqslant x \leqslant L \quad(6-44 \mathrm{~d})$ |  |

To determine the appropriate Green's function, we consider the homogeneous version of this problem as

| $\frac{\partial^{2} \psi(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \psi(x, t)}{\partial t}$ | in | $0<x<L$, | $t>0$ |
| :--- | :--- | :--- | :--- |
| $\psi=0$ | at | $x=0$ and $x=L$, | $t>0$ |
| $\psi=F(x)$ | for $\quad t=0$, | in $0 \leqslant x \leqslant L$ | $(6-45 \mathrm{a})$ |
|  |  |  |  |

The problem (6-45) is exactly the same as that given by equations (2-151), and its solution is obtainable from equations $(2-154)$ and $(2-155 a, b)$ as
where

$$
\beta_{m}=\frac{m \pi}{L}, \quad m=1,2,3, \ldots
$$

Also, the solution of problem (6-45) in terms of Green's function is given, according to equation (6-13), as

$$
\begin{equation*}
\psi(x, t)=\left.\int_{x^{\prime}=0}^{L} G\left(x, t \mid x^{\prime}, \tau\right)\right|_{\tau=0} F\left(x^{\prime}\right) d x^{\prime} \tag{6-47}
\end{equation*}
$$

A comparison of equations (6-46) and (6-47) gives

$$
\begin{equation*}
\left.G\left(x, t \mid x^{\prime}, \tau\right)\right|_{\mathrm{t}}=0=\frac{2}{L} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} t^{t}} \sin \beta_{m} \times \sin \beta_{m} \mathrm{x}^{\prime} \tag{6-48}
\end{equation*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-48); we find

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=\frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-\tau)} \sin \beta_{m} x \sin \beta_{m} x^{\prime} \tag{6-49}
\end{equation*}
$$

Then the solution of the nonhomogeneous problem (6-44) is given in terms of the Green's function, according to equation (6-8), as

$$
\begin{align*}
T(x, t)= & \left.\int_{x^{\prime}=0}^{L} G\left(x, t \mid x^{\prime}, \tau\right)\right|_{\mathrm{r}=0} F\left(x^{\prime}\right) d x^{\prime} \\
& +\frac{\alpha}{k} \int_{\tau=0}^{t} d \tau \int_{x^{\prime}=0}^{L} G\left(x, t \mid x^{\prime}, \tau\right) g\left(x^{\prime}, \tau\right) d x^{\prime} \\
& +\left.\alpha \int_{\tau=0}^{t} \frac{\partial G\left(x, t \mid x^{\prime}, \tau\right)}{\partial x^{\prime}}\right|_{x^{\prime}=0} f_{1}(\tau) d \tau \\
& -\left.\alpha \int_{\tau=0}^{t} \frac{\partial G\left(x, t \mid x^{\prime}, \tau\right)}{\partial x^{\prime}}\right|_{x^{\prime}=L} f_{2}(\tau) d \tau \tag{6-50}
\end{align*}
$$

We note that in the problem (6-44) the boundary conditions are both of the first kind. Therefore, in the solution (6-50), we made replacements according to equation ( $6-5$ ) in the terms involving the boundary-condition functions $f_{1}(\tau)$ and $f_{2}(\tau)$. Namely, we replaced $\left.G\right|_{x^{\prime}=0}$ by $+\left.\left(\partial G / \partial x^{\prime}\right)\right|_{x^{\prime}=0}$ for the terms involving $f_{1}(\tau)$ and $\left.G\right|_{x^{\prime}=L}$ by $-\left.\left(\partial G / \partial x^{\prime}\right)\right|_{x^{\prime}=L}$ for the term involving $f_{2}(\tau)$.

Introducing the above expression for Green's function into equation (6-50) we obtain the solution in the form

$$
\begin{aligned}
T(x, t)= & \frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} x \int_{x^{\prime}=0}^{L} \sin \beta_{m} x^{\prime} F\left(x^{\prime}\right) d x^{\prime} \\
& +\frac{\alpha}{k} \frac{2}{L_{m}} \sum_{m}^{\infty} e^{-\alpha \beta_{m}^{2}} \sin \beta_{m} x \int_{\tau=0}^{t} e^{x \beta_{m}^{2} s} d \tau \int_{x^{\prime}=0}^{L} \sin \beta_{m} x^{\prime} g\left(x^{\prime}, \tau\right) d x^{\prime}
\end{aligned}
$$

$$
\begin{align*}
& +\alpha \frac{2}{L} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} r} \beta_{m} \sin \beta_{m} x \int_{r=0}^{1} e^{a \beta_{m}^{2} r} f_{1}(\tau) d \tau \\
& -\alpha \frac{2}{L_{m}} \sum_{m}^{\infty}(-1)^{m} e^{-\alpha \beta_{m}^{2}} \beta_{m} \sin \beta_{m} x \int_{r=0}^{1} e^{\alpha \beta_{m}^{2} r} f_{2}(\tau) d \tau \tag{6-51}
\end{align*}
$$

where

$$
\beta_{n t}=\frac{m \pi}{L}, \quad m=1,2,3, \ldots
$$

The solution (6-51) appears to vanish at the two boundaries $x=0$ and $x=L$, instead of yielding the boundary conditions functions $f_{1}(t)$ and $f_{2}(t)$ at these locations. The reason for this is that these two terms involve series that are not uniformly convergent at the location $x=0$ and $x=L$. Therefore, the above solution is valid in the open interval $0<x<L$. Such phenomena occur when the solution derives its basis from the orthogonal expansion technique with the boundary condition being utilized to develop the eigencondition. Similar results are reported in pages 102 and 103 of reference 1 . This difficulty can be alleviated by integrating by parts the last two integrals in equation ( $6-51$ ), and replacing the resulting series expressions by their equivalent closed-form expressions. Another approach to avoid this difliculty is to remove the nonhomogencities from the boundary condition by a splitting-up procedure as described in Section 17 of Chapter 1 . We now examine some special cases of solution (6-51):

1. The medium is initially at zero temperature. The boundaries at $x=0$ and $x=L$ are kept at zero temperature for times $t>0$, and a distributed heat source of strength $g^{i}(x) \mathrm{Ws} / \mathrm{m}^{3}$ releases its heat spontaneously at time $t=0$. For this special case we set

$$
F(x)=0, \quad f_{1}(t)=0, \quad f_{2}(t)=0, \quad \text { and } \quad g(x, t)=g^{i}(x) \delta(t-0)
$$

Then, the solution ( $6-51$ ) reduces to

$$
\begin{equation*}
T(x, t)=\frac{2}{L_{m}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} \sin \beta_{n r} x} \int_{x^{\prime}=0}^{L}\left[\frac{\alpha}{k} g^{i}\left(x^{\prime}\right)\right] \sin \beta_{m} x^{\prime} d x^{\prime} . \tag{6-53}
\end{equation*}
$$

A comparison of this solution with the first term in equation (6-51) reveals that the problem of heat conduction for an instantaneous distributed heat source $g^{i}(x) \mathrm{Ws} / \mathrm{m}^{3}$ releasing its heat at time $t=0$ is equivalent to the problem in which the medium is initially at a temperature

$$
\begin{equation*}
F\left(x^{\prime}\right)=\frac{\alpha}{k} g^{\prime}\left(x^{\prime}\right)=\frac{1}{\rho c_{p}} g^{\prime}\left(x^{\prime}\right) \tag{6-54}
\end{equation*}
$$

2. Medium is initially at zero temperature; for times $t>0$ boundaries at $x=0$ and $x=L$ are kept at zero temperature and a plane surface heat source of strength $g_{\mathrm{s}}^{\mathrm{c}}(t) \mathrm{W} / \mathrm{m}^{2}$ situated at $\mathrm{x}=a(<L)$ releases its heat continuously. For this case we set

$$
\begin{equation*}
F(x)=f_{1}(t)=f_{2}(t)=0 \quad \text { and } \quad g(x, t)=g_{s}^{c}(t) \delta(x-a) \tag{6-55}
\end{equation*}
$$

Then equation (6-51) reduces to

$$
T(x, t)=\frac{2 \alpha}{k L_{m=1}} \sum_{m}^{\infty} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} x \sin \beta_{m} a \int_{r=0}^{r} e^{\alpha \beta_{m}^{2} t} g_{s}^{c}(\tau) d \tau \quad(6-56)
$$

where

$$
\beta_{m}=\frac{m \pi}{L}, \quad m=1,2,3, \ldots
$$

## Example 6-6

A rectangular parallelepiped, $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$, is initially at temperature $F(x, y, z)$. For times $t>0$ heat is generated in the medium at a rate of $g(x, y, z, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surfaces are kept at zero temperature. Obtain an expression for the temperature distribution in the solid for times $t>0$.

Solution. The mathematical formulation of this problem is given as
$\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g(x, y, z, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}$
in $0<x<a, 0<y<b, 0<z<c$, for $t>0 \quad$ (6-57a)

| $T=0$ | at | all boundaries, | for $t>0$ |
| :--- | :--- | :--- | :--- |
|  |  | $(6-57 \mathrm{~b})$ |  |
| $T=F(x, y, z)$ | for | $t=0$, in the region |  |

To determine the appropriate Green's function, we consider the homogeneous version of this problem as
$\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=\frac{1}{\alpha} \frac{\partial \psi}{\partial t}$

|  | at $\quad$ all boundaries, | for $t>0$ | $(6-58)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\psi=0$ | for $\quad t=0$, in the region. |  | $(6-58 \mathrm{~b})$ |
| $\psi=F(x, y, z)$ |  |  |  |

The problem ( $6-58$ ) is the same as that given by equations ( $2-87$ ); its solution is obtainable from equation (2-92) as

$$
\begin{align*}
\psi\left(x, y^{\prime}, z, t\right)= & \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c}\left[\frac{8}{a b c} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{x} e^{-a\left(\rho_{m 1}^{2}+y_{n}^{2}+\eta_{p}^{2}\right) r}\right. \\
& \left.\cdot \sin \beta_{m^{\prime}} x \sin \eta_{n} y^{\prime} \sin \eta_{r^{\prime}} z \sin \beta_{m} x^{\prime} \sin \eta_{n}^{\prime} y^{\prime} \sin \eta_{p} z^{\prime}\right] \\
& \cdot F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{6-59}
\end{align*}
$$

where

$$
\beta_{m}=\frac{m \pi}{a}, \quad \gamma_{n}=\frac{n \pi}{b}, \quad \eta_{p}=\frac{p \pi}{c}, \quad \text { with }(m, n, p)=1,2,3,4 \ldots
$$

Also the solution of the problem (6-58) in terms of Green's function is given, according to equation (6-13), as

$$
\begin{align*}
\psi(x, y, z, t)= & \left.\int_{x^{\prime}=0}^{a} \cdot \int_{y^{\prime}=0}^{b} \cdot \int_{z^{\prime}=0}^{c} G\left(x, y, z,| | x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)\right|_{\mathrm{t}}=0 \\
& \cdot F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{6-60}
\end{align*}
$$

## A comparison of equations $(6-59)$ and (6-60) gives

$$
\begin{align*}
\left.G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)\right|_{\mathrm{r}}=0 & \frac{8}{a b c} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} e^{-\alpha\left(\beta_{m}^{2}+\gamma_{n}^{2}+\eta_{p}^{2}\right)} \\
& \cdot \sin \beta_{m} x \sin \gamma_{n} y \sin \eta_{p} z \\
& \cdot \sin \beta_{m} x^{\prime} \sin \gamma_{n} y^{\prime} \sin \eta_{p} z^{\prime} \tag{6-61}
\end{align*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-61); we find

$$
\begin{align*}
G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & \frac{8}{a b} \sum_{m=1}^{x} \sum_{n=1}^{\infty} \sum_{p=1}^{x} e^{-\alpha\left(\beta_{m}^{2}+r_{n}^{2}+\eta_{p}^{2}\right)(t-\tau)} \\
& \cdot \sin \beta_{m} x \sin \gamma_{n} y \sin \eta_{p} z \\
& \cdot \sin \beta_{m} x^{\prime} \sin \gamma_{n} y^{\prime} \sin \eta_{p} z^{\prime} \tag{6-62}
\end{align*}
$$

Then the solution of the nonhomogeneous problem (6-57) is given in terms of the above Green's function, according to equation (6-4), as

$$
\begin{aligned}
T(x, y, z, t)= & \left.\int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c} G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)\right|_{\tau=0} \\
& \cdot F\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime}
\end{aligned}
$$



- $G\left(x, y^{\prime}, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right) g\left(x^{\prime}, y^{\prime}, z^{\prime}, \tau\right) d x^{\prime} d y^{\prime} d z^{\prime}$
where Green's function is defined above.


## 6-5 APPLICATIONS OF GREEN'S FUNCTION <br> IN THE CYLINDRICAL COORDINATE SYSTEM

In this section we illustrate with examples the application of Green's function in the solution of nonhomogeneous boundary-value problems of heat conduction in the cylindrical coordinate system. For convenience in the determination of Green's function, we have chosen those problems for which solutions are available in Chapter 3 for their homogeneous part

## Example 6-7

A solid cylinder, $0 \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$ there is heat generation in the medium at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surface at $r=b$ is kept at temperature $f(t)$. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
T=f(t) & \text { at } & r=b, \quad \text { for } t>0 \\
T=F(r) & \text { for } & t=0, & \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

To determine the appropriate Green's function, we consider the homogeneous version of this problem as

$$
\begin{aligned}
& \text { in } \quad 0 \leqslant r<b, \quad t>0 \\
& \text { (6-65a) } \\
& \psi=0 \\
& \text { at } \quad r=b, \quad t>0 \\
& \psi=F(r) \\
& \text { for } \quad t=0 \text {, } \\
& \text { in } 0 \leqslant r \leqslant b
\end{aligned}
$$

is obtainable from equation (3-67a) as

$$
\begin{equation*}
\psi(r, t)=\int_{r^{\prime}=0}^{b} r^{\prime}\left[\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} J_{0}\left(\beta_{m} r^{\prime}\right)\right] F\left(r^{\prime}\right) d r^{\prime} \tag{6-66}
\end{equation*}
$$

where the $\beta_{m}$ values are positive roots of $J_{0}\left(\beta_{m} b\right)=0$. Also the solution of problem ( $6-65$ ) in terms of Green's function is given, according to equation (6-8), as

$$
\begin{equation*}
\psi(r, t)=\left.\int_{r^{=}=0}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{t=0} F\left(r^{\prime}\right) d r^{\prime} \tag{6-67}
\end{equation*}
$$

where $r^{\prime}$ is the Sturm-Liouville weight function. A comparison of equations (6-66) and (6-67) yields

$$
\begin{equation*}
\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0}=\frac{.2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} J_{0}\left(\beta_{m} r^{\prime}\right) \tag{6-68}
\end{equation*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-68); we find

$$
\begin{equation*}
G\left(r, t \mid r^{\prime}, \tau\right)=\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-\tau)} \frac{J_{0}\left(\beta_{m} r\right)}{J_{i}^{2}\left(\beta_{m} h\right)} J_{0}\left(\beta_{m} r^{\prime}\right) \tag{6-69}
\end{equation*}
$$

Then the solution of the nonhomogeneous problem (6-64) in terms of the above Green's function is given, according to equation (6-8), as

$$
\begin{align*}
T(r, t)= & \left.\int_{r^{\prime}=0}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\tau=0} F\left(r^{\prime}\right) d r^{\prime}+\frac{\alpha}{k} \int_{\mathrm{r}=0}^{1} d \tau \int_{r^{\prime}=0}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \\
& -\alpha \int_{\tau=0}^{t}\left[r^{\prime} \frac{\partial G}{\hat{\lambda} r^{\prime}}\right]_{r^{\prime}=0} \cdot f(\tau) d \tau \tag{6-70}
\end{align*}
$$

Here, the boundary condition at $r=b$ being of the first kind, we replaced $[G]_{r^{\prime=} \boldsymbol{h}}$ by $-\left[\partial G / \lambda r^{\prime}\right]_{r^{\prime}=b}$ according to equation (6-5).
Introducing the above Green's function into equation (6-70) and noting that

$$
\left[r^{\prime} \bar{\partial} \bar{\partial}^{\prime}\right]_{r^{\prime}=b}=-\ddot{b}_{m=1}^{2} \sum_{m}^{\infty} e^{-\alpha \beta_{m}^{2}(t-r)} \beta_{m} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}\left(\beta_{m} b\right)}
$$

we obtain

$$
T(r, t)=\frac{2}{b^{2}} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2},} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} \int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}
$$

$$
\begin{align*}
& +\frac{2 \alpha}{k b^{2}} \sum_{m=1}^{\infty} e^{-\alpha \rho_{m^{\prime}}^{2}} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} \int_{\tau=0}^{1} e^{\alpha \rho_{m}^{2} \tau} d \tau \int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \\
& +\frac{2 \alpha}{b} \sum_{m=1}^{\infty} e^{-\alpha \rho_{m}^{2} t} \beta_{m} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}\left(\beta_{m} b\right)} \int_{\tau=0}^{r} e^{\alpha \rho_{m}^{2} \tau} f(\tau) d \tau \tag{6-72}
\end{align*}
$$

where the $\beta_{m}$ values are the positive roots of $J_{0}\left(\beta_{m} b\right)=0$. In this solution the first term on the right-hand side is for the effects of the initial condition function $F(r)$, and it is the same as that given by equation (3-67). The second term is for the effects of the heat generation function $g(r, t)$. The last term is for the effects of the boundary-condition function $f(t)$. This solution (6-72) appears to vanish at the boundary $r=b$ instead of yielding the boundary condition function $f(t)$. The reason for this is that the last term in equation (6-72) involves a series that is not uniformly convergent at $r=b$. This difficulty can be alleviated by integrating the last term by parts and replacing the resulting series by its closed-form expression. An alternative approach would be to split up the original problem as discusse. in Section 1-8 of Chapter 1 in order to remove the nonhomogeneity from the boundary condition. We examine some special cases of the solution (6-72).

1. Cylinder has zero initial temperature, zero surface temperature, but heat is generated within the solid at a constant rate o $\left\lceil g_{0} \mathrm{~W} / \mathrm{m}^{3}\right.$.

By setting in equation (6-72), $F(r)=0, f(t)=0$, and $g(r, t)=g_{0}$, we obtain

$$
\begin{equation*}
T(r, t)=\frac{2 g_{0}}{k b} \sum_{m=1}^{\infty} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)}-\frac{2 g_{0}}{k b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} r} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)} \tag{6-73}
\end{equation*}
$$

For $t \rightarrow \infty$, the second term on the right-hand side vanishes and the first term must be equal to the steady-state temperature distribution in the cylinder, namely

$$
\begin{equation*}
T(r, \infty)=\frac{2 g_{0}}{k b} \sum_{m=1}^{x_{1}} \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)} \equiv \frac{g_{0}\left(b^{2}-r^{2}\right)}{4 k} \tag{6-74}
\end{equation*}
$$

Introducing (6-74) into (6-73), the solution becomes

$$
\begin{equation*}
T(r, t)=\frac{g_{0}\left(b^{2}-r^{2}\right)}{4 k}-\frac{2 g_{0}}{k b} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}, \frac{J_{0}\left(\beta_{m} r\right)}{\beta_{m}^{3} J_{1}\left(\beta_{m} b\right)}} \tag{6-75}
\end{equation*}
$$

2. Cylinder has zero initial temperature, zero surface temperature, but there is a line heat source of strength $g_{L}^{c}(t) \mathrm{W} / \mathrm{m}$ situated along the centerline of the cylinder and releasing its heat continuously for times
$t>0$. For this special case we set in equation (6-72)

$$
F(r)=0, \quad f(t)=0, \quad \text { and } \quad g\left(r^{\prime}, \tau\right)=g_{L}^{c}(\tau) \frac{1}{2 \pi r^{\prime}} \delta\left(r^{\prime}-0\right)
$$

Then, equation (6-72) reduces to

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k \pi b^{2}} \sum_{n=1}^{x} \mathfrak{e}^{-x \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} \int_{\mathrm{r}=0}^{t} e^{-\alpha \mu_{m}^{2} \mathrm{r}} y_{L}^{\mathrm{e}}(\tau) d \tau \tag{6-76}
\end{equation*}
$$

3. Cylinder has zero initial temperature, zero surface temperature, but there is an instantaneous volume heat source of strength $g^{i}(r) \mathrm{W} / \mathrm{m}^{3}$ which releases its heat spontancously at time $t=0$. For this case we set in equation (6-72)

$$
F(r)=0, \quad f(t)=0, \quad \text { and } \quad g\left(r^{\prime}, \tau\right)=g^{i}\left(r^{\prime}\right) \delta(\tau-0)
$$

Then equation (6-72) reduces to

$$
\begin{equation*}
T(r, t)=\frac{2}{b^{2}} \sum_{m=1}^{x} e^{-\alpha \beta_{m}^{2} t} \frac{J_{0}\left(\beta_{m} r\right)}{J_{1}^{2}\left(\beta_{m} b\right)} \int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) \frac{\alpha g^{\mathrm{i}}\left(r^{\prime}\right)}{k} d r^{\prime} \tag{6-77}
\end{equation*}
$$

A comparison of this solution with the first term in equation (6-72) reveals that

$$
\frac{x g^{\mathrm{i}}(r)}{k} \equiv F(r)
$$

Namely, an instantaneous volume heat source of strength $g^{\mathrm{i}}(r) \mathrm{Ws} / \mathrm{m}^{3}$ releasing its heat spontaneously at time $t=0$ is equivalent to an initial temperature distribution $x g^{\mathrm{i}}(r) / k$.

## Example 6-8

A hollow cylinder, $a \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$ there is heat generation in the medium at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surfaces at $r=a$ and $r=b$ are kept at zero temperatures. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder for times $1>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{\hat{c}^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<b, \quad t>0 \\
T=0 & \text { at } \quad r=a, \quad r=b, \quad t>0 \tag{6-78b}
\end{array}
$$

$T=F(r)$
for $\quad t=0$,
in the region

To determine the appropriate Green's function, we consider the homogeneous version of this problem as

$$
\begin{align*}
& \stackrel{\partial^{2} \psi}{\ddot{i}_{r}^{2}}+\frac{1 \partial \psi}{r \underset{\partial r}{\partial}}=\frac{1}{\alpha} \underset{\partial \psi}{\partial \psi} \\
& \text { in } a<r<b \text {. } \\
& t>0 \\
& \text { (6-79a) } \\
& \psi=0  \tag{6-79b}\\
& \text { at } \quad r=a, \quad r=b, \quad t>0 \\
& \psi=F(r)  \tag{6-79c}\\
& \text { for } \quad t=0 \text {, } \\
& \text { in the region }
\end{align*}
$$

The problem (6-79) is the same as that considered in Example 3-5; the solution is obtainable from equation (3-78) as

$$
\begin{equation*}
\psi(r, t)=\int_{r^{\prime}=a}^{b} r^{\prime}\left[\frac{\pi^{2}}{2} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \frac{\beta_{m}^{2} J_{0}^{2}\left(\beta_{m} a\right)}{J_{0}^{2}\left(\beta_{m} a\right)-J_{0}^{2}\left(\beta_{m} b\right)} R_{0}\left(\beta_{m} r\right) R_{0}\left(\beta_{m} r^{\prime}\right)\right] F\left(r^{\prime}\right) d r^{\prime} \tag{6-80a}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{0}\left(\beta_{m},!\right)=J_{0}\left(\beta_{m} r\right) Y_{0}\left(\beta_{m} b\right)-J_{0}\left(\beta_{m} b\right) Y_{0}\left(\beta_{m} r\right) \tag{6-80b}
\end{equation*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
J_{0}\left(\beta_{m} a\right) Y_{0}\left(\beta_{m} b\right)-J_{0}\left(\beta_{m} b\right) Y_{0}\left(\beta_{m} a\right)=0 \tag{6-80c}
\end{equation*}
$$

Also the solution of the problem (6-79) in terms of Green's function is given, according to equation ( $6-8$ ), as

$$
\begin{equation*}
\psi(r, t)=\left.\int_{r^{\prime}=a}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0} F\left(r^{\prime}\right) d r^{\prime} \tag{6-81}
\end{equation*}
$$

A comparison of equations ( $6-80 a$ ) and ( $6-81$ ) yields

$$
\begin{equation*}
\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0}=\frac{\pi^{2}}{2} \sum_{m=1}^{\alpha<} e^{-a \rho_{m}^{2} t} \frac{\beta_{m}^{2} J_{0}\left(\beta_{m} a\right)}{J_{0}^{2}\left(\beta_{m} a\right)-J_{0}^{2}\left(\beta_{m} h\right)} R_{0}\left(\beta_{m} r\right) R_{0}\left(\beta_{m} r^{\prime}\right) \tag{6-82}
\end{equation*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-82); we find

$$
G\left(r, 1+r^{\prime}, r\right)=\frac{\pi^{2}}{2} \sum_{m=1}^{\infty} e^{-a \beta_{m}^{2}(t-n)} \frac{\beta_{m}^{2} J_{0}\left(\beta_{m} a\right)}{J_{0}^{2}\left(\beta_{m} a\right)-J_{0}^{2}\left(\beta_{m} b\right)} R_{0}\left(\beta_{m} r^{n}\right) R_{-0}\left(\beta_{m} r^{2}\right)-\quad(6-8=
$$

Then the solution of the above nonhomogeneous problem (6-78) in terms of
this Green's function is given, according to equation (6-8), as

$$
\begin{equation*}
T(r, t)=\left.\int_{r^{\prime}=a}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\tau=0} F\left(r^{\prime}\right) d r^{\prime}+\frac{\alpha}{k} \int_{\mathrm{r}=0}^{t} d \tau \int_{r^{\prime}=a}^{b} r^{\prime} G\left(r, t \mid r^{\prime}, \tau\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \tag{6-84}
\end{equation*}
$$

Introducing the foregoing Green's function into equation (6-84), the solution of the problem (6-78) becomes

$$
\begin{align*}
T(r, t)= & \frac{\pi^{2}}{2} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}} \frac{\beta_{m}^{2} J_{0}\left(\beta_{m} a\right)}{J_{0}^{2}\left(\beta_{m} a\right)-J_{0}^{2}\left(\beta_{m} b\right)} R_{0}\left(\beta_{m} r\right) \int_{r^{\prime}=a}^{b} r^{\prime} R_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime} \\
& +\frac{\pi^{2} \alpha}{2 k} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}} \frac{\beta_{m}^{2} J_{0}\left(\beta_{m} a\right)}{J_{0}^{2}\left(\beta_{m} a\right)-J_{0}^{2}\left(\beta_{m} b\right)} R_{0}\left(\beta_{m} r\right) \\
& \cdot \int_{r=0}^{1} e^{a \beta_{m}^{2} t} d \tau \int_{r^{\prime}=a}^{b} r^{\prime} R_{0}\left(\beta_{m} r^{\prime}\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \tag{6-85}
\end{align*}
$$

where $R_{0}\left(\beta_{m}, r\right)$ as given by equation (6-80b) and the $\beta_{m}$ values are the roots of the transcendental equation ( $6-80 \mathrm{c}$ ). Clearly, several special cases are obtainable from the solution (6-85).

## 6-6 APPLICATIONS OF GREEN'S FUNCTION <br> IN THE SPHERICAL COORDINATE SYSIEM

In this section we illustrate with examples the application of Green's function in the solution of nonhomogeneous boundary-value problems of heat conduction in the spherical coordinate system. For convenience in the determination of Green's function we have chosen those examples for which solutions are available in Chapter 4 for their homogeneous parts.

## Example 6-9

A hollow sphere $a \leqslant r \leqslant b$, is initially at temperature $F(r)$. For time $t>0$ heat is generated within the sphere at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundaries at $r=a$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the sphere for times $t>0$.
Solution. The mathematical formulation of this problem is given as

| $\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $a<r<b$, | $t>0$ | $(6-86 \mathrm{a})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $T=0$ | at | $r=a$ and $r=b, t>0$ | $(6-86 \mathrm{~b})$ |  |
| $T=F(r)$ | for | $t=0$, in | $a \leqslant r \leqslant b$ | $(6-86 \mathrm{c})$ |

To determine the Green's function we consider the homogeneous version of this problem as

$$
\begin{array}{lllll}
! & \frac{\partial^{2}}{r} \frac{1}{\partial r^{2}}(r \psi)=\frac{\partial \psi}{\alpha} \frac{\partial}{\partial t} & \text { in } & a<r<b, & t>0 \\
\psi=0 & \text { at } & r=a \text { and } r=b, \quad t>0 & (6-87 a) \\
\psi=F(r) & \text { for } & t=0, \quad \text { in } & a \leqslant r \leqslant b & (6-87 c)
\end{array}
$$

This homogeneous problem is the same as that considered in Example 4-3; its solution is obtainable from equation (4-80) as

$$
\begin{equation*}
\psi(r, t)=\int_{r^{\prime}=0}^{b} r^{\prime 2}\left[\frac{2}{r^{\prime} r(b-a)_{m}=1} \sum^{\infty} e^{-x \beta_{m}^{2} t} \sin \beta_{m}\left(r^{\prime}-a\right) \sin \beta_{m}(r-a)\right] F\left(r^{\prime}\right) d r^{\prime} \tag{6-88a}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\sin \beta_{\pi}(b-a)=0 \tag{6-88b}
\end{equation*}
$$

or

$$
\beta_{m}=\frac{m \pi}{b-a}, \quad m=1,2,3 \ldots
$$

The solution of the problem (6-87) in terms of Green's function is given, according to equation (6-13), as

$$
\begin{equation*}
\psi(r, t)=\left.\int_{r^{\prime}=a}^{b} r^{\prime 2} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\tau=0} F\left(r^{\prime}\right) d r^{\prime} \tag{6-89}
\end{equation*}
$$

where $r^{\prime 2}$ is the Sturm-Liouville weight function. A comparison of equations (6-88a) and (6-89) gives

$$
\begin{equation*}
\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r}=0=\frac{2}{r^{\prime} r(b-a)} \sum_{m=1}^{\infty} e^{-a \theta_{m}^{2} \cdot} \cdot \sin \beta_{m}\left(r^{\prime}-a\right) \sin \beta_{m}(r-a) \tag{6-90}
\end{equation*}
$$

The desired (ireen's function is obtitined by rephating a by (f r) in cymation (6-90); we lind

$$
\begin{equation*}
G\left(r, t \mid r^{\prime}, \tau\right)=\frac{2}{r^{\prime} r(b-a)} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-r)} \cdot \sin \beta_{m}\left(r^{\prime}-a\right) \sin \beta_{m}(r-a) . \tag{6-91}
\end{equation*}
$$

Then the solution of the nonhomogeneous problem (6-86) in terms of Green's
function is given, according to equation (6-8), as
$T(r, t)=\left.\int_{r^{\prime}=a}^{b} r^{\prime 2} G\left(r,| | r^{\prime}, \tau\right)\right|_{t=u} F\left(r^{\prime}\right) d r^{\prime}+{ }_{k}^{\alpha} \int_{t=0}^{t} d \tau \int_{r^{\prime}=a}^{b} r^{\prime 2} G\left(r, t \mid r^{\prime}, \tau\right) \varphi\left(r^{\prime}, \tau\right) d r^{\prime}$

Introducing the above Greans function into equation (6-92), the solution becomes

$$
\begin{align*}
T(r, t)= & \frac{2}{r(b-a)_{m=1}} \sum_{m}^{x} e^{-a \rho \rho_{m}^{2} t} \sin \beta_{m}(r-a) \int_{r^{\prime}=a}^{b} r^{\prime} \sin \beta_{m}\left(r^{\prime}-a\right) F\left(r^{\prime}\right) d r^{\prime} \\
& +\frac{\alpha}{k} \frac{2}{r(b-a)} \sum_{m=1}^{x} e^{-x \rho_{m}^{2} t} \sin \beta_{m}(r-a) \int_{t=0}^{t} e^{\alpha \beta_{m}^{\prime} r^{\prime}} d \tau \\
& \cdot \int_{r^{\prime}=a}^{b} r^{\prime} \sin \beta_{m}\left(r^{\prime}-a\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \tag{6-93a}
\end{align*}
$$

where the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\sin \beta_{m}(b-a)=0 \tag{6-93b}
\end{equation*}
$$

We now consider some special cases of the solution (6-93).

1. The medium is initially at zero temperature, the heat source is a spherical surface heat source of radius $r_{1}$ (i.e., $a<r_{1}<b$ ) of total strength $\mathfrak{g}_{s}^{c}(t) \mathrm{W}$, which releases its heat continuously for times $t>0$. In this case we set in equation (6-93a)

$$
\begin{equation*}
F\left(r^{\prime}\right)=0, \quad g\left(r^{\prime}, \tau\right)=g_{s}^{c}(\tau) \frac{1}{4 \pi r^{\prime 2}} \delta\left(r^{\prime}-r_{1}\right) \tag{6-94}
\end{equation*}
$$

and perform the integration with respect to the variable $r$ '. We find

$$
\begin{aligned}
& T(r, t)=\frac{\alpha}{k} \frac{1}{2 \pi r r_{1}(b-a)} \sum_{m=1}^{x} e^{-x \beta_{n}^{2} t} \sin \beta_{m}(r-a) \\
& \cdot \sin 1 \mu_{m}\left(r _ { 1 } \cdots ( 1 ) \int _ { 1 } ^ { 1 } \left(r^{2, \mu_{m, 1}^{2} r} g_{s}^{2}(t) d t\right.\right.
\end{aligned}
$$

where

$$
\begin{equation*}
\beta_{m}=\frac{m \pi}{b-a}, \quad m=1,2,3 \ldots \tag{6-95b}
\end{equation*}
$$

2. The medium is initially at zero temperature, the heat source is an
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instantaneous spherical surface heat source of radius $r_{1}$ (i.e., $a<r_{1}<b$ ) of total strength $g_{\mathrm{s}}^{\mathrm{i}} \mathrm{Ws}$, which releases its heat spontaneously at time $t=0$. In this case we set in equation (6-93a)

$$
\begin{equation*}
F\left(r^{\prime}\right)=0, \quad \varphi\left(r^{\prime}, \tau\right)=g_{4}^{i} \quad \frac{1}{4 \pi r^{\prime 2}} \delta\left(r^{\prime}-r_{1}\right) \delta(\tau-0) \tag{6-96}
\end{equation*}
$$

and perform the integrations with respect to the variables $r^{\prime}$ and $\tau$. We find

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k} \frac{1}{2 \pi r r_{1}(b-a)_{m}} \sum_{m=1}^{\infty} e^{-\alpha \beta_{\mathrm{m}}^{2} t} \sin \beta_{m}(r-a) \sin \beta_{m}\left(r_{1}-a\right) g_{\mathrm{s}}^{\mathrm{i}} \tag{6-97a}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{m}-\frac{m \pi}{b-a}, \quad m-1,2,3 \ldots \tag{6-97b}
\end{equation*}
$$

Example 6-10
A solid sphere $0 \leqslant r \leqslant b$ is initially at zero temperature. For times $t>0$ heat is generated within the sphere at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution in the sphere by the Green's function approach.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \quad 0 \leqslant r<b, \quad t>0 \\
T=0 & \text { at } \quad r=b, \quad t>0 \\
T=0 & \text { for } \quad t=0, \quad \text { in } 0 \leqslant r \leqslant b \tag{6-98c}
\end{array}
$$

To determine the Greens function we consider the following homogeneous problem:

$$
\begin{array}{lll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r \psi)=\frac{1}{\alpha} \frac{\partial \psi}{\partial t} & \text { in } & 0 \leqslant r<b, \quad t>0 \\
\psi=0 & \text { at } & r=b, \quad t>0 \\
\psi=F(r) & \text { for } & t=0, \tag{6-99c}
\end{array}
$$

The solution of the problem (6-99) is obtainable by converting it to a slab
problem or directly from the solution (4-64) by setting $K \rightarrow \infty$. We find

$$
\begin{equation*}
\psi(r, t)=\int_{r^{\prime}=0}^{b} r^{\prime 2}\left[\frac{2}{r^{\prime} r b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} r^{\prime} \sin \beta_{m} r\right] F\left(r^{\prime}\right) d r^{\prime} \tag{6-100a}
\end{equation*}
$$

where the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\sin \beta_{m} h=0 \tag{6-100b}
\end{equation*}
$$

or

$$
\beta_{m}=\frac{m \pi}{b}, \quad m=1,2,3 \ldots
$$

Also the solution of the problem (6-99) in terms of Green's function is given, according to equation (6-13), as

$$
\begin{equation*}
\psi(r, t)=\left.\int_{r^{\prime}=0}^{b} r^{\prime 2} G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0} F\left(r^{\prime}\right) d r^{\prime} \tag{6-101}
\end{equation*}
$$

A comparison of equations (6-100a) and (6-101) gives

$$
\begin{equation*}
\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{r=0}=\frac{2}{r^{\prime} r b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2} t} \cdot \sin \beta_{m} r^{\prime} \sin \beta_{m} r \tag{6-102}
\end{equation*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-102):

$$
\begin{equation*}
G\left(r, t \mid r^{\prime}, \tau\right)=\frac{2}{r^{\prime} r b} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-r)} \sin \beta_{m} r^{\prime} \sin \beta_{m} r \tag{6-103}
\end{equation*}
$$

Then the solution of the nonhomogeneous problem (6-98) in terms of Green's function is given, according to equation (6-8), as

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k} \int_{\tau=0}^{t} d \tau \int_{r^{\prime}=0}^{b} r^{\prime 2} G\left(r, t \mid r^{\prime}, \tau\right) g\left(r^{\prime}, \tau\right) d r^{\prime} \tag{6-104}
\end{equation*}
$$

Introducing the Green's function given by equation (6-103), into equation (6-104), the solution of the problem (6-98) becomes

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k} \frac{2}{b r} \sum_{m=1}^{\alpha} e^{-\alpha \beta_{m}^{2} t} \sin \beta_{m} r \int_{\tau=0}^{t} e^{\alpha \beta_{m}^{2} t^{i}} d \tau \int_{r^{\prime}=0}^{b} r^{\prime} \sin \beta_{m} r^{\prime} g\left(r^{\prime}, \tau\right) d r^{\prime} \tag{6-105}
\end{equation*}
$$

where

$$
\beta_{m}=\frac{m \pi}{b}, \quad m=1,2,3 \ldots
$$

We now consider some special cases of the solution (6-105).

1. The heat source is an instantaneous volume heat source of strength $g^{i}(r)(\mathrm{Ws}) / \mathrm{m}^{3}$ that releases its heat spontaneously at time $t=0$. By setting in equation (6-105)

$$
\begin{equation*}
g\left(r^{\prime}, \tau\right)=g^{\mathrm{i}}\left(r^{\prime}\right) \delta(\tau-0) \tag{6-106}
\end{equation*}
$$

and performing the integration with respect to the variable $\tau$ we obtain

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k} \frac{2}{b r} \sum_{m=1}^{\infty} e^{-\alpha \beta_{m^{\prime}}^{2}} \sin \beta_{m} r \int_{r^{\prime}=0}^{b} r^{\prime} g^{i}\left(r^{\prime}\right) \sin \beta_{m^{\prime}} r^{\prime} d r^{\prime} \tag{6-107}
\end{equation*}
$$

2. The heat source is an instantaneous point heat source of strength $g_{\mathrm{p}}^{i} \mathrm{Ws}$, which is situated at the center of the sphere and releases its heat spontaneously at time $t=0$. By setting in equation (6-105).

$$
\begin{equation*}
g\left(r^{\prime}, \tau\right)=\frac{g_{\mathrm{p}^{\prime}}^{\mathrm{i}}}{4 \pi r^{\prime 2}} \delta\left(r^{\prime}-0\right) \delta(\tau-0) \tag{6-108}
\end{equation*}
$$

and performing the integrations with respect to the variables $r^{\prime}$ and $\tau$, we obtain

$$
\begin{equation*}
T(r, t)=\frac{\alpha}{k} \frac{1}{2 r b^{2}} \sum_{m=1}^{m} e^{-\alpha \rho_{m}^{2} m^{\prime}} m \sin \beta_{m} r \cdot g_{\mathrm{p}}^{1} \tag{6-109}
\end{equation*}
$$

where $\beta_{m}=m \pi / b$.

## Example 6-11

A solid sphere of radius $r=b$ is initially at temperature $F(r, \mu)$. For times $t>0$ heat is generated in the sphere at a rate o $g(r, \mu, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, t)$ in the sphere for times $t>0$.

Solution. The mathematical formulation of this problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{k} g(r, \mu, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad-\mathrm{I} \leqslant \mu \leqslant \mathrm{l}, \quad t>0 \\
& T=0 \quad \text { at } \quad r=b, \quad t>0 \\
& \text { (6-110b) } \\
& T=F(r, \mu) \quad \text { for } \quad t=0, \quad \text { in the sphere } \tag{6-110c}
\end{align*}
$$

To determine the Green's function, we consider the homogencous version of
this problem as

This homogeneous problem is the same as that considered in Example 4-4; the solution is obtainable from equation $(4-88)$ as

$$
\begin{aligned}
\psi(r, \mu, t)= & \int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 2}\left[\sum_{n=0}^{x} \sum_{p=1}^{x} \frac{1}{N(n) N\left(\lambda_{n \rho}\right)} e^{-\alpha \lambda_{n}^{2} p^{t}} .\right. \\
& \left.\cdot\left(r^{\prime} r\right)^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) J_{n+1: 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right)\right]
\end{aligned}
$$

$\cdot F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime}$
(6-112a)
where the $\lambda_{n}$, values are the positive roots or

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{2b}
\end{equation*}
$$

and the norms $N(n)$ and $N\left(\lambda_{n p}\right)$ are given as

$$
\begin{align*}
& \qquad N(n)=\frac{2}{2 n+1} \\
& N\left(\lambda_{n p}\right)=-\frac{b^{2}}{2} J_{n-1 / 2}\left(\lambda_{n p} b\right) J_{n+3 i 2}\left(\lambda_{n p} b\right) .  \tag{6-112d}\\
& \text { The solution of the problem }(6-111) \text { in terms of Grcen's function is given. } \\
& \text { according to equation }(6-13) \text {, as } \\
& \qquad \psi(r, \mu, t)=\left.\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 2} G\left(r, \mu, t \mid r^{\prime}, \mu^{\prime}, \tau\right)\right|_{t=0} F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime} . \tag{6-113}
\end{align*}
$$

$$
(6-112 c)
$$

A comparison of equations (6-112a) and (6-113) yields

$$
\begin{aligned}
\left.G\left(r, \mu, t \mid r^{\prime}, \mu^{\prime}, \tau\right)\right|_{r=0}= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-x \lambda_{n p}^{2} t} \\
\vdots- & :\left(r^{\prime} r\right)^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu) J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right)(6-114)
\end{aligned}
$$

$$
\begin{align*}
& \frac{\partial^{2} \psi}{\partial r^{2}}+\frac{2}{r} \frac{\partial \psi}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial \psi}{\partial \mu}\right]=\frac{1}{\alpha} \frac{\partial \psi}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1, \text { for } t>0  \tag{6-111a}\\
& \psi=0 \\
& \text { at } r=b \text {, } \\
& 1>0 \\
& \text { (6-111b) } \\
& \psi=F(r, \mu) \\
& \text { for } \quad t=0 \\
& \text { in the sphere }
\end{align*}
$$

The desired Green's function is obtained by replacing $t$ by $(t-\tau)$ in equation (6-114); we find

$$
\begin{aligned}
G\left(r, \mu, t \mid r^{\prime}, \mu^{\prime}, \tau\right)= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n},\right.} e^{-a \lambda_{n p}^{2}(t-n)} \\
& \cdot\left(r^{\prime} r^{\prime}\right) \quad 1 J_{n+1,2}\left(\lambda_{n} r\right) I_{n}(n), I_{n+1,2}\left(\lambda_{n}, r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) \quad(6-1 \mid .5)
\end{aligned}
$$

Then the solution of the nonhomogeneous problem (6-110) in terms of this Green's function is given, according to equation (6-7), as

$$
\begin{align*}
T(r, \mu, t)= & \left.\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 2} G\left(r, \mu, t \mid r^{\prime}, \mu^{\prime}, \tau\right)\right|_{\mathrm{t}}=0 \\
& \left.+\frac{\alpha}{k} \int_{\mathrm{r}=0}^{t} d \tau \int_{r^{\prime}=0}^{h} \int_{\mu^{\prime}=-1}^{1} \mu^{\prime}\right) d \mu^{\prime} d r^{\prime} \\
& \cdot g\left(r^{\prime}, \mu, \tau\right) d \mu^{\prime} d r^{\prime} \tag{6-116}
\end{align*}
$$

Introducing the above Green's function into ( $6-116$ ), the solution becomes

$$
\begin{align*}
T(r, \mu, t)= & \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-\alpha \lambda_{n}^{2} r^{\prime} r^{-1 / 2} J_{n+1 i 2}\left(\lambda_{n p} r\right) P_{n}(\mu)} \\
& \cdot \int_{r^{\prime}=0}^{n} \int_{\mu^{\prime}=-1}^{1} r^{3 / 2} J_{n+1: 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime} \\
& +\frac{\alpha}{k} \sum_{n=0}^{\infty} \sum_{p=1}^{\infty} \frac{1}{N(n) N\left(\lambda_{n p}\right)} e^{-x \lambda_{n p^{\prime} r^{\prime}-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)} \\
& \cdot \int_{r=0}^{t} e^{\alpha \lambda_{n p^{2}}^{2} d \tau} \int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) \\
& \cdot g\left(r^{\prime}, \mu^{\prime}, \tau\right) d \mu^{\prime} d r^{\prime} \tag{7}
\end{align*}
$$

Clearly several special cases are obtainable from this solution.

## 6-7 PRODUCT OF GREEN'S FUNCTIONS

The multidimensional Green's functions can be obtained from the multiplication of one-dimensional Green's functions for all cases in the rectangular coordinate system and for some cases in the cylindrical coordinate system; but the multiplication procedure is not possible in the spherical coordinate system. We illustrate this matter with examples in the rectangular and cylindrical coordinates.

## Rectangular Coordinates

The three-dimensional Green's function $G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)$ can be obtained from the product of the three one-dimensional Green's functions as

$$
\begin{equation*}
G\left(x, y, z,| | x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)=G_{1}\left(x, t \mid x^{\prime}, \tau\right) \cdot G_{2}\left(y, t \mid y^{\prime}, \tau\right) \cdot G_{3}\left(z, t \mid z^{\prime}, \tau\right) \tag{6-118}
\end{equation*}
$$

where each of the one-dimensionat (ireen's functions $G_{1}, i_{2}$, and $G_{3}$ depends on the extent of the region (i.e., finite, semiinfinite, or infinite) and the boundary conditions associated with it (i.e., first, second, or third kind). We present below a tabulation of the three-dimensional Green's functions in the rectangular coordinates as the product of three one-dimensional Green's functions.

Region: $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$

$$
\begin{align*}
G\left(x, y^{\prime}, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & {\left[\sum_{m=1}^{\infty} e^{\alpha \rho_{m}^{2}(t-\tau)} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{m}, x\right) X\left(\beta_{m}, x^{\prime}\right)\right] } \\
& \cdot\left[\sum_{n=1}^{\infty} e^{-\alpha p_{n}^{2}(t-\tau)} \frac{1}{N\left(\gamma_{n}^{\prime}\right)} Y\left(\gamma_{n}, y\right) Y\left(\gamma_{n}, y^{\prime}\right)\right] \\
& \cdot\left[\sum_{p=1}^{\infty} e^{-\alpha \eta_{p}^{2}(t-\tau)} \frac{1}{N\left(\eta_{p}\right)} Z\left(\eta_{p}, z\right) Z\left(\eta_{p}, z^{\prime}\right)\right] \tag{6-119}
\end{align*}
$$

where the eigenfunctions, eigenconditions, and normalization integrals are obtainable from Table 2-2. In each direction there are nine different combinations of boundary conditions; therefore the result given by equation (6-119) together with Table $2-2$ represents $9 \times 9 \times 9=729$ different cases.

Region: $-\infty<x<\infty, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$

$$
\begin{align*}
G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & {\left[\{4 \pi \alpha(t-\tau)\}^{-1 / 2} \cdot \exp \left\{-\frac{\left(x-x^{\prime}\right)^{2}}{4 x(t-\tau)}\right\}\right] } \\
& \left.\cdot\left[\sum_{n=1}^{\infty} e^{-a \gamma_{p}^{2}(t-t)}-1-()_{n}^{\prime}\right) Y\left(\eta_{n}^{\prime}, y^{\prime}\right) Y\left(\eta_{n}, y^{\prime}\right)\right] \\
& \cdot\left[\sum_{p=1}^{\infty} e^{-a \eta_{p}^{2}(t-t)} \frac{1}{N\left(\eta_{p}\right)} Z\left(\eta_{p}, z\right) Z\left(\eta_{p}, z^{\prime}\right)\right] \tag{6-120}
\end{align*}
$$

where the infinite medium Green's function, shown inside the first bracket, is obtained from equation ( $6-36$ ). The result given by equation ( $6-120$ ) when used together with the Table $2-2$ represents $9 \times 9=81$ different cases.

Region: $-\infty<x<\infty,-\infty<y<\infty, 0 \leqslant z \leqslant c$

$$
\left.\left.\left.\begin{array}{rl}
G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & {\left[\{4 \pi \alpha(t-\tau)\}^{-1 / 2} \cdot \exp \left\{-\frac{\left(x-x^{\prime}\right)^{2}}{4 x(t-\tau)}\right\}\right]} \\
& \cdot\left[\{ 4 \pi \alpha ( t - \tau ) \} ^ { - 1 / 2 } \cdot \operatorname { e x p } \left\{-\left(y-y^{\prime}\right)^{2}\right.\right. \\
4 x(t-\tau) \tag{6-121}
\end{array}\right\}\right]\right\}
$$

This result, together with Table 2-2, represents nine different cases.
Region: $-\infty<x<\infty,-\infty<y<\infty,-\infty<z<\infty$

$$
\left.\begin{array}{rl}
G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & {\left[\{4 \pi \alpha(t-\tau)\}^{-1,2} \cdot \exp \left\{-\frac{\left(x-x^{\prime}\right)^{2}}{4 x(t-\tau)}\right\}\right]} \\
& \cdot\left[\{4 \pi \alpha(t-\tau)\}^{-1 / 2} \cdot \exp \left\{-\frac{\left(y-y^{\prime}\right)^{2}}{4 x(t-\tau)}\right\}\right] \\
& \cdot\left[\{4 \pi \alpha(t-\tau)\}^{-1 / 2} \cdot \exp \left\{\left(z-z^{\prime}\right)^{2}\right\}\right]  \tag{6-122}\\
4 x(t-\tau)
\end{array}\right] .
$$

## Region: $0 \leqslant x<\infty$

In the foregoing expressions for the three-dimensional Green's functions, if any one of the region is semiinfinite, the Green's function for that region should be replaced by the semiinfinite medium Green's function given below.

1. Boundary condition at $x=0$ is of the first kind [constructed from equation (2-58a)]:

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=[4 \pi \alpha(t-\tau)]^{-1 / 2}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha(t-\tau)}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 x(t-\tau)}\right)\right] \tag{6-123a}
\end{equation*}
$$

2. Boundary condition at $x=0$ is of the second kind [constructed from equation (2-63c) \}:

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=[4 \pi \alpha(t-\tau)]^{-1 / 2}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha(t-\tau)}\right)+\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 x(t-\tau)}\right)\right] \tag{6-123b}
\end{equation*}
$$

3. Boundary condition at $x=0$ is of the third kind [constructed from
equation (2-54)]:

$$
\begin{equation*}
G\left(x, t \mid x^{\prime}, \tau\right)=\int_{y=0}^{\infty} e^{-x \beta^{2}(1-\tau)} \frac{1}{N(\beta)} X(\beta, x) X\left(\beta, x^{\prime}\right) d \beta \tag{6-123c}
\end{equation*}
$$

where

$$
\begin{aligned}
& X(\beta, x)=\beta \cos \beta x+H_{1} \sin \beta x \\
& \dot{1}=\frac{2}{2} \quad \frac{1}{\pi} \beta^{2}+H_{1}^{2} \quad H_{1}=h_{1} \\
& N(\beta)
\end{aligned}
$$

## Example 6-12

Consider a rectangular parallelepiped in the region $0 \leqslant x \leqslant a ; \theta \leqslant y \leqslant b$, $0 \leqslant z \leqslant c$ initially at zero temperature. For times $t>0$, all boundaries are maintained at zero temperature while energy is generated in the medium at a rate of $g(x, y, z, t) \mathrm{W} / \mathrm{m}^{3}$. Develop the three-dimensional Green's function needed for the solution of this heat conduction equation with the Green's function approach.
Solution. The Green's function for this problem is obtamable as a product of three one-dimensional finite-region Green's functions subjected to the boundary condition of the first kind. We use the formalism given by equation (6-119) together with case 9 of Table 2-2 to obtain

$$
\begin{align*}
G\left(x, y, z, t \mid x^{\prime}, y^{\prime}, z^{\prime}, \tau\right)= & {\left[\frac{2}{a} \sum_{m=1}^{\infty} e^{-\alpha p_{m}^{2}(t-\tau)} \sin \beta_{m} x \cdot \sin \beta_{m} x^{\prime}\right] } \\
& \cdot\left[\frac{2}{b} \sum_{n=1}^{\infty} \cdot e^{-x y_{n}^{2}(t-t)} \sin \gamma_{n}^{\prime} y^{\prime} \cdot \sin \gamma_{\pi} y^{\prime}\right] \cdots \\
& \cdot\left[\frac{2}{c} \sum_{p=1}^{x} e^{-\alpha \eta_{p}^{2}(t-t)} \sin \eta_{p} z \cdot \sin \eta_{p} z^{\prime}\right] \tag{6-124a}
\end{align*}
$$

where the eigenvalues $\beta_{m}, \gamma_{n}$, and $\eta_{p}$ are the positive roots of the transcendental equations

$$
\begin{equation*}
\sin \beta_{\mathrm{m}} a=0, \quad \sin \gamma_{n} b=0, \quad \sin \eta_{p} c=0 \tag{6-12+b}
\end{equation*}
$$

## Cylindrical Coordinates

The multiplication of one-dimensional Green's functions in order to get multidimensional Green's function is possible if the problem involves only the $(r, z, t)$ variables, that is if the problem has azimuthal symmetry. When the problem
where the eigenfunctions, eigenvalues, and normalization integrals for the $r$ variable are obtained from Table 3-1 by setting $v=0$ in the results given in this table and for the $z$-variable are obtained from Table 2-2. Table 3-1 involves three different caces and Table 22, nine different cascs; hence the result given by equation ( $6-125$ ) represents $3 \times 9=27$ different cases.

Region: $0 \leqslant r<\infty, 0 \leqslant z \leqslant c$

$$
\begin{align*}
G\left(r, z,| | r^{\prime}, z^{\prime}, \tau\right)= & {\left[\left(2 \alpha(t-\tau)^{-1} r^{\prime} \exp \left(-\frac{r^{2}+r^{\prime 2}}{4 \alpha(t-\tau)}\right) I_{0}\left(\frac{r r^{\prime}}{2 \alpha(t-\tau)}\right)\right]\right.} \\
& \cdot\left[\sum_{p=1}^{\infty} e^{-\alpha \eta_{\rho}^{2}(t-\tau)} \frac{1}{N\left(\eta_{p}\right)} Z\left(\eta_{p}, z\right) Z\left(\eta_{p}, z^{\prime}\right)\right] \tag{6-126}
\end{align*}
$$

where the Green's function for the $r$ variable is constructed from the solution given by equation ( $3-90$ ) and the eigenfunctions, eigenvalues, and normalization integrals associated with the $z$ variable are obtainable from Table 2-2. Therefore, the result given by equation (6-126) represents 9 different cases.

Region: $a \leqslant r<b, 0 \leqslant z \leqslant c$

$$
\begin{align*}
G\left(r, z, t \mid r^{\prime}, z^{\prime}, \tau\right)= & {\left[\sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-r)} \frac{1}{N\left(\beta_{m}\right)} r^{\prime} R_{0}\left(\beta_{m}, r\right) R_{0}\left(\beta_{m}, r^{\prime}\right)\right] } \\
& \cdot\left[\sum_{p=1}^{\infty} e^{\cdots a \eta_{m}^{2}(t-n-1} \frac{1}{N\left(\eta_{p}\right)} Z\left(\eta_{p}, z\right) Z\left(\eta_{p}, z^{\prime}\right)\right] \tag{6-127}
\end{align*}
$$

where the eigenfunctions, eigenvalues, and normalization integrals for the $r$ variable are obtainable from Table 3-3 and for the $z$ variable, from Table 2-2. In Table 3-3, only the boundary conditions of the first and second kind are considered, because the results for the boundary condition of the third kind are rather involved. associated with the $r$ and $\phi$ variables.
We present below a tabulation of two-dimensional Green's functions in the $(r, z, t)$ variables in the cylindrical coordinates developed by the multiplication of two one-dimensional Green's functions.

Region: $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant c$

$$
\begin{align*}
G\left(r, z, r \mid r^{\prime}, z^{\prime}, \tau\right)= & {\left[\sum_{m=1}^{\infty} e^{-\alpha \beta_{m}^{2}(t-t)} \frac{1}{N\left(\eta_{m}\right)} r^{\prime} R_{0}\left(\beta_{m}, r\right) R_{0}\left(\beta_{m}, r^{\prime}\right)\right] } \\
& \cdot\left[\sum_{p=1}^{\infty} e^{-a \eta_{p}^{2}(t-\tau)} \frac{1}{N\left(\eta_{p}\right)} Z\left(\eta_{p}, z\right) Z\left(\eta_{p}, z^{\prime}\right)\right] \tag{6-125}
\end{align*}
$$

Region: $a \leqslant r<\infty, 0 \leqslant z \leqslant c$
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## PROBLEMS

6-1 A semiinfinite region $0 \leqslant x<\infty$ is initially at temperature $F(x)$. For times $t>0$, boundary surface at $x=0$ is kept at zero temperature and heat is generated within the solid at a rate of $g(x, t) \mathrm{W} / \mathrm{m}^{3}$. Determine the Green's function for this problem, and using this Green's function obtain an expression for the temperature distribution $T(x, t)$ within the medium for times $1>0$.

6-2 Repeat Problem 6-1 for the case when the boundary surface at $x=0$ is kept insulated.
6-3 A slab, $0 \leqslant x \leqslant L$, is initially at temperature $F(x)$. For times $t>0$, heat is generated within the slab at a rate o $\Gamma g(x, t) \mathrm{W} / \mathrm{m}^{3}$, boundary surface at $x=0$ is kept insulated and the boundary surface at $x=L$ dissipates heat by convection into a medium at zero-temperature. Using the Green's. function approach, obtain an expression for the temperature distribution $T(x, t)$ in the slab for times $t>0$.

6-4 Using the Green's function approach solve the following heat conduction problem for a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ :

| $\begin{aligned} & \partial^{2} T+\partial^{2} T \\ & \partial x^{2}+\frac{1}{\partial y^{2}}+\frac{1}{k}(x, y, t)=\frac{1}{1} \partial T \\ & \alpha \partial t \end{aligned}$ | in | $0<x<a$, | $0<y<b, \quad t>0$ |
| :---: | :---: | :---: | :---: |
| $\frac{\partial T}{\partial x}=0$ | at | $x=0$, | $t>0$ |
| $\frac{\partial T}{\partial x}+H_{2} T=0$ | at | $x=a$, | $t>0$ |
| $T^{\prime}=0$ | at | $y=0$, | $t>0$ |
| $\frac{\partial T}{\partial y}+H_{4} T=0$ | at | $y^{\prime}=b$, | $t>0$ |
| $T=F(x, y)$ | for | $t=0$, | in the region |

6-5 Solve the following heat conduction problem by using Green's function approach:
$\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g(x, y, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}$
in $\quad 0<x<\infty, \quad 0<y<b, \quad t>0$
$T=0$ $t>0$
at $\quad x=0$
$-\frac{\partial T}{\partial y}+H_{1} T=0$
at $\quad y^{\prime}=0, \quad \quad 1>0$
$T=0$
at $\quad y=b, \quad t>0$
$T=F(x, y)$
for $\quad t=0$,
in the region
6-6 Solve the following heat conduction problem by using Green's function approach:

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<L, & t>0 \\
T=0 & \text { at } & x=0, & t>0 \\
\frac{\partial T}{\partial x}+H T=0 & \text { at } & x=L, \quad t>0 \\
T=F(x) & \text { for } & t=0, & \text { in } 0 \leqslant x \leqslant L
\end{array}
$$

6-7 A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially at temperature $F\left(x, y^{\prime}\right)$ For times $t>0$, heat is generated within the solid at a rate of $g(x, y, t)$ $\mathrm{W} / \mathrm{m}^{3}$, whilc all boundaries are kept at zero temperalurc. Obtain an expression for the temperature distribution $T(x, y, t)$ in the region for times. $t>0$.
6-8 A three-dimensional infinite medium, $-\infty<x<\infty,-\infty<y<\infty$, $-\infty<z<\infty$, is initially at temperature $F(x, y, z)$. For times $t>0$ heat is generated in the medium at a rate of $g(x, y, z, t) \mathrm{W} / \mathrm{m}^{3}$. Using Green's function approach obtain an expression for the temperature distribution $T(x, y, z, t)$ in the region for time $t>0$. Also consider the following special cases:

1. The heat source is a point heat source of strength $g_{n}^{c}(t) \mathrm{W}$ situated at the location $\left(x_{1}, y_{1}, z_{1}\right)$, that is, $g(x, y, z, t)=g_{p}^{c}(t) \delta\left(x-x_{1}\right) \delta\left(y-y_{1}\right)$ $\delta\left(z-z_{1}\right)$ releases its heat for times $t>0$.
2. The heat source is an instantaneous point heat source of strength $g_{p}^{i}$ Ws. which releases its heat spontaneously at time $t=0$, at the location $\left(x_{1}, y_{1}, z_{1}\right)$, that is, $f(x, y, z, t)=!_{p}^{i} \delta(t-0) \dot{\delta}\left(x-x_{1}\right) \dot{\delta}\left(y \quad y_{1}\right) \dot{\delta}\left(z \cdots z_{1}\right)$.

6-9 Solve the following heat conduction problem for a solid cylinder $0 \leqslant r \leqslant b$ by Green's function approach:

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0
$$

254 THE USE OF GREEN'S FUNCTION

$$
\begin{array}{lll}
\frac{\partial T}{\partial r}+H T=0 & \text { at } \quad r=b, & t>0 \\
T=F(r) & \text { for } \quad t=0, & \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

6-10 Solve the following heat conduction problem by Green's function approach:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<\infty, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, & \text { in the region }
\end{array}
$$

Also consider the following special case: Medium initially at zero temperature, the heat source is an instantaneous line-heat source of strength $g_{L}^{l}$, Ws/m situated along the $z$ axis and releases its heat spontaneously at time $t=0$, that is,

$$
g(r, t)=\frac{g_{L}^{i}}{2 \pi r} \delta(r-0) \delta(t-0)
$$

6-11 Solve the following heat conduction problem by Green's function approach:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<\infty, t>0 \\
T=0 & \text { at } \quad r=a, & t>0 \\
T=F(r) & \text { for } & t=0,
\end{array}
$$

6-12 Repeat problem (6-11) for the boundary condition:

$$
-\frac{\partial T}{i_{r}}+H T=0 \quad \text { at } r=a
$$

6-13 Solve the following heat conduction problem for a hollow cylinder by Green's function approach:

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g(r, z, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \quad a<r<b, \quad 0<z<c, \\
T=0 & \text { at } \quad r=a, \quad r=b,
\end{array}
$$

$\frac{\partial T}{\partial z}=0$
at $\quad z=0, \quad t>0$
$\frac{\partial T}{\partial z}+H T=0$
at $\quad z=c, \quad t>0$
$7=F(r, z)$
for $i=0$,
in the region
6-14 Solve the following heat conduction problem for a solid cylinder by Green's function approach:
$\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{1}{k} g(r, \phi, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \quad$ in $\quad 0 \leqslant r<h, \quad 0 \leqslant \phi \leqslant 2 \pi$,
$\frac{\partial T}{\partial r}+H T=0$
at $\quad r=b, \quad t>0$
$T=0$
for $\quad t=0, \quad$ in the region
6-15 Repeat problem (6-14) for the case when the boundary surface at $r=b$ is kept at zero temperature.

6-16 Solve the following heat conduction problem by Green's function approach:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{1}{k} g(r, \phi, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad 0<\phi<\phi_{0}, \quad\left(\phi_{0}<2 \pi\right) t>0 \\
& T=0 \quad \text { at } \quad r=b, \quad \phi=0, \quad \phi=\phi_{0}, \quad t>0 \\
& T=0 \quad \text { for } \quad t=0, \quad \text { in the region }
\end{aligned}
$$

6-17 A solid sphere $0 \leqslant r \leqslant b$ is initially at temperature $F(r)$. For times $t>0$ heat is generated in the sphere at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surface at $r=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution in the sphere.
6-18
Solve the following heat conduction problem for a solid hemisphere:

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{k} g(r, \mu, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}
$$

in $\quad 0 \leqslant r<b, \quad 0<\mu \leqslant 1, \quad$ for $\quad t>0$

$$
\begin{array}{lll}
T=0 & \text { at } \quad r=b \text { and } \mu=0, \quad \text { for } t>0 \\
T=F(r, \mu) & \text { for } & t=0, \text { in the hemisphere }
\end{array}
$$

6-19 Solve the following heat conduction problem for a hemisphere:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{k} g(r, \mu, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \\
& \quad \text { in } \quad 0 \leqslant r<b, \quad 0<\mu \leqslant 1, \quad \text { for } \quad t>0 \\
& \frac{\partial T}{\partial r}=0 \quad \text { at } \quad r=b, \quad t>0 \\
& T=0 \quad \text { at } \quad \mu=0, \quad t>0 \\
& T=F(r, \mu) \quad \text { for } \quad t=0, \quad \text { in the hemisphere }
\end{aligned}
$$

6-20 Solve the following heat conduction problem for a hollow sphere using Green's function

$$
\begin{array}{lll}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)+\frac{1}{k} g(r, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<b, \quad t>0 \\
-\frac{\partial T}{\partial r}+H_{1} T=0 & \text { at } & r=a, \quad t>0 \\
\frac{\partial T}{\partial r}+H_{2} T=0 & \text { at } & r=b, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, \quad \text { in } a \leqslant r \leqslant b
\end{array}
$$

Also consider the following special case: The heat source is an instantaneous, spherical surface heat source of radius $r_{1}$ (i.e., $a<r_{1}<b$ ) of total strength $g_{s}^{i}$ Ws that releases its heat spontaneously at time $t=0$, i.e., $g(r, t)$ can be taken as

$$
\theta\left(r^{\prime}, \tau\right)=\theta_{\prime}^{\prime} \frac{1}{4 \pi r^{\prime 2}} \delta\left(r^{\prime}-r_{1}\right) \delta(\tau-0)
$$

6-21 Construct the Green's function for a region $0 \leqslant x \leqslant a,-\infty<y<\infty$, whose boundaries are kept at zero temperature, as a product of onedimensional Green's functions for the regions $0 \leqslant x \leqslant a$ and $-\infty<y<\infty$.
6-22 Construct the Green's function for a hollow cylinder $a \leqslant r \leqslant b, 0 \leqslant z \leqslant c$, whose boundaries are kept at zero temperature as a product of onedimensional Green's functions for the regions $a \leqslant r \leqslant b$ and $0 \leqslant z \leqslant c$.

## THE USE OF LAPLACE TRANSFORM

The method of Laplace transform has been widely used in the solution of timedependent heat conduction problems, because the partial derivative with respect to the time variable can be removed from the differential equation of heat conduction by the Laplace transformation. Although the application of Laplace transform for the removal of the partial derivative is a relatively straightforward matter, the inversion of the transformed solution generally is rather involved unless the inversion is available in the slandard Laplace transform tables.

In this chapter we present a brie[ description of the basic operational properties of the Laplace transformation and illustrate with numerous examples its application in the solution of one-dimensional transient heat conduction problems. The orthogonal expansion technique and the Green's function approach discussed previously provide a much easier and straightforward method for solving such problems, but the solutions converge very slowly for small times. The Laplace transformation has the advantage that, it allows for the making of small time approximation in order to obtain solutions that are strictly applicable for small times, but are very rapidly convergent. This aspect of Laplace transformation will be emphasized later in this chapter.

The-reader should consult references. $1-7$ for a more detailed discussion of the Iaplace transform theory and references 8 - 12 for further applications of the Laplace transformation in the solution of heat conduction problems.

## 7-1 DEFINITION OF LAPLACE TRANSFORMATION

The Laplace transform and the inversion formula of a function $F(t)$ is defined by

$$
\begin{equation*}
\text { Laplace transform: } \mathscr{L}[F(t)] \equiv \vec{F}(s)=\int_{t^{\prime}=0}^{\infty} e^{-s t^{\prime}} F\left(t^{\prime}\right) d t^{\prime} \tag{7-1a}
\end{equation*}
$$

$$
\begin{equation*}
\text { Inversion formula: } \quad F(t)=\frac{1}{2 \pi i} \int_{s=i-i x}^{y+i . x} e^{s i} \bar{F}(s) d s \tag{7-1b}
\end{equation*}
$$

where s-is the Laplace transform variable, $i=\sqrt{\prime-1}, \gamma$ is a positive number, and the bar denotes the transform.

Thus, the laplace transiorm of a function $f(t)$ consists of muliplying the function $F^{(t)}$ by ${c^{-s t}}^{-s}$ and integrating it over $f$ from 0 to $x$. The inversion formula consists of the complex integration as delined by equation (7-1b).

Some remarks on the existence of the Laplace transform of a function $F(t)$ as delined by equation ( $7-1 \mathrm{a}$ ) might be in order to illustrate the signilicance of this matter. For example, the integral (7-1a) may not exist because, (1) $F(t)$ may have inlinite discontinuities for some values of $t$, or (2) $F(t)$ may have singularity as $t \rightarrow 0$, or (3) $F(t)$ may diverge exponentially for large $t$. The conditions for the existence of the Laplace transform delined by equation (7-1a) may be summarized as follows:

1. Function $F(t)$ is continuous or piecewise continuous in any interval $t_{1} \leqslant t \leqslant$ $t_{2}$, for $t_{1}>0$.
2. $t^{n}|F(t)|$ is bounded as $t \rightarrow 0^{+}$for some number $n$ when $n<1$.
3. Function $F(t)$ is of exponential order, namely, $e^{-r t}|F(t)|$ is bounded for some positive number $\gamma$ as $t \rightarrow \infty$.
For example, $F(t)=e^{e^{2}}$ is not of exponential order, that is, $e^{-r^{t}} \cdot e^{t^{2}}$ is unbounded at $t \rightarrow \infty$ for all values of $\eta$, hence its Laplace transform does not exist. The Laplace transform of a function $F(t)=t^{n}$, when $n \leqslant-1$, does not exist because of condition (2), that is $\int_{0}^{\infty} e^{-s t} t^{n} d t$ for $n \leqslant-1$ diverges at the-origin.

## Example 7-1

Determine the Laplace transform of the following functions: $F(t)=1, t, e^{ \pm a t}$ and $t^{n}$ with $n>-1$ but not necessarily integer.
Solution. According to the definition of the Laplace transform given by equation (7-1a), the Laplace transforms of these functions are given as

$$
\begin{align*}
& F(t)=1: \bar{F}(s)=\int_{0}^{\infty} 1 \cdot e^{-s t} d t=-\left.\frac{1}{s} e^{-s t}\right|_{0} ^{\infty}=\frac{1}{s}  \tag{7-2}\\
& F(t)=t: \bar{F}(s)=\int_{0}^{s} t c^{s t} d t=\frac{1}{s^{2}}  \tag{7-3}\\
& F(t)=e^{ \pm a t}: \bar{F}(s)=\int_{0}^{x} e^{ \pm a t} e^{-s t} d t=\int_{0}^{x} e^{-i s \mp a t t} d t=-\frac{1}{s \mp a}  \tag{7-4}\\
& F(t)=t^{n}, \quad n>-1: \bar{F}(s)=\int_{0}^{x} t^{n} e^{-s t} d t \tag{7-5a}
\end{align*}
$$

Now let $\xi=s t$ and $d \xi=s d t ;$ then

$$
\begin{equation*}
\vec{F}(s)=s^{-n-1} \int_{0}^{\infty} \xi^{n} e^{-\xi} d \xi=\frac{\Gamma(n+1)}{s^{n+1}} \tag{7-5b}
\end{equation*}
$$

where the integral $\int_{0}^{\infty} \xi^{n} e^{-\xi} d \xi$ is the gamma function, $\Gamma(n+1)$. The gamma function has the property $\Gamma(n+1)=n \Gamma(n)$; if $n$ is an integer, we have $\Gamma(n+1)=n!$.

## 7-2 PROPERTIES OF LAPLACE TRANSFORM

Here we present some of the properties of Laplace transform that are useful in the solution of heat-conduction problems with Laplace transformation.

## Linear Property

If $\bar{F}(s)$ and $\bar{G}(s)$ are the Laplace transform of functions $F(t)$ and $G(t)$ with respect to the $t$ variable respectively, we may write

$$
\begin{equation*}
\mathscr{L}\left[c_{1} F(t)+c_{2} G(t)\right]=c_{1} \bar{F}(s)+c_{2} \bar{G}(s) \tag{7-6}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are any constants.

## Example 7-2

By utilizing the linear property of the Laplace transform and the Laplace transform of $e^{ \pm a t}$ given by equation (7-4), determine the Laplace transform of the functions cosh at and sinh at.
Solution. For cosh at we write

$$
\begin{align*}
& F_{1}(t) \equiv \cosh a t=\frac{1}{2}\left(e^{a t}+e^{-a t}\right)  \tag{7-7}\\
& \bar{F}_{1}(s)=\frac{1}{2}\left(\frac{1}{s-a}+\frac{1}{s+a}\right)=\frac{s}{s^{2}-a^{2}} \tag{7-8}
\end{align*}
$$

Similarly

$$
\begin{align*}
& F_{2}(t)=\sinh a t=\frac{1}{2}\left(e^{a t}-c^{-a t}\right)  \tag{7-9}\\
& \bar{F}_{2}(s)=\frac{1}{2}\left(-\frac{1}{s-a}-\frac{1}{s+a}\right)=\frac{a}{s^{2}-a^{2}} \tag{7-10}
\end{align*}
$$

## Laplace Transform of Derivatives

The Laplace transform of the first derivative $d F(t) / d t$ of a function $F(t)$ is readily obtained by utilizing the definition of the Laplace transform and integrating it
by parts:

$$
\begin{align*}
& \mathscr{L}\left[F^{\prime}(t)\right]=\int_{0}^{\infty} F^{\prime}(t) e^{-s t} d t=\left[F(t) e^{-s}\right]_{0}^{\infty}+s \int_{0}^{\infty} F(t) e^{-s t} d t  \tag{7-11a}\\
& \mathscr{L}\left[F^{\prime}(t)\right]=s \bar{F}(s)-F(0) \tag{7-11b}
\end{align*}
$$

where the prime denotes differentiation with respect to $t$ and $F(0)$ indicaltes the value of $F(t)$ at $t=0^{+}$, namely, as we approach zero from the positive side. Thus, the Laplace transform of the first derivative of a function is equal to multiplying the transform of the function by $s$ and subtracting from it the value of this function at $t=0^{+}$.

This result is now utilized to determine the Laplace transform of the second derivative of a function $F(t)$ as

$$
\begin{align*}
\mathscr{L}\left[F^{\prime \prime}(t)\right] & =s \mathscr{L}\left[F^{\prime}(t)\right]-F^{\prime}(0)=s[s \bar{F}(s)-F(0)]-F^{\prime}(0) \\
& =s^{2} \bar{F}(s)-s F(0)-F^{\prime}(0) \tag{7-12}
\end{align*}
$$

Similarly, the Laplace transform of the third derivative becomes

$$
\begin{equation*}
\mathscr{S}\left[F^{\prime \prime \prime}(1)\right]=s^{3} \bar{F}(s) \cdot s^{2} F(0) \quad s F^{\prime}(0) \cdot F^{\prime \prime}(0) \tag{7-13}
\end{equation*}
$$

In general, the Laplace transform of the $n$th derivative is given as

$$
\mathscr{L}\left[F^{(n)}(t)\right]=s^{n} \bar{F}(s)-s^{n-1} F(0)-s^{n-2} F^{(1)}(0)-s^{n-3} F^{(2)}(0) \cdots \cdots-F^{(n-1)}(0) \quad \text { (7-14) }
$$

where

$$
F^{(n)}(t) \equiv \frac{d^{n} F(t)}{d t^{n}}
$$

」

## Laplace Transform of Integrals

The Laplace transform of the integral $\int_{0}^{t} F(\tau) d \tau$ of a function $F(t)$ is determined as now described. Let

$$
\begin{equation*}
g(t) \equiv \int_{0}^{1} F(\tau) d \tau \tag{7-15a}
\end{equation*}
$$

then

$$
\begin{equation*}
g^{\prime}(t)=F(t) \tag{7-15b}
\end{equation*}
$$

We take the Laplace transform of both sides of equation (7-15b) and utilize the result in equation (7-11b) to obtain

$$
\begin{equation*}
s \bar{g}(s)=\bar{F}(s) \tag{7-16}
\end{equation*}
$$

since $g(0)=0$. After rearranging, we find

$$
\begin{equation*}
\ddot{g}(s) \equiv \mathscr{L}\left[\int_{0}^{t} F(\tau) d \tau\right]=\frac{1}{s} \bar{F}(s) \tag{7-17}
\end{equation*}
$$

This procedure is repeated to obtain the Laplace transform of the double integration of a function $F(t)$

$$
\begin{equation*}
\mathscr{L}^{\prime}\left[\int_{0}^{1} \int_{0}^{t:} F\left(\tau_{1}\right) d \tau_{1} d \tau_{2}\right]=\frac{1}{s^{2}} \bar{F}(s) \tag{7-18}
\end{equation*}
$$

In general, the Laplace transform of the $n$th integral of a function $F(t)$ is given as

$$
\begin{equation*}
\mathscr{L}\left[\int_{0}^{1} \cdots \int_{0}^{t_{n}} F\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{\cdot}\right]=\frac{1}{s^{4}} F(s) \tag{7-19}
\end{equation*}
$$

## Change of Scale

Let $\bar{F}(s)$ be the Laplace transform of a function $F(r)$. Then, the Laplace transforms of functions $F(a t)$ and $F[(1 / a) r]$, where $a$ is a real, positive constant, are determined as
where we set $u=a t$. Similarly.

$$
\begin{equation*}
\mathscr{U}^{\prime}\left[F\binom{1}{-t}\right]=\int_{0}^{x} F\left(\frac{t}{a}\right) e^{-s t} d t=a \int_{0}^{x} F(u) e^{-u s u} d u=a \bar{F}(a s) \tag{7-20b}
\end{equation*}
$$

where we set $u=t_{i}^{\prime} a$.

## Example 7-3

The Laplace transform of $\cosh t$ is given as $\mathscr{L}[\cosh t]=s /\left(s^{2}-1\right)$. By utilizing the "change of scale" property, determine the Laplace transform of the functions $\cosh a t$ and $\cosh (t / a)$.
Solution. By utilizing equation ( $7-20 \mathrm{i}$ ) we obtain

$$
\begin{equation*}
\mathscr{L}^{\prime}[\cosh a t]=\frac{\left(s_{j}^{j} a\right)}{a(s / a)^{2}-1}=\frac{s}{s^{2}}-a^{2} \tag{7-21a}
\end{equation*}
$$

and by utilizing equation (7-20b) we find

$$
\begin{equation*}
\mathscr{L}\left[\cosh \frac{1}{a}\right]=a \frac{a s}{(a s)^{2}-1}=\frac{s^{2}}{s^{2}-(1 / a)^{2}} \tag{7-21b}
\end{equation*}
$$

## Shift Property

When the Laplace transform $\bar{F}(s)$ of a function $F(t)$ is known, the shift property enables us to write the Laplace transform of a function $e^{ \pm a t} F(t)$, where $a$ is a constant; that.is

$$
\begin{align*}
& =\bar{F}(s \mp a) \tag{7-22}
\end{align*}
$$

## Example 7-4

The Laplace transform of $\cos b t$ is given as $\mathscr{L}[\cos b t]=s /\left(s^{2}+b^{2}\right)$. By utilizing the "shift property" determine the Laplace transform of the function $e^{-a t} \cdot \cos b t$.
Solution. By equation (7-22) we immediately write

$$
\begin{equation*}
\mathscr{L}\left[e^{-a l} \cos b t\right]=\frac{s+a}{(s+a)^{2}+b^{2}} \tag{7-23}
\end{equation*}
$$

## Laplace Transform of Translated Function

The unit step function (or the Heaviside unit function) is useful in denoting the translation of a function. Figure $7-1$ shows the physical significance of the unit step functions $U(t)$ and $U(t-a)$; namely

$$
\begin{align*}
U(t) & = \begin{cases}1 & t>0 \\
0 & t<0\end{cases}  \tag{7-24a}\\
U(t-a) & = \begin{cases}1 & t>a \\
0 & t<a\end{cases} \tag{7-24b}
\end{align*}
$$

We now consider a function $F(t)$ defined for $t>0$ as illustrated in Fig. 7-2a and the translation of this function from $t=0$ to $t=a$ as illustrated in Fig. 7-2b. The translated function $U(t-a) \cdot F(t-a)$ represents the function $F(t)$ defined for $t>0$,



Fig. 7-1 Definition of the unit step functions $U(t)$ and $U(t-a)$.

(a)

(b)

Fig. 7-2 The translation of a function $F(t)$ : (a) the function $F(t)$ and (b) the translation of $F(t)$ from $t=0$ to $t=a$.
translated by an amount $t=a$ in the positive $t$ direction; namely

$$
U(t-a) F(t-a)= \begin{cases}F(t-a) & \text { for } t>a  \tag{7-25}\\ 0 & \text { for } t<a\end{cases}
$$

The Laplace transform of this translated function is determined as

$$
\begin{align*}
\mathscr{P}[U(t-a) F(t-a)] & =\int_{0}^{\infty} e^{-s t} U(t-a) F(t-a) d t \\
& =\int_{t=a}^{\infty} e^{-s t} F(t-a) d t \\
& =\int_{\eta=0}^{\infty} e^{-s(a+\eta)} F(\eta) d \eta=e^{-a s} \int_{\eta=0}^{x} e^{-s \eta} F(\eta) d \eta \\
& =e^{-a s} F(s) \tag{7-26}
\end{align*}
$$

where a new variable $\eta$ is defined as $\eta=t-a$. This result shows that the Laplace


Fig. 7-3 The function defined by equation (7-28).
transform of a translated function $U(t-a) F(t-a)$ is equal to the Laplace trans

## form $\bar{F}(s)$ of the function $F(t)$ multiplied by $e^{-a s}$

Similarly, the Laplace transform of a unit step function $U(t-a)$ is given by

$$
\begin{equation*}
\mathscr{L}[U(t-a)]=e^{-a s} \frac{1}{s} \tag{7-27}
\end{equation*}
$$

## Example 7-5

Determine the Laplace transform of the following function

$$
F(t)=\left\{\begin{array}{lll}
0 & \text { for } & t<0  \tag{7-28}\\
1 & \text { for } & 0<t<1 \\
5 & \text { for } & t<t<4 \\
2 & \text { for } & -4<t \leq 6 \\
0 & \text { for } & t>6
\end{array}\right.
$$

which is illustrated in Fig. 7-3.
Solution. The function given by equation (7-28) is represented in terms of the unil step funclions as

$$
\begin{equation*}
I(t)=U(t-0)+4 U(t-1)-3 U(t-4)-2 U(t-6) \tag{7-29}
\end{equation*}
$$

and the Laplace transform of this function bccomes

$$
\begin{equation*}
\widetilde{F}(s)=\frac{1}{s}+4 e^{-s} \frac{1}{s}-3 e^{-4 s} \frac{1}{5}-2 e^{-6 s} \frac{1}{5} \tag{7-30}
\end{equation*}
$$

## Laplace Transform of Delta Function

The delta function $\delta(x)$ is defined to be zero everywhere except at $x=0$ such that

$$
\begin{equation*}
\because \delta(x)=0, \quad x \neq 0 \tag{7-31}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-e}^{x} \delta(x) d x=1 \tag{7-32}
\end{equation*}
$$

The Laplace transform of the delta function $\delta(x)$ is given by

$$
\begin{equation*}
\mathscr{L}[\delta(x)] \equiv \bar{\delta}(s)=\int_{0}^{x} e^{-s x} \delta(x) d x=1 \tag{7-33}
\end{equation*}
$$

The properties of the delta function are given in Appendix VI.

## Laplace Transform of Convolution

Let $f(t)$ and $g(t)$ be two functions of $t$ defined for $t>0$. The contohuion integral or brielly the convolution of these two functions is denoted by the notation $f * g$ and defined by the equation

$$
\begin{align*}
f * g & =\int_{0}^{t} f(t-\tau) g(\tau) d \tau  \tag{7-34}\\
& =\int_{0}^{1} f(\tau) g(\tau-\tau) d \tau \tag{7-35}
\end{align*}
$$

Thus we have the relation $f * g=g * f$. The Laplace transform of the convolution $f * g$ is given by

$$
\begin{equation*}
\mathscr{L}[f * g] \equiv \bar{f} \ddot{g}=\bar{f}(s) \bar{g}(s) \tag{7-36}
\end{equation*}
$$

That is, the Laplace transform of the convolution is equal to the product of the Laplace transforms $\bar{f}(s)$ and $\bar{g}(s)$ of thesc two functions.

## Derivutives of Laphace Transform

We now derive an expression for the derivative of the Laplace transform of a function. Consider the Laplace transform $\bar{F}(s)$ of a function $F(t)$ given by

$$
\begin{equation*}
F(s)=\int_{0}^{s} e^{-s t} F(t) d t \tag{7-37}
\end{equation*}
$$

By differentiating both sides of equation (7-37) with respect to $s$ we oblain

$$
\begin{align*}
\frac{d \vec{F}(s)}{d s} \equiv \bar{F}^{\prime}(s) & =\int_{0}^{x}(-t) e^{-s t} F(t) d t \\
\bar{F}^{\prime}(s) & =\mathscr{L}[(-t) F(t)] \tag{7-38a}
\end{align*}
$$

or by differentiating equation (7-37) $1 /$ times we obtain

$$
\begin{equation*}
\frac{d^{n} \bar{F}(s)}{d s^{n}} \equiv \bar{F}^{(n)}(s)=\mathscr{L}^{\prime}\left[(-t)^{n} F(t)\right] ; \quad n=1,2,3 \ldots \tag{7-38b}
\end{equation*}
$$

Thus, the $n$th differentiation of the Laplace transform $\vec{F}(s)$ is equal to the Laplace transform of $(-t)^{n} F(t)$. This relation is useful in finding the inverse transforms with the aid of partial fractions and in many other applications.

## Example 7-6

The Laplace transform of $F(t)=\sin \beta t$ is given as $\bar{F}(s)=\beta /\left(s^{2}+\beta^{2}\right)$. Determine the Laplace transform of the function " $t \sin \beta t$."
Solution. By applying the formula (7-38a) we write

$$
\begin{align*}
& \therefore[1 \quad() F(t)]-\frac{d}{d s} F(s) \\
& \mathscr{L}[-r \sin \beta t]=\frac{d}{d s}\left[\frac{\beta}{s^{2}+\beta^{2}}\right]=-\frac{2 s \beta}{\left(s^{2}+\beta^{2}\right)^{2}} \tag{7-39}
\end{align*}
$$

or

$$
\begin{equation*}
\mathscr{L}[t \sin \beta t]=\frac{2 \beta s}{\left(s^{2}+\beta^{2}\right)^{2}} \quad \text { for } \quad s>0 \tag{7-40}
\end{equation*}
$$

## The Integration of Laplace Transform

Consider the Laplace transform of a function $F(1)$ given by

$$
\begin{equation*}
\vec{F}(s)=\int_{0}^{\infty} e^{-s t} F(t) d t \tag{7-41}
\end{equation*}
$$

We integrate both sides of this equation with respect to $s$ from s to band obtain

$$
\begin{align*}
\int_{s}^{b} \tilde{F}\left(s^{\prime}\right) d s^{\prime} & =\int_{s}^{b} \int_{0}^{\infty} e^{-s^{\prime} t} F(t) d t d s^{\prime} \\
& -\int_{0}^{x} F(t)\left[\int_{s}^{b} e^{-s^{\prime} t} d s^{\prime}\right] d t=\int_{0}^{x} \frac{F(t)}{t}\left(e^{-s t}-e^{-b t}\right) d t \tag{7-42}
\end{align*}
$$

If the function $F(t)$ is such that $F(t) / t$ exists at $t \rightarrow 0$, the integral uniformly converges. Then, letting $b \rightarrow \infty$, equation (7-42) becomes

$$
\begin{equation*}
\int_{s}^{\infty} \bar{F}\left(s^{\prime}\right) d s^{\prime}=\int_{0}^{\infty}\left[\frac{F(t)}{t}\right] e^{-s t} d t=\mathscr{L}\left[\frac{F(t)}{t}\right] \tag{7-43}
\end{equation*}
$$

Thus, the integration of the Laplace transform $F(s)$ or a function $F(t)$ with resped to $s$ from $s$ to $x$, is equal to the Laplace transform of the function $F(t) / t$. This result is useful in the determination of the Laplace transform of the function $F(t) / t$ when the Laplace transform $\bar{F}(s)$ of the function $F(t)$ is known.

## Example 7-7

The Laplace transform of $\sin \beta t$ is given as $\beta /\left(s^{2}+\beta^{2}\right)$. Determine the Laplace transform of $(1 / t) \sin \beta t$.

Solution. We utilize the formula (7-43)

$$
\mathscr{L}\left[\frac{F(t)}{t}\right]=\int_{s}^{\infty} \bar{F}\left(s^{\prime}\right) d s^{\prime}
$$

Introducing the function as given above we obtain

$$
y^{\prime}\left[\begin{array}{c}
\sin \beta  \tag{7-44}\\
t
\end{array}\right]=\int_{s} \begin{array}{cc}
\beta \\
s^{\prime 2}+\beta^{2}
\end{array} d s^{\prime}=\left[\begin{array}{ll}
\tan & 1 \\
s^{\prime}
\end{array}\right]_{s}=\frac{\pi}{2}-\tan \quad 1\binom{s}{\beta}
$$

## 7-3 THE INVERSION OF LAPLACE TRANSFORM

 USING THE INVERSION-TABLESIn heat conduction problems, the Laplace transformation is generally applied to the time variable. Therefore, an important step in the final analysis is the inversion of the transformed function from the Laplace variable $s$ domain to the actual time variable I domain. To facilitate such analysis comprehensive tables have bcen prepared for the inversion of the Laplace transform of a large class of functions [7]. We present in Table 7-1 the Laplace transform of various functions which are useful in the analysis of heat-conduction problems.

If the laplace transform $\bar{F}(s)$ of a function $F(t)$ is expressibie in the form

$$
\begin{equation*}
\bar{F}(s)=\frac{G(s)}{H(s)} \tag{7-45}
\end{equation*}
$$

where $G(s)$ and $\dot{H}(s)$ are polynomials with no common factor, with $G(s)$ being lower degree than $H(s)$, and the factors of $H(s)$ are all linear and distinct, then equation (7-45) can be expressed in the form

$$
\begin{equation*}
\stackrel{\rightharpoonup}{F}(s)=\frac{G(s)}{H(s)}=\frac{c_{1}}{s-a_{1}}+\frac{c_{2}}{s-a_{2}}+\cdots+\frac{c_{n}}{s-a_{n}} \tag{7-46}
\end{equation*}
$$

Here the $c_{i}$ values are independent of $s$. Then, by the theory of partial fractions $c_{i}$ values are determined as

$$
\begin{equation*}
c_{t}=\lim _{s \rightarrow a_{\mathrm{i}}}\left[\left(s-a_{\mathrm{i}}\right) \bar{F}(s)\right] \tag{7-47}
\end{equation*}
$$

Clearly, if a function $\bar{F}(s)$ is expressible in partial fractions as in equations (7-46), its inversion is readily obtained by the use of the Laplace transform table.

Also, there are many occasions that the transformed function $\bar{F}(s)$ will not appear in the standard transform tables. In such cases it will be necessary to use the inversion formula (7-1b) to determine the function. Such an inversion is
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TABLE 7-1 A Table of Laplace Transform of Functions

| No. | $F(s)$ | $F(t)$ |
| :---: | :---: | :---: |
| 1 | $\frac{1}{s}$ | 1 |
| 2 | $\frac{1}{s^{2}}$ | 1 |
| 3 | $\dot{s}^{1}(n=1,2,3, \ldots)$ | $\begin{gathered} t^{n-1} \\ (n-1)! \end{gathered}$ |
| 4 | $\frac{1}{\sqrt{ }}$ | $\frac{1}{\sqrt{\pi i}}$ |
| 5 | $5^{-3 / 2}$ | $2 \sqrt{t / \pi}$ |
| 6 | $s^{-(n+1 / 2)}(n=1,2,3, \ldots)$ | $\frac{2^{n}}{[1 \cdot 3 \cdot 5 \cdot \ldots \cdot(2 n-1)] \sqrt{\pi}} t^{n-1 / 2}$ |
| 7 | $\frac{1}{s^{n}}(n>0)$ | $\frac{1}{\Gamma(n)} t^{n-1}$ |
| 8 | $\stackrel{!}{s+a}$ | $e^{\text {dt }}$ |
| 9 | $\frac{1}{(s+a)^{n}}(n=1,2,3, \ldots)$ | $\frac{t^{n-1} e^{-a t}}{(n-1)!}$ |
| 10 | $\frac{\Gamma(k)}{(s+a)^{k}}(k>0)$ | $t^{t-1} e^{-a t}$ |
| 11 | $\frac{1}{(s+a)(s+b)}(a \neq b)$ | $\frac{e^{-a r}-e^{-b r}}{b-a}$ |
| 12 | $\frac{s}{(s+a)(s+b)}(a \neq b)$ | $\frac{a e^{-a t}-b e^{-b t}}{a-b}$ |
| 13 | $\frac{1}{s^{2}+a^{2}}$ | $\frac{1}{a} \sin a t$ |
| 14 | $s^{2}+a^{2}$ | $\cos a t$ |
| 15 | $\frac{1}{s^{2}-a^{2}}$ | $\frac{1}{a} \sinh a t$ |
| 16 | $\frac{s}{s^{2}-a^{2}}$ | $\cosh a t$ |


TABLE 7-1 (Contimued)


| No. | $\bar{F}(s)$ | $F(t)$ |
| :---: | :---: | :---: |
| 32 | $\frac{1}{\sqrt{s}+a, b}$ | $e^{-(a+h] t / 2} I_{0}\left(\frac{a-b}{2} t\right)$ |
| 3.3 | $v^{2}+a^{2}$ | $J_{0}(1 a r)$ |
| 34 | $\begin{gathered} \left(\sqrt{s^{2}+a^{2}}-s\right)^{x} \\ \sqrt{s^{2}+a^{2}} \end{gathered}$ | $a^{*} J_{8}(a t)$ |
| 35 | $\frac{\left(s-\sqrt{s^{2}}-\overline{a^{2}}\right)^{r}}{\sqrt{s^{2}-a^{2}}}(x>-1)$ | $a^{*} I_{v}(a t)$ |
| 36 | $\frac{1}{s} e^{-k s}$ | $u(t-k)$ |
| 37 | $5^{2} e^{-k x}$ | $(t-k) u(t-k)$ |
| 38 | $\frac{1}{s} e^{-k \cdot s}$ | $J_{0}(2 \sqrt{k t})$ |
| 39. | $\frac{1}{s^{\mu}} e^{k: s}(\mu>0)$ | $\left(\frac{1}{k}\right)^{\prime \prime \prime} \quad 16 / 2 J_{n-1}(2 \sqrt{k i})$ |
| 40 | $\underset{s^{\prime \prime}}{1} e^{-k s}(\mu>0)$ | $\left(\frac{t}{k}\right)^{(\mu-1 / 2 / 2} I_{p \sim 1}(2 \sqrt{k t})$ |
| 41 | $e^{-k \cdot s}(k>0)$ | $\frac{k}{2 \sqrt{\pi t^{3}}} \exp \left(-\frac{k^{2}}{4 t}\right)$ |
| 42 | $\begin{aligned} & -c^{-k} v(k \geqslant 0) \\ & s \end{aligned}$ | $\begin{gathered} k \\ \operatorname{erfc}-\cdots \\ 2, \end{gathered}$ |
| 43 | $\frac{1}{\sqrt{s}} a^{-k x^{-s}}(k \geqslant 0)$ | $\frac{1}{\sqrt{\pi t}} \exp \left(-\frac{k^{2}}{4 t}\right)$ |
| . 44 | $-\frac{1}{s^{3} \cdot 2} \cdot c \cdot s(k \geqslant 0)$ | $2 \sqrt{\frac{t}{\pi}} \exp \left(-\frac{k^{2}}{4 t}\right)-k \operatorname{erfc}-\frac{k}{2 \sqrt{t}}$ |
|  |  | $=2 \sqrt{1 t} i \operatorname{erfc} \frac{k}{2 \sqrt{t}}$ |

$45 \quad s^{i+n 2^{2}} e^{-k, s}(n=0.1,2 \ldots, k \geqslant 0) \quad(4 i)^{n: i^{n}} \operatorname{erfc} \frac{k}{2 \sqrt{t}}$

| No. | $\bar{F}(s)$ | $F(t)$ |
| :---: | :---: | :---: |
| 46 | $\frac{e^{-k v^{\prime}}}{a+\sqrt{s}}(k \geqslant 0)$ | $\frac{1}{\sqrt{\pi t}} \exp \left(-\frac{k^{2}}{4 t}\right)-$ an ${ }^{a k} e^{a^{2} 1} \operatorname{ercc}\left(\dot{a} \sqrt{t}+\frac{k}{2 \sqrt{t}}\right)$ |
| 47 | ${\sqrt{i}\left(a+v^{i s}\right)}^{i^{k i}}(k \geqslant 0)$ |  |
| 48 | $\frac{e^{-k \cdot \sqrt{1 s+a]}}}{\sqrt{s(s+a)}}(k \geqslant 0)$ | $e^{-a t / 2} l_{0}\left(\frac{1}{2} a \sqrt{\left.r^{2}-\overline{k^{2}}\right) u(t-k)}\right.$ |
| 49 | $\frac{e^{-k \cdot \sqrt{3} \cdot a^{2}}}{\sqrt{s^{2}+a^{2}}}(k \geqslant 0)$ | $J_{0}\left(a \sqrt{t^{2}-k^{2}}\right) u(t-k)$ |
| 50 | $\frac{e^{-k \cdot \sqrt{s^{2}+a^{2}}}}{\sqrt{s^{2}-a^{2}}}(k \geqslant 0)$ | $I_{0}\left(a \sqrt{t^{2}-k^{2}}\right) u(t-k)$ |
| 51 | $\frac{a e^{-k \cdot j}}{s(a+\sqrt{s})}(k \geqslant 0)$ | $-e^{a k k^{a^{2} 1}} \operatorname{erc}\left(a \sqrt{1}+\frac{k}{2 \sqrt{1}}\right)+\operatorname{erfc} \frac{k}{2 \sqrt{1}}$ |
| 52 | $\frac{1}{s^{2}} e^{-k x^{\prime} s}$ | $\left(t+\frac{k^{2}}{2}\right) \operatorname{erfc}\left(\frac{k}{2 \sqrt{t}}\right)-k\left(\frac{t}{\pi}\right)^{1 / 2} \exp \left(-\frac{k^{2}}{4 t}\right)$ |
| 53 | ${ }_{-}^{1} \operatorname{in} s$ | $\begin{aligned} & -\gamma-\ln t(\gamma=0.5772156649 \ldots \\ & \text { Euler's constant }) \end{aligned}$ |
| 54 | $\begin{gathered} \ln ^{s+a}+a^{s+b} \end{gathered}$ | $!_{i}^{1}\left(e^{-b_{1}}-e^{-a t}\right)$ |
| 55 | $\underline{\ln }{ }_{\text {s }}{ }^{2}+a^{2}$ | $\frac{2}{t}(1-\cos a t)$ |
| 56 | $\ln \stackrel{s^{2}-a^{2}}{\substack{\text { a }}}$ | ${ }_{t}^{2}(1-\cosh a t)$ |
| 57 | $K_{n}(k s)(k>0)$ | $\frac{1}{\sqrt{1^{2}-k^{2}}}=\underline{1}(t-k)$ |
| 58 | $K_{0}\left(k^{\prime} s\right)(k>0)$ | $\frac{1}{2 t} \exp \left(-\frac{k^{2}}{4 t}\right)$ |
| 59 | $\frac{1}{\sqrt{s}} K_{1}(k \sqrt{s})(k>0)$ | $\frac{1}{k} \exp \left(-\frac{k^{2}}{4 t}\right)$ |

generally performed by the method of contour integration and the calculus of residues that require rather elaborate analysis. Therefore, the use of inversion formula (7-1b) will not be considered here.

## Example 7-8

Determine the function whose Laplace transform is

$$
\begin{equation*}
\bar{F}(s)=\frac{b^{2}}{s\left(s^{2}+b^{2}\right)} \tag{7-48}
\end{equation*}
$$

Solution. This function is not available in the Laplace transform table in this form; but it can be expressible in partial fractions as

$$
\begin{equation*}
\bar{F}(s)=\frac{b^{2}}{s\left(s^{2}+b^{2}\right)}=\frac{c_{1}}{s}+\frac{c_{2} s+c_{3}}{s^{2}+b^{2}} \tag{7-49}
\end{equation*}
$$

Then

$$
\begin{equation*}
b^{2}=c_{1} b^{2}+c_{3} s+\left(c_{1}+c_{2}\right) s^{2} \tag{7-50}
\end{equation*}
$$

Equating the coeflicients of like powers of $s$, we obtain $c_{1}=1, c_{2}=-1$, and $c_{1}=0$. Hellec

$$
\begin{equation*}
\bar{F}(s)=\frac{1}{s}-\frac{s}{s^{2}+b^{2}} \tag{7-51}
\end{equation*}
$$

Each term on the right-hand side is readily inverted using Table 7-1, cases 1 and 14; we lind

$$
\begin{equation*}
F(t)=1-\cos b t \tag{7-52}
\end{equation*}
$$

## 7-4 APPLICATION OF LAPLACE TRANSFORM IN THE SOLUTION OF TIME-DEPENDENT HEAT CONDUCTION PROBLEMS

In this section we illustrate with representative examples the use of Laplace transform lechaique in the solution of time-dependent heat conduction problems. In this approach, the Laplace transform is applied to remove the partial derivative with respect to the time variable, the resulting equation is solved for the transform of temperature, and the transform is inverted to recover the solution for the temperature distribution. The approach is straightforward in principle, but generally the inversion is difficult unless the transform is available in the Laplace transform tables. In the following examples, typical heat-conduction problems are solved by using the Laplace transform table to invert the transform.

## Example 7-9

A semiinlinite medium, $x \geqslant 0$, is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is subjected to a temperature $T=f(t)$ that varies with time. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$.
Solution. The mathematical formulation of this problem is given as

| $\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}$ | in | $0<x<x$, | $t>0$ | $(7-53 \mathrm{a})$ |
| :--- | :--- | :--- | :--- | :--- |
| $T(x, t)=f(t)$ | at | $x=0$, | $t>0$ | $(7-53 \mathrm{~b})$ |
| $T(x, t)=0$ | as | $x \rightarrow \infty$, | $t>0$ | $(7-53 \mathrm{c})$ |
| $T(x, t)=0$ | for | $t=0$, | in $x \geqslant 0$ | $(7-53 \mathrm{~d})$ |

We recall that this problem was solved in Example 5-2 by the application of Duhamel's method. Here the Laplace transform technique is used to solve the same problem, and the standard Laplace transform table is utilized to invert the resulting transform. Taking the Laplace transform of equations (7-53) we obtain

$$
\begin{array}{llll}
\frac{d^{2} \bar{T}(x, s)}{d x^{2}}-\frac{s}{\alpha} \bar{T}(x, s)=0 & \text { in } & 0<x<\infty \cdots & (7-54 \mathrm{a}) \\
\bar{T}(x, s)=\bar{f}(s) & \text { at } & x=0 & (7-54 \mathrm{~b}) \\
\widetilde{T}(x, s)=0 & \text { as } & x \rightarrow \infty & (7-54 \mathrm{c})
\end{array}
$$

The solution of equations (7-54) is given as
. $\bar{T}(x, s)=\bar{f}(s) \cdot \bar{g}(x, s)$
(7-55a)
where

$$
\begin{equation*}
g(x, s) \equiv e^{-x, s / x} \tag{7-55b}
\end{equation*}
$$

Since the functional form of $\bar{f}(s)$ is not explicitly specified, it is better to make use of the convolution property of the Laplace transform given by equation (7-36) to invert this transform. Namely, in view of equation (7-36), we write the result in equation (7-55a) as

$$
\begin{equation*}
\bar{T}(x, s)=\bar{f}(s) \cdot \tilde{g}(x, s)=\mathscr{L}[f(t) * g(x, t)] \tag{7-56}
\end{equation*}
$$

The inversion of this result gives

$$
\begin{equation*}
T(x, t)=f(t) * g(x, t) \tag{7-57a}
\end{equation*}
$$

and utilizing the definition of the convolution $f * g$ given by equation (7-35) equation (7-57a) is written as

$$
\begin{equation*}
T(x, t)=\int_{0}^{t} f(\tau) g(x, t-\tau) d \tau \tag{7.57b}
\end{equation*}
$$

To complete the solution of this problem we need to know the function $g(x, t)$. However, the Laplace transform $\bar{g}(x, s)$ of this function is given by equation (7-55b): then, the function $g(x, t)$ can be determined by the inversion of this transform. The transform $\bar{g}(x, s)$ is readily inverted by utilizing Table $7-1$, case 41; we find

$$
\begin{equation*}
g(x, t)=\frac{x}{2 \sqrt{\pi \alpha t^{3}}} e^{-x^{2} i 4 x t} \tag{7-57c}
\end{equation*}
$$

After replacing $t$ by $(t-\tau)$ in this result, we introduce it into equation (7-57b) to obtain the desired solution as

$$
\begin{equation*}
T(x, t)=\frac{x}{\sqrt{4 \pi \alpha}} \int_{t=0}^{r} \frac{f(\tau)}{(t-\tau)^{3,2}} \exp \left[\frac{-x^{2}}{4 x(t-\tau)}\right] d \tau \tag{7-58}
\end{equation*}
$$

This result is the same as that given by equation (5-33) which was obtained by utilizing the Duhamel's theorem. The temperature $T(x, t)$ can be determined from equation (7-58) for any specified form of the function $f(t)$ by performing the integration. Sometimes it is easier to introduce the transform $\bar{f}(s)$ of the function $f(t)$ into equation (7-55a) and then invert the result rather than performing the integration in equation (7-58). This matter is now illustrated for some special cases of function $f(t)$.

1. $f(t)=T_{0}=$ constant. Then. the transform of $f(t)=T_{0}$ is $\bar{f}(s)=T_{0} / \mathrm{s}$. Introducing this result into equation (7-55) we obtain

$$
\begin{equation*}
\bar{T}(x, s)=\frac{T_{0}}{s} e^{-x, \bar{s} / \bar{y}} \tag{7-59a}
\end{equation*}
$$

The transform (7-59a) is readily inverted by utilizing Table 7-1, case 42 . We obtain

$$
\begin{equation*}
T(x, t)=T_{0} \operatorname{erfc}(x / \sqrt{4 \alpha t}) \tag{7-59b}
\end{equation*}
$$

2. $f(t)=T_{0} 1^{1: 2}$. The transform of this function is obtained from Table $7-1$, case 5 as $\bar{f}(s)=T_{0}(\sqrt{\pi} / 2) s^{-3 / 2}$. Introducing this result into equation (7-55) we obtain

$$
\begin{equation*}
\bar{T}(x, s)=T_{0} \sqrt{\pi} s^{-3 / 2} e^{-x \cdot \bar{F} / \bar{a}} \tag{7-60a}
\end{equation*}
$$

This result is inverted by utilizing Table 7-1, case 44; we find

$$
\begin{equation*}
T(x, t)=T_{0}\left[t^{1 / 2} e^{-x^{2} / 4 \alpha t}-\frac{x}{2} \sqrt{\frac{\pi}{\alpha}} \operatorname{erfc} \frac{x}{\cdots} \cdot \sqrt{4 \alpha t}\right] \tag{7-60b}
\end{equation*}
$$

## Example 7-10

A semiinifinite medium, $0 \leqslant x<\infty$, is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is subjected to convection with an environment at temperature $T_{x}$. Obtain an expression for the temperature distribution $T(x, t)$ in the solid for times $t>0$.
Solution. The mathematical formulation of the problem is given as

$$
\begin{array}{llll}
\partial^{2} T(x, t) \\
\lambda_{x^{2}}^{2}=\frac{1}{\alpha} \partial T(x, t) & \text { in } & 0<x<\infty, & t>0 \\
-k \frac{\partial T}{\lambda x}+h T=h T_{x} & \text { at } & x=0, & t>0 \\
T=0 & \text { as } & x \rightarrow \infty, & t>0 \\
T=0 & \text { for } & t=0, & \text { in } 0 \leqslant x<0
\end{array}
$$

The Laplace transform of equations (7-61) becomes

$$
\begin{array}{lll}
d^{2} \bar{T}(x, s) \\
d x^{2} & -\frac{s}{\alpha} \bar{T}(x, s)=0 & \text { in } \\
-k^{d} \frac{0}{d x^{-}}+h \bar{T}={ }_{s} h T_{x} & \text { at } & x=0  \tag{7-62c}\\
\bar{T}=0 & \text { as } & x \rightarrow \infty
\end{array}
$$

The solution of equations (7-62) is

$$
\begin{equation*}
\frac{\bar{T}(x, s)}{T_{x}}=H \sqrt{x}-\frac{e^{-(x) / \bar{x}) \bar{s}}}{s(H \sqrt{\alpha}+\sqrt{s})} \tag{7-63a}
\end{equation*}
$$

where $H \equiv h / k$. The inversion of this result is available in Table 7-1, case 51; then the solution becomes

$$
\begin{equation*}
\frac{T(x, t)}{T_{\infty}}=\operatorname{errc}\binom{x}{\sqrt{ } 4 x t}-e^{1 H x+H^{2} x t} \operatorname{cr\rho c}\left(H \sqrt{ } x t+\frac{x}{\sqrt{4} 4 x t}\right) \tag{7-63b}
\end{equation*}
$$

## 7-5 APPROXIMATIONS FOR SMALL TIMES

The solutions of time-dependent heat conduction problems for finite regions. such as slabs or cylinders of finite radius, are in the form of series which converge rapidly for large values of $t$, but converge very slowly for the small values of $t$. Therefore, such solutions are not suitable for numerical computations for very small values of time. For example, the solution of the slab problem given by

$$
\underset{T_{1}}{T(x, t)}=\left(1-\frac{x}{L}\right)-\frac{2}{L_{n}} \sum_{n=1}^{\prime} r^{-x \beta_{n}^{2}} \sin ^{\sin \beta_{n} x} \beta_{n} \quad \text { where } \quad \beta_{n}=\frac{n \pi}{L} \quad \text { (7-64) }
$$

converges very slowly for the values of $x / / L^{2}$ less than approximately 0.02 . Therefore, for such cases, it is desirable to develop alternative forms of the solutions that will converge fast for smatl times.

When the Laplace transform is applied to the time variable, it transforms the equation in $t$ into an equation in $s$. Therefore, it is instructive to examine the values of $t$ in the time domain with the corresponding values of $s$ in the Laplace transform domain. With this objective in mind we now examine the Laplace transform of some functions.
Consider a function $F(t)$ that is represented as a polynomial in $t$ in the form

$$
\begin{equation*}
F(t)=\sum_{k=0}^{n} a_{k}^{t^{k}}=a_{0}+a_{1}^{\prime t}+a_{2!}^{t^{2}} \frac{1!}{}+\cdots+a_{n}^{t_{n!}^{\prime \prime}} \tag{7-65a}
\end{equation*}
$$

Since the function has only a finite number of terms, we can take its Laplace transform term by term to obtain
according to the transform Table 7-1, case 3.
The coeflicients $a_{0}$ and $a_{n}$ may be determined from equation (7-65a) and (7-65b) as

$$
a_{0}=\lim _{t \rightarrow 0} F(t)=\lim _{s \rightarrow x} s \bar{F}(s)
$$

$$
\begin{equation*}
a_{n}=n!\lim _{t \rightarrow x} \frac{F(t)}{t^{n}}=\lim _{s \rightarrow 0} s^{n+1} \bar{F}(s) \tag{7-66b}
\end{equation*}
$$

The relations given by equations (7-66) indicate that the large vatues of $s$ in the Laplace transform domain correspond to small values of $t$ in the time domain. Altbough the results given above are derived for a function $F(t)$, which is a polynomiat, they are also applicable for other types of functions. Consider, for example, the following function and its transform

$$
\begin{equation*}
F(t)=\cosh k t \quad \text { and } \quad \bar{F}(s)=\frac{s}{s^{2}-k^{2}} \tag{7-67a}
\end{equation*}
$$

which satisfies the relation

$$
\begin{equation*}
\lim _{t \rightarrow 0} \cosh k t=\lim _{s \rightarrow x} s \frac{s}{s^{2}-k^{2}} \tag{7-67b}
\end{equation*}
$$

and this result is similar to that given by equation (7-66a).
These facts can be utilized to obtain an approximate solution for the function $F(t)$ valid for small times from the knowledge of its transform evaluated for large valucs of $s$ as illustrated in several references [16; 4. pp. 82-85; 6; 8]; that is the transform of the desired function can be expanded as an asymptotic serics and then inverted term by term. For example, in the problems of slab of finite thickness, the transform of temperature $\bar{T}(x, s)$ contains hyperbolic functions of $\sqrt{s / \alpha}$. These hyperbolic functions may be expanded in a series of negative exponentials of $\sqrt{s / x}$ and the resulting expression is then inverted term by term. The solution obtained in this manner will converge fast for small time. In the problems of a solid cylinder of finite radius, for example, the transform of temperature involves Bessel functions of $\sqrt{s / \alpha}$. Then, the procedure consists of using asymptotic expansion of Bessel functions in order to obtain a form involving negative exponentials of $\sqrt{s} / \dot{\alpha}$ with coefficients that are series in $(1 /, '$ ' $s / x)$. The resulting expression is then inverted term by term. The solutions obtained in this manner will converge fast. Many examples of this procedure is given in reference 16.

## Exumple 7-11

A slat, $0 \leqslant x \leqslant L$, is initially of acro temperature. For times $f:$ U, the boundary at $x=0$ is kept insulated and the boundary at $x=L$ is kept at constant temperature $T_{0}$. Obtain an expression for the temperature distribution- $T(x, I)$ which is useful for small values of time.

$$
\begin{equation*}
\frac{\hat{c}^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{a T(x, t)}{\partial t} \quad \text { in } \quad 0<x<L, \quad t>0 \tag{7-68a}
\end{equation*}
$$

| $\frac{\partial T}{\partial}=0$ | at | $x=0$, | $t>0$ | $(7-68 \mathrm{~b})$ |
| :--- | :--- | :--- | :--- | :--- |
| $T=T_{0}$ | at | $x=L$, | $t>0$ | $(7-68 \mathrm{c})$ |
| $T 0$ | for | $t=0$, | in $0 \leqslant x \leqslant l$ | $(7-68 \mathrm{~d})$ |

The Laplate transform of the equations (7-68) is

| $\begin{gathered} d^{2} \bar{T}(x, s) \\ d x^{2} \end{gathered}$ | $-{ }_{x}^{s} \bar{T}(x, s)=0$ | in | $0 \leqslant x \leqslant L$ | (7-69a) |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{d \bar{T}}{d x}=0$ |  | at | $x=0$ | (7-69b) |
| $\bar{T}=\begin{aligned} & T_{0} \\ & \kappa \end{aligned}$ | $\cdots$ | at | $x=L \ldots$. | (7-69c) |

The solution of equations (7-69) is

$$
\begin{array}{rl}
\bar{T}(x, s) & =\cosh (x / / s / x)  \tag{7-70}\\
T_{0} & s \cosh \left(L_{V} / s ; x\right)
\end{array}
$$

The inversion of this transform in this form yields a solution for $T(x, t)$ which is slowly convergent for small values of time. To obtain a solution applicable for very small times we expand this transform as an asymptotic series in negative exponentials of $\sqrt{5 \cdot x}$ as given below.

$$
\begin{align*}
& =\frac{1}{s}\left[e^{-(L-x) \cdot-\bar{x}}+e^{-(1 .+x) \overline{s \cdot x}}\right]\left[1+e^{-2 L, \overline{s i z}}\right]^{-1} \tag{7-71}
\end{align*}
$$

The bast term is expamed in bimmial series

$$
\begin{aligned}
& \bar{T}(x, s)=\frac{1}{s}\left[e^{-(L-x) \cdot \overline{s x}}+e^{-(L+x) \overline{s: x}}\right]\left[\sum_{n=0}^{x}(-1)^{n} e^{-2 L n \overline{s i}}\right]
\end{aligned}
$$

The inversion of this transform is available in Table 7-1, case 42. Inverting
term by term we obtain

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=\sum_{n=0}^{\infty}(-1)^{n} \operatorname{erfc}\left(\frac{L(1+2 n)-x}{\sqrt{4 \alpha t}}\right)+\sum_{n=0}^{\infty}(-1)^{n} \operatorname{erfc}\left(\frac{L(1+2 n)+x}{\sqrt{4 \alpha t}}\right) \tag{7-73}
\end{equation*}
$$

which converges rapidly for small values of $t$.

## Example 7-12

A slab, $0 \leqslant x \leqslant L$, is initially at uniform temperature $\gamma_{0}$. For times $t>0$, the boundary surface at $x=0$ is kept insulated and the boundary at $x=L$ dissi pates heat by convection into an environment of zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ which is useful for smal times.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{llll}
\frac{\partial^{2} T(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t} & \text { in } & 0<x<L, \quad t>0 \\
\frac{\partial T}{\partial x}=0 & \text { at } & x=0, & t>0 \\
\frac{\partial T}{\partial x}+H T=0 & \text { at } & x=L, & t>0 \\
T=T_{0} & \text { for } & t=0, & \text { in } 0 \leqslant x \leqslant L \tag{7-74d}
\end{array}
$$

The Laplace transform of these equations gives

$$
\begin{array}{lll}
\frac{d^{2} \bar{T}(x, s)}{d x^{2}}-\frac{s}{\alpha} \bar{T}(x, s)=-\frac{T_{0}}{\alpha} & \text { in } & 0<x<L \\
\frac{d \bar{T}}{d x}=0 & \text { at } & x=0 \\
\frac{d \bar{T}}{d x}+H \bar{T}=0 & \text { at } & x=L \tag{7-75c}
\end{array}
$$

The solution of equations (7-75) is

$$
\begin{equation*}
\frac{\bar{T}(x, s)}{T_{0}}=\frac{1}{s}-H \frac{\cosh (x \sqrt{s / \alpha})}{s\left[\sqrt{\frac{s}{\alpha}} \sinh \left(L \sqrt{\frac{s}{\alpha}}\right)+H \cosh \left(L \sqrt{\frac{s}{\alpha}}\right)\right]} \tag{7-76}
\end{equation*}
$$

Since the solution is required for small times, we need to expand this transform as an asymptotic series in negative exponentials and then invert it term by term. The procedure is as follows:

$$
\begin{align*}
& \frac{\bar{T}(x, s)}{T_{0}}=\frac{1}{s}-H-\frac{e^{x, s / a}+e^{-x, s / x}}{\left.s\left[\sqrt{s / \alpha\left(e^{L, s / a}\right.}-e^{-L, s / x}\right)+H\left(e^{L, s / x}+e^{-L, ~ s / x}\right)\right]} \tag{7-77}
\end{align*}
$$

Expanding the last term in the bracket in binomial series we obtain
or

$$
\begin{align*}
& \bar{T}(x, s)=1-H e^{-(L-x) \cdot \overline{3 / x}}+e^{-(L+x), \dot{s / x}} \\
& T_{0} \quad s \quad s \quad H+\sqrt{ } s / \alpha \\
& +\begin{array}{l}
H H+\sqrt{s / \alpha} \\
s_{(H}(H+\sqrt{s / \alpha})^{2}
\end{array}\left[e^{-(3 H--x) \cdot s / x}+e^{\cdot(3 H, x, x, s \cdot x}\right] \tag{7-78b}
\end{align*}
$$

The first few terms can readily be inverted by the Laplace transform Table 7-1, case 1 and 51; we obtain

$$
\begin{align*}
\frac{T(x, t)}{T_{0}}= & 1-\left[\operatorname{erfc} \frac{L-x}{\sqrt{4 \alpha t}}-e^{H(L-x)+H^{2} x t} \cdot \operatorname{erjc}\left(H \sqrt{ } \alpha t+\frac{L-x}{\sqrt{4 x t}}\right)\right] \\
& -\left[\operatorname{erfc} \frac{L+x}{\sqrt{4 \alpha t}}-e^{H(L+x)+H^{2} x t} \cdot \operatorname{ercc}\left(H \sqrt{ } x t+\frac{L+x}{\sqrt{4} x t}\right)\right]+\cdots \tag{7-79}
\end{align*}
$$

This solution converges fast for small times.

## Example 7-13

A solid sphere of radius $r=b$ is initially at a uniform temperature $T_{0}$. For times $1 . \rightarrow 0$, the boundary surface at $r=b$ is $k e p t$ at zero temperatare. Obtain an expression for the temperature distribution $T(r, i)$ which is useful for small times.

Solution. The mathematical formulation of this problem is given as

$$
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}(r T)=\frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t} \quad \text { in } \quad 0 \leqslant r<b, \quad t>0
$$

$$
T(r, t)=0
$$

$1>0$

$$
\begin{equation*}
T(r, r)=T_{0} \tag{7-80c}
\end{equation*}
$$

$$
\text { for } \quad t=0
$$

in $0 \leqslant r \leqslant b$

The Laplace transform of equation (7-80) gives

$$
\begin{array}{ll}
\frac{!}{r} \frac{d^{2}}{d r^{2}}(r \bar{T})-\frac{5}{\alpha} \bar{T}(r, s)=-\frac{T_{0}}{\alpha} & \text { in } \\
\bar{T}(r, s)=0 & \text { at } \quad r=b \leqslant b \tag{7-816}
\end{array}
$$

The solution of equation (7-81) is

$$
\begin{equation*}
\frac{\bar{T}(r, s)}{T_{0}}=\frac{1}{s}-\frac{b}{s r} \frac{\sinh (r \sqrt{\prime} s / \alpha)}{\sinh (b \sqrt{s / \alpha})} \tag{7-82}
\end{equation*}
$$

To obtain a solution that converges rapidly for small times, we expand this transform as an asymptotic series in negative exponentials, and then invert term by term. The procedure is as follows:

The last term in the bracket is expanded in binomial series; we obtain

$$
\begin{align*}
\frac{\bar{T}(r, s)}{T_{0}} & =\frac{1}{s}-\frac{b}{r} \frac{1}{s}\left[e^{-(b-r), s / x}-e^{-(b+r), \overline{s i x}}\right]\left[\sum_{n=0}^{\infty} e^{-2 b n, s / x}\right] \\
& =\frac{1}{s}-\frac{b}{r_{n}} \sum_{n=0}^{\infty}\left\{\begin{array}{l}
1 \\
s \\
s
\end{array} \cdot(b(1+2 n)-r), s / x-e^{\prime} e^{\cdots(b)+2 n+r], s f x}\right\} \tag{7-84}
\end{align*}
$$

This transform is readily inverted by utilizing the Laplace transform Table $7-1$, case 42; we find

$$
\begin{equation*}
\frac{T(r, t)}{T_{0}}=1-\frac{b}{r} \sum_{n=0}^{x}\left\{\operatorname{erfc} \frac{b(1+2 n)-r}{\sqrt{4 \alpha t}}-\operatorname{erfc} \frac{b(1+2 n)+r}{\sqrt{4 \alpha t}}\right\} \tag{7-85}
\end{equation*}
$$

$$
\begin{align*}
& \bar{T}(r, s)=1-b \quad e^{r, s / a}-e^{-r, s / a} \\
& T_{0} \quad s \quad r_{s}\left[e^{h \gamma_{s / \alpha}}-e^{-b x^{\prime} s / a}\right] \\
& =\frac{1}{s}-\frac{b}{r} \frac{1}{s}\left[e^{-(b-r) \cdot \sqrt{3} / a}-e^{-(b+m), \overline{s / x}}\right]\left[1-e^{-2 b, s / a}\right]^{-1} \tag{7-83}
\end{align*}
$$

This solution converges fast for small values of times
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## problèms

7.1 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at uniform temperature $T_{0}$. For times $\mathrm{t}>0$ the boundary surface at $x=0$ is maintained at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$ by solving this problem with the Laplace transformation.
7-2 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at a uniform temperature $T_{0}$. For times $t>0$ it is subjected to a prescribed heat flux at the boundary surface $x=0$ :

$$
-k \frac{\partial T}{\partial x}=f_{0}=\text { constant } \quad \text { at } x=0
$$

Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$ by using Laplace transformation.
7-3 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at uniform temperature $T_{0}$.

For times $:>0$, the boundary surface at $x=0$ is kept at zero temperature while heat is generated in the medium at a constant rate of $g_{0} \mathrm{~W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $1>0$ by using Laplace transformation.
7-4 A slab, $0 \leqslant x \leqslant L$, is initially at uniform temperature $T_{0}$. For times $1>0$, the boundary surface at $x=0$ is kept insulated and the boundary surface at $x=L$ is kept at acro temperature. Obtain an expression for the temperatture distribution $T(x, t)$ in the slab valid for very small times.

7-5 A slab, $0 \leqslant x \leqslant L$, is initially at zero temperature. For times $t>0$, heat is generated in the slab at a constant rate of $g_{0} \mathrm{~W} / \mathrm{m}^{3}$ while the boundary surface at $x=0$ is kept insulated and the boundary surface at $x=L$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(x, t)$ in the slab for very small times.

7-6 A slab. $0 \leqslant x \leqslant L$, is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is kept insulated while the boundary surface at $x=L$ is subjected to a heat Ilux:

$$
k \frac{\partial T}{\partial x}=f_{0}=\text { constant } \quad \text { at } x=L
$$

Obtain an expression for the temperature distribution $T(x, t)$ in the slab for very small linues.
7.7 A solid cylinder, $0 \leqslant r \leqslant b$, is initially at a uniform temperature $T_{0}$. For times $t>0$, the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the solid valid for very small times.

7-8 A solid cylinder, $0 \leqslant r \leqslant b$, is initially at a uniform temperature $T_{0}$. For times $t>0$, the boundary surface at $r=b$ is subjected to convection boundary condition in the form

$$
\frac{\partial T}{\partial r}+H T=0 \quad \text { at } r=b
$$

Obtain an expression for the temperature distritution $T(r, t)$ in the solid valid for very small times.
7-9 A solid sphere, $0 \leqslant r \leqslant b$, is initially at a uniform temperature $T_{0}$. For times $t>0$, the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the solid valid for very small times.

## ONE-DIMENSIONAL COMPOSITE MEDIUM

The transient-temperature distribution in a composite medium consisting of several layers in contact has numerous applications in engineering. In this chapter, the mathematical formulation of one-dimensional transient heat conduction in a composite medium consisting of $M$ parallel hayers of slabs, cylinders, or spheres is presented. The transformation of the problem with nonhomogeneous boundary conditions into the one with homogeneous boundary conditions is described. The orthogonal expansion technique is used to solve the homogeneous problem of composite medium of finite thick ness; while the Laplace transformation is used to solve the homogeneous problem of composite medium of infinite and semiinnfinite thickness.

The Green's function approach is used for solving the nonhomogeneous problem with energy generation in the medium.
The reader should consult references 1-13 for the theory and the application of the generalized orthogonal expansion technique and the Green's function approach in the solution of heat conduction problems of composite media. The use of Laplace transform technique in the solution of composite media problems is given in references 14-17 and the application of the integral transform technique and various other approaches can be found in the references 18~38.

## 8-1 MATHEMATICAL FORMULATION OF ONE-DIMENSIONAL TRANSIENT HEAT CONDUCTION IN A COMPOSITE MEDIUM

We consider a composite medium consisting of $M$ parallel layers of slabs, cylinders, or spheres as illustrated in Fig. 8-1. We assume the existence of contact conductance $h_{i}$ at the interfaces $x=x_{i}, i=2,3, \ldots, M$. Initially each layer is at a


Fig.8-1 $\quad M$-layer composite region.
specified temperature $T_{i}(x, 0)=F_{i}(x)$, in $x_{i}<x<x_{i+1}, i=1,2,3, \ldots, M$, for $t=0$. For times $t>0$, energy is generated in each layer at a rate of $g_{i}(x, t), \mathrm{W} / \mathrm{m}^{3}$, in $x_{i}<x<x_{i+1}, i=1,2,3, \ldots, M$, while the energy is dissipated with convection from the two outer boundary surfaces $x=x_{1}$ and $x=x_{M+1}$, into ambients at temperatures $f_{1}(t)$ and $\int_{M+1}(t)$, with heat transfer coefficients $h_{1}^{*}$ and $h_{M+1}^{*}$, respectively.

The mathematical formulation of this heat conduction problem is given as follows.

The differential equations for each of the $M$ layers are
where

$$
p= \begin{cases}0 & \text { slab } \\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

Subject to the boundary conditions

$$
\left.\begin{array}{l}
-k_{1}^{*} \stackrel{i}{\partial \dot{x} T_{1}}+h_{1}^{*} T_{1}=h_{1}^{*} \int_{1}(t) \\
-k_{i}^{c} T_{i}=h_{i+1}\left(T_{i}-T_{i+1}\right) \\
k_{i} \frac{\partial T_{i}}{\partial x}=k_{i+1} \frac{\partial T_{i+1}}{\partial x}
\end{array}\right\}
$$

at the outer boundary

$$
x=x_{1}, \quad t>0
$$

at the interfaces

$$
x=x_{i+1}, \quad i=1,2, \ldots, M-1
$$ $1>0$

(8-2c)..
$\begin{aligned} & k_{M}^{*} \frac{\partial T_{M}}{\partial x}+h_{M+1}^{*} T_{M}=h_{M+1}^{*} f_{M+1}(t) \quad \text { at the outer boundary, } \\ & x=x_{M+1}, \quad t>0\end{aligned}$
and the initial conditions:

$$
\begin{equation*}
T_{i}(x, t)=F_{i}(x) \quad \text { for } \quad t=0, \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M \tag{8-3}
\end{equation*}
$$

where $T_{i}(x, t)$ is the temperature of the layer $i, i=1,2, \ldots, M$. The problem contains $M$ partial differential equations, $2 M$ boundary conditions and $M$ initial condidions, hence it is mathematically well posed.

In order to distinguish the coemicients associated with the boundary conditions for the outer surfaces from those $k$ and $h$ for the medium and interfaces, an asterisk is used in the quantities $h_{1}^{*}, h_{M+1}^{*}, k_{1}^{*}$, and $k_{M f}^{*}$ appearing in the boundary conditions for the outer surfaces. The reason for this is that these quantities will be treated as coeflicients, so that the boundary conditions of the first and second kind will be obtainable for the outer boundary surfaces by setting the values of these coefficients properly.

## 8-2 TRANSFORMATION OF NONHOMOGENEOUS

## BOUNDARY CONDITIONS INTO HOMOGENEOUS ONES

It is more convenient to solve the problems with homogeneous boundary conditions than with nonhomogeneous boundary conditions. The problem of time-dependent heat-enduetion-for-a-M-layer-composite-medium with_heat gencration and nonhomogencous outcr boundary conditions can be transformed into a problem with heat generation but homogeneous boundary conditions by a procedure similar to that described in Chapter 1 , Section 1-7 for the single-layer problem.

The problem delined by equations (8-1)-(8-3) has nonhomogeneous boundary conditions at the outcr surfaces. In order to transform this time-dependent problem into a one with homogeneous boundary conditions, we consider $T_{i}(x, t)$ constructed by the superposition of three simpler problems in the form

$$
\begin{aligned}
T_{i}(x, t)= & 0_{i}(x, t)+\phi_{i}(x) \int_{1}(t)+\psi_{i}(x) f_{M+1}(t) \\
& \text { in } \quad x_{i}<x<x_{i+j}, \quad i=1,2, \ldots, M, \quad \text { or } \quad i>0 \quad(8-4)
\end{aligned}
$$

Where the functions $\phi_{i}(x), \psi_{i}(x)$, and $\theta_{i}(x, t)$ are the solutions of the following subproblems:

1. The functions $\phi_{i}(x)$ are the solutions of the following steady-state problem for the same region, with no heat generation, but with one non-homogeneous boundary condition at $x=x_{1}$.

$$
\frac{d}{d x}\left(x^{p} \frac{d \phi_{i}}{d x}\right)=0 \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M
$$

subject to the boundary conditions

$$
\begin{align*}
& -k_{1}^{*} \frac{d \phi_{1}(x)}{d x}+h_{1}^{*} \phi_{1}(x)=h_{1}^{*} \quad \text { at } \quad x=x_{1}  \tag{8-5b}\\
& -k_{i}^{d \phi_{i}}=h_{i+1}\left(\phi_{i}-\phi_{i+1}\right) \\
& k_{i} \frac{d \phi_{i}}{d x}=k_{i+1} \frac{d \phi_{i+1}}{d x}  \tag{8-5d}\\
& k_{M}^{*} \frac{d \phi_{M}}{d x}+h_{M+1}^{*} \phi_{M}=0  \tag{8-5e}\\
& \text { at. } \quad x=x_{M+1} \\
& \text { at the interfaces } \\
& x=x_{i+1} \text {, } \\
& i=1,2, \ldots, M-1
\end{align*}
$$

(8-5c)
2. The functions $\psi_{i}(x)$ are the solutions of the following steady-state problem for the same region, with no heat generation, but with one non-homogeneous boundary condition at $x=x_{M+1}$

$$
\begin{equation*}
\frac{d}{d x}\left(x^{p} \cdot \frac{d \psi_{i}}{d x}\right)=0 \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M \tag{8-6a}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{align*}
& -k_{1}^{*} \frac{d \psi_{1}}{d x}+h_{1}^{*} \psi_{1}=0 \quad \text { at } \quad x=x_{1}  \tag{8-6b}\\
& -k_{i} \frac{d \psi_{i}}{d x}=h_{i+1}\left(\psi_{i}-\psi_{i+1}\right)  \tag{8-6c}\\
& \text { at the interfaces } \\
& x=x_{i+1} \text {, } \\
& i=1,2, \ldots, M-1 \\
& k_{i} \frac{d \psi_{i}}{d x}=k_{i+1} \frac{d \psi_{i+1}}{d x}  \tag{8-6d}\\
& k_{M}^{*} \frac{d \psi_{M i}}{d x}+h_{M+1}^{*} \psi_{M}=h_{M i+1}^{*} \quad \text { at } \quad x=x_{M+1} \tag{8-6е}
\end{align*}
$$

3. The functions $O_{i}(x, t)$ are the solutions of the following time-dependent heat conduction problem for the same region, with heat generation, but subject to homogeneous houndary conditions

$$
\begin{align*}
x_{i} \frac{1}{x^{r}} \frac{\partial}{\partial x}\left(x^{p} \frac{\partial \theta_{i}}{\partial x}\right)+g_{i}^{*}(x, t) & =\frac{\partial \theta_{i}(x, t)}{\partial t}, \\
\quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i & =1,2, \ldots, M, \text { for } \quad t>0 \tag{8-7a}
\end{align*}
$$

where

$$
g_{i}^{*}(x, t) \equiv \frac{\alpha_{i}}{k_{i}} g_{i}(x, t)-\left[\phi_{i}(x) \frac{d f_{1}(t)}{d t}+\psi_{i}(x) \frac{d f_{M}(t)}{d t}\right]
$$

Subject to the boundary conditions

$$
\begin{align*}
& \cdots k_{1}^{*} \frac{{ }^{\prime \prime}(1)}{\partial x}+h_{1}^{*} 0_{1}=0 \quad \text { at } \quad x=x_{1}, \quad \quad 1>0 \quad(8-7 b) \\
& -k_{i} \frac{\partial \theta_{i}}{\partial x}=h_{i+1}\left(\theta_{i}-\theta_{i+1}\right) \\
& \text { at the interfaces } \\
& x=x_{i+1}, \quad i=1,2, \ldots, M-1 \\
& k_{i} \frac{\partial \theta_{i}}{\partial x}=k_{i+1} \frac{\partial \theta_{i+1}}{\partial x} \\
& \text { for } \quad t>0 \\
& k_{M}^{*} \frac{\partial \theta_{M}}{\partial x}+h_{M+1}^{*} 0_{M}=0  \tag{8-7c}\\
& \text { at } \quad x=x_{M+1}, \quad t>0
\end{align*}
$$

and the initial conditions

$$
\begin{aligned}
\theta_{i}(x, t) & =F_{i}(x)-\left[\phi_{i}(x) f_{1}(0)+\psi_{i}(x) f_{M+1}(0)\right] \equiv F_{i}^{*}(x), \\
& - \text { for } t=0, \quad \text { in } \quad x_{i}<x<x_{i+1},-i=1,2, \ldots, M . \quad(8-7 \Gamma) .
\end{aligned}
$$

The validity of this superposition procedure can readily be verified by introducing the equation (8-4) into the original problem given by equations $(8-1)-(8-3)$ and utilizing the above three subproblems delined by equations (8-5)-(8-7).

## Example 8-1

A two-layer slab consists of the first layer in $0 \leqslant x \leqslant a$ and the second layer in $a \leqslant x \leqslant b$, which are in perfect thermal contact as illustrated in Fig. 8-2. Let $k_{1}$


Fig. 8-2 Two-layer slab with perfect thermal contact at the interface.
and $k_{2}$ be the thermal conductivities, and $\alpha_{1}$ and $\alpha_{2}$ the thermal diffusivities for the first and second layer, respectively. Initially, the first region is at temperature $F_{1}(x)$ and the second region at $F_{2}(x)$. For times $t>0$ the boundary surface at $x=0$ is kept at temperature $f_{1}(t)$ and the boundary at $x=b$ dissipates heat by convection, with a heat transler coefficient $h_{3}^{*}$ into an ambient at temperature $f_{3}(t)$. By applying the spliting-up procedure described above, separate this problem into (i) two steady-state problems each with one nonhomogencous boundary condition, and (ii) one time-depentent problem with homogeneous boundary conditions and the initial condition. ligure 8 - 2 shows the geometry coordinates and the boundary conditions for the original problem. Solution. The mathematical formulation of this problem is given as

$$
\begin{aligned}
& \alpha_{4} \frac{\partial^{2} T_{1}}{\partial x^{2}}=\frac{\partial T_{1}(x, t)}{\partial t} \quad \text { in } \quad 0<x<u, t>0 \\
& \alpha_{2} \frac{\partial^{2} T_{2}}{\partial x^{2}}=\frac{\partial T_{2}(x, t)}{\partial t} \quad \text { in } \quad a<x<b, \quad t>0
\end{aligned}
$$

subject to the boundary conditions

$$
\begin{array}{lll}
T_{1}(x, t)=f_{1}(t) & \text { at } & x=0, t>0 \\
T_{1}(x, t)=T_{2}(x, t) & \text { at } & x=a, t>0  \tag{8-8~d}\\
k_{1} \frac{\partial T_{1}}{\partial x}=k_{2} \frac{\partial T_{2}}{\partial x} & \text { at } & x=a, t>0
\end{array}
$$

and the initial conditions

$$
\begin{array}{lll}
T_{1}(x, t)=F_{1}(x) & \text { for } & t=0, \quad 0<x<a \\
T_{2}(x, t)=F_{2}(x) & \text { for } & t=0, \quad a<x<b
\end{array}
$$

To-transform-this problem, we-enstruet-the-solution-of $T_{i}\left(x_{;}, t\right), i-=1,2$, by-the superposition of the following three simpler problems in the form

$$
T_{i}(x, t)=\theta_{i}(x, t)+\phi_{i}(x) \int_{1}(t)+\psi_{i}(x) f_{3}(t) \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2
$$

where $x_{1}=0, x_{2}=a$ and $x_{3}=b$.

The functions $\phi_{i}(x), \psi_{i}(x)$, and $\theta_{i}(x, t)$, for $i=1,2$ are the solutions of the following three simpler problems, respectively.

1. The functions $\phi_{i}(x), i=1,2$ satisfy the steady-state heat conduction problem given as

$$
\begin{array}{ll}
\frac{d^{2} \phi_{1}(x)}{d x^{2}}=0 & \text { in } \\
0<x<a  \tag{8-10b}\\
\frac{d^{2} \phi_{2}(x)}{d x^{2}}=0 & \text { in } \\
a<x<b
\end{array}
$$

subject to the boundary conditions

$$
\begin{array}{lr}
\phi_{1}(x)=1 & \text { at } \left.\quad \begin{array}{c}
x=0 \\
\phi_{1}(x)=\phi_{2}(x) \\
k_{1} \frac{d \phi_{1}}{d x}=k_{2} \frac{d \phi_{2}}{d x}
\end{array}\right\} \\
\begin{array}{r}
\text { at the interface } \\
x=a
\end{array} \\
\begin{array}{l}
k_{2}^{*} \frac{d \phi_{2}}{d x}+h_{3}^{*} \phi_{2}=0
\end{array} & \text { alt } \quad x=b
\end{array}
$$

2. The functions $\psi_{i}(x), i=1,2$ satisly the steady-state heat conduction problem given as

$$
\begin{array}{lll}
\frac{d^{2} \psi_{1}(x)}{d x^{2}}=0 & \text { in } & 0<x<a \\
\frac{d^{2} \psi_{2}(x)}{d x^{2}}=0 & \text { in } & a<x<b \tag{8-11b}
\end{array}
$$

subject to the boundary conditions

$$
\begin{array}{ll}
\left.\begin{array}{l}
\psi_{1}(x)=0 \\
\psi_{1}(x)=\psi_{2}(x) \\
k_{1} \frac{d \psi_{1}}{d x}=k_{2} \frac{d \psi_{2}}{d x}
\end{array}\right\} & \text { at the interface } \\
x=a & (8-11 \mathrm{c}) \\
\begin{array}{l}
(8-11 \mathrm{~d}) \\
k_{2}^{*} \frac{d \psi_{2}}{d x}+h_{3}^{*} \psi_{2}=h_{3}^{*} \\
\text { at } \quad x=b
\end{array}
\end{array}
$$

3. The functions $\theta_{l}(x, t), i=1,2$ are the solutions of the following homogeneous problem

$$
\begin{align*}
& \alpha_{1} \frac{\partial^{2} \theta_{1}}{\partial x^{2}}=\frac{\partial \theta_{1}(x, t)}{\partial t}+g_{1}^{*}(x, t) \quad \text { in } \quad 0<x<a, t>0  \tag{8-12a}\\
& \alpha_{2} \frac{\partial^{2} \theta_{2}}{\partial x_{2}}=\frac{\partial \theta_{2}(x, t)}{\partial t}+g_{2}(x, t) \quad \text { in } \quad a<x<b, t>0 \tag{8-1.2b}
\end{align*}
$$

where, $\Omega_{i}^{*}(x, t)=-\left[\phi_{i}(x) d f_{i} / d t+\psi_{i}(x) d f_{3} / d t\right], i=1,2$
Subject to the boundary conditions

$$
\begin{array}{ll}
\left.\begin{array}{l}
\theta_{1}(x, t)=0 \\
\theta_{1}(x, t)=\theta_{2}(x, t) \\
k_{1} \frac{\partial \theta_{1}}{\partial x}=k_{2} \frac{\partial \theta_{2}}{\partial x}
\end{array}\right\} & \text { at } \quad x=0, t>0 \\
\text { at the interface } \\
k_{2}^{*} \frac{\partial \theta_{2}}{\partial x}+h_{3}^{*} \theta_{2}=0 & \text { at } \quad x=0
\end{array}
$$

and the initial conditions

$$
\begin{align*}
\theta_{1}(x, t)= & F_{1}(x)-f_{1}(0) \phi_{1}(x)-f_{3}(0) \psi_{1}(x) \equiv F_{1}^{*}(x) \\
& \text { for } \quad t=0, \quad \text { in } \quad 0 \leqslant x<a  \tag{8-12g}\\
\theta_{2}(x, t)= & F_{2}(x)-f_{1}(0) \phi_{2}(x)-f_{3}(0) \psi_{2}(x) \equiv F_{2}^{*}(x) \\
& \text { ror } \quad t=0, \quad \text { in } \quad a \leqslant x<b \tag{8-12h}
\end{align*}
$$

The validity of this superposition procedure can be verified by introducing the transformation given by equation (8-9) into the original problem (8-8) and utilizing the definition of the subproblems given by equations (8-10)-(8-12).

Clearly, the time-dependent problem (8-12) has homogeneous boundary conditions.

## Solving Steady-State Problem of $\mathbf{M}$-Layer Slab, Cylinder, or Sphere

We consider a steady-state problem with no energy generation, one nonhomogeneous boundary condition of the type given by equation (8-5), but for a $M$-layer slab, cylinder, or sphere. The mathematical formulation is given by

$$
\frac{d}{d x}\left(x^{p} \frac{d \phi_{i}}{d x}\right)=0 \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M
$$

(8-13a)
subject to the boundary conditions

$$
\begin{equation*}
-k_{1}^{*} \frac{d \phi_{1}(x)}{d x}+h_{1}^{*} \phi_{1}(x)=h_{1}^{*} \quad \text { at } \quad x=x_{1} \tag{8-13b}
\end{equation*}
$$

$$
-k_{i} \frac{d \phi_{i}}{d x}=h_{i+1}\left(\phi_{i}-\phi_{i+1}\right)\left(\begin{array}{l}
\text { at the interfates }  \tag{8-13c}\\
x=x_{i+1}
\end{array}\right.
$$

$$
\begin{equation*}
k_{i}^{d \phi_{i}}=k_{i+1} \stackrel{d \phi_{i+1}}{d x} \tag{8-13d}
\end{equation*}
$$

$$
i=1,2, \ldots, A I-1
$$

$$
\begin{equation*}
k_{M}^{*} \frac{d \phi_{M}}{d x}+h_{M+1}^{*} \phi_{M}=0 \tag{at}
\end{equation*}
$$

$$
x=x_{M+1}
$$

(8-13e)
where

$$
p= \begin{cases}0 & \text { slab }  \tag{8-135}\\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

The solution of the ordinary differential cquation (8-13a), for any layer $i$ is given in the form

| Slab: | $\phi_{i}(x)=A_{i}+B_{i} x$ | $(8-14 \mathrm{a})$ |
| :--- | :--- | :--- |
| Cylinder: | $\phi_{i}(x)=A_{i}+B_{i} \ln x$ | $(8-14 \mathrm{~b})$ |
| Sphere: | $\phi_{i}(x)=A_{i}+\frac{B_{i}}{x}$ | $(8-14 \mathrm{c})$ |

The solution involves two unknown coefficients $A_{i}$ and $B_{i}$ for each layer $i$; then, for a $M$-layer problem, $2 M$ unknown coefficients are to be determined. Substituting the solution given by equations ( $8-14$ ) into the boundary conditions ( 8 -13b,c,d,e), one obtains $2 M$ equations for the determination of the $2 M$ unk nown

The solution of the homogeneous transient heal conduction problems of the type given by equations ( $8-12$ ), but for the $M$-layer medium, is described in the next section.

## 8-3 ORTHOGONAL EXPANSION TECHNIQUE FOR SOLVING M-LAYER HOMOGENEOUS PROBLEMS

We now consider the solution of the homogeneous problem of heat conductionin a composite medium consisting of $M$ parallei layers of slabs, cylinder, or


Fig. 8-3 $\quad$ A-layer composite region.
spheres in contact as illustrated in Fig. 8-3. For generality we assume contact resistanee-at-the-interfaces-and-eonvection-from-the-outer-boundarics--Wet $-t_{i}$-be the arbitrary film coeflicient at the interfaces $x=x_{i}, i=2,3, \ldots, M$, and $h_{1}^{*}$ and $h_{M+1}^{*}$ the heat transfer coeflicients at the outer boundaries $x=x_{1}$ and $x=x_{M+1}$, respectively. Each layer is homogeneous and isotropic and has thermal properties (i.e., $\rho, C_{p}, k$ ) that are constant within the layer and different from those of the adjacent layers. Initially each layer is at a specified temperature $T_{i}(x, t)=F_{i}(x)$, in $x_{i}<x<x_{i+1}, i=1,2, \ldots, M$. For times $t>0$, heat is dissipated by convection from the two outer boundaries into environments at zero temperature. There is no heat generation in the medium. We are interested in the determination of the temperature distribution $T_{i}(x, t)$, in the layers $i=1,2 \ldots, M$, for times $t>0$. The mathematical formulation of this heat conduction problem is given by.

$$
\begin{array}{ll}
x_{i} \frac{1}{x^{p}} \frac{\partial}{\partial x}\left(x^{p} \frac{\partial T_{i}}{\partial x}\right)=\frac{\partial T_{i}(x, t)}{\partial t} & \text { in } \quad x_{i}<x<x_{i+1} \\
& \text { for } \quad t>0, i=1,2, \ldots, M
\end{array}
$$

where

$$
p= \begin{cases}0 & \text { slab } \\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

subject to the boundary conditions
$-k_{1}^{*} \frac{\partial T_{1}}{\lambda_{x}}+h_{1}^{*} T_{1}=0$
at the outer boundary $x=x_{1}$, for $t>0 \quad$ (8-16a)
$\left.-k_{i} \frac{\partial T_{i}}{\partial x}=h_{i+1}\left(T_{i}-T_{i+1}\right) \right\rvert\,$ at the interfaces $x=x_{i+1}$,
$i=1,2, \ldots, M-1$
.(8-16b)
.
$\qquad$

$k_{M}^{*} \frac{\partial T_{M}}{\hat{C} X}+h_{M+1}^{*} T_{M}=0 \quad$ at the outer boundary $X=x_{M+1}$, for $t>0$
and the initial conditions
$F_{i}(1,1) \quad F_{i}(1)$ for $1 \cdot 0$ in $\quad x_{i}<x<x_{i 11} \quad i=-2, \ldots, M(8-17)$
The finite value of interface conductance $h_{i+1}$, in equations (8-16b) implies that the temperature is discontinuous at the interfaces. The boundary conditions ( $8-16 \mathrm{c}$ ) represents the continuity of heat flux at the interfaces.

When the interface conductance $h_{i+1} \rightarrow \infty$, the boundary condition (8-16b) reduces to

$$
\begin{equation*}
T_{i}=T_{i+1} \quad \text { at } \quad x=x_{i+1}, \quad i=1,2, \ldots, M-1 \quad \text { for } \quad t>0 \tag{8-18}
\end{equation*}
$$

which implies the continuity of temperature or perfect thermal contact at the interfaces.

To solve the above heat conduction problem, the variables are separated in the form

$$
\begin{equation*}
T_{i}(x, t)=\psi_{i}(x) \Gamma(t) \tag{8-19a}
\end{equation*}
$$

When equation (8-19a) is introduced into (8-15) we obtain

$$
\begin{equation*}
x_{i} \frac{1}{x^{-j}} \frac{1}{\overline{\psi_{i}}(x)} \frac{d}{d x}\left(x^{p} \frac{d \psi_{i}}{d x}\right)=\frac{1}{\Gamma(t)} \frac{d \Gamma(t)}{d t} \equiv-\beta^{2} \tag{8-19b}
\end{equation*}
$$

wherc $\beta$ is the separation constant. We recall that, in separating the variables for the case of a single-layer problem, the thermal diflusivity $\alpha$ was retained on the side of the equation where the time-dependent function $\Gamma(t)$ was collected. In the case of composite medium, $\alpha_{i}$ is retained on the left-hand side of equation (8-19b) where the space dependent function $\psi_{i}(x)$ are collected. The reason for this is to keep the solution of the time dependent function $\Gamma(t)$ independent of $x_{i}$ since it is discontinuous at the interfaces.
The separation given by equations ( $8-19 \mathrm{~b}$ ) results in the following ordinary differential equations for the determination of the functions $\Gamma(t)$ and $\psi_{i}\left(\beta_{, ~ x}\right)$ :

$$
\begin{gather*}
d \Gamma(t)+\beta_{n}^{2} \Gamma(t)=0 \quad \text { for } \quad t>0  \tag{8-20}\\
d t  \tag{8-21}\\
\text { I } d\left(x^{-r} d \psi_{i n}\right)+\frac{\beta_{n}^{2}}{d x} \psi_{i n}=0 \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M
\end{gather*}
$$

where $\psi_{\text {in }} \equiv \psi_{i}\left(\beta_{n}, x\right)$. The subscript $n$ is included to imply that there are an infinite
number of discrete values of the eigenvalues $\beta_{1}<\beta_{2}<\cdots<\beta_{n}<\cdots$ and the corresponding eigenfunctions $\psi_{i n}$.

The boundary conditions for equations (8-21) are obtained by introducing equation (8-19a) into the boundary conditions (8-16); we find
$-k_{1}^{*} \stackrel{d \psi_{1 n}}{d x}+h_{1}^{*} \psi_{1 n}=0$
at the outer houndary $x=x_{1}$
(8-22:i)
$-k_{i}^{d} \frac{d \psi_{i n}}{d x}=h_{i+1}\left(\psi_{i n}-\psi_{i+1 . n}\right)$
at the interfaces $x=x_{i+1}$,
where
$i=1,2, \ldots, M-1$
(8-22c)-
$k_{M}^{*} \frac{d \psi_{M A n}}{d x}+h_{M+1}^{*} \psi_{M n}=0 \quad$ at the outher boundary $x=x_{M+1}$
Equations (8-21) subject to the boundary conditions (8-22) constitute an eigenvalue problem for the determination of the eigenvalues $\beta_{n}$ and the corresponding eigenfunction $\psi_{i n}$.

The eigenfunctions $\psi_{i_{n}}$ of the eigenvalue problem defined by equations ( $8-21$ ) and (8-22) satisfy the following orthogonality relation [13]

$$
\sum_{i=1}^{M} \frac{k_{1}}{x_{i}} \int_{x=x_{i}}^{x_{i+1}} x^{p} \psi_{i n}(x) \psi_{i r}(x) d x=\left\{\begin{array}{lll}
0 & \text { for } & n \neq r  \tag{8-23a}\\
N_{n} & \text { for } & n=r
\end{array}\right.
$$

where the norm $N_{n}$ is defined as

$$
\begin{equation*}
N_{n}=\sum_{j=1}^{M} \frac{k_{j}}{x_{j}} \int_{x_{j}}^{x_{j+1}} x^{p} \psi_{j n}^{2}(x) d x \tag{8-23b}
\end{equation*}
$$

and $\psi_{i n}, \psi_{i r}$ are the two different eigenfunctions.
The solution for the time-variable function $\Gamma(t)$ is immediately obtained from equation (8-20) as

$$
\begin{equation*}
\Gamma(t)=e^{-p_{n}^{2}} \tag{8-24}
\end{equation*}
$$

and the general solution for the temperature distribution $T_{i}(x, t)$, in any region $i$, is constructed as

$$
\begin{equation*}
T_{i}(x, t)=\sum_{n=1}^{\infty} c_{n} e^{-\beta_{n}^{2}} \psi_{i n}(x), \quad i=1,2, \ldots, M \tag{8-25}
\end{equation*}
$$

where the summation is over all eigenvalues $\beta_{n}$. This solution satisfies the
differential equations (8-15) and the boundary conditions (8-16). We now constrain this solution to satisfy the initial conditions (8-17), and obtain

$$
\begin{equation*}
F_{i}(x)=\sum_{n=1}^{\infty} c_{n} \psi_{i n}(x) \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M \tag{8-26}
\end{equation*}
$$

The coefficients $c_{n}$ can be determined by utilizing the above orthogonality relation as now described.

We operate on boll sides of equation ( $8-20$ ) by the operator

$$
\frac{k_{i}}{\alpha_{i}} \int_{x_{i}}^{x_{i+1}} x^{p} \psi_{i r}(x) d x
$$

and sum up the resulting expressions from $i=1$ to $M$ (i.e., over all regions) to obtain

$$
\begin{equation*}
\sum_{i=1}^{M} \frac{k_{i}}{\alpha_{i}} \int_{x_{i}}^{x_{i+1}} x^{p} \psi_{i r}(x) F_{i}(x) d x=\sum_{n=1}^{\infty} c_{n}\left[\sum_{i=1}^{M} \frac{k_{i}}{\alpha_{i}} \int_{x_{i}}^{x_{i+1}} x^{p} \psi_{i r}(x) \psi_{i \pi}(x) d x\right] \tag{8-27}
\end{equation*}
$$

In view of the orthogonality relation (8-23), the term inside the bracket on the right-hand side of equation (8-27) vanishes for $n \neq r$ and becomes equal to $N_{n}$ for $n=r$. Then the coellicients $c_{n}$ are determined as

$$
\begin{equation*}
c_{n}=\frac{1}{N_{n}} \sum_{i=1}^{\mathrm{M}} \frac{k_{i}}{\alpha_{i}} \int_{x_{i}}^{x_{1}+1} x^{\rho} \psi_{i n}(x) F_{i}(x) d x \tag{8-28}
\end{equation*}
$$

Before introducing this result into equation (8-25), we change the summation index from $i$ to $j$, and the dummy integration variable from $x$ to $x^{\prime}$ in equation (8-28) to avoid confusion with the index $i$ and the space variable $x$ in equation (8-25). Then, the solution for the temperature distribution $T_{i}(x, t)$ in any region $i$ of the composite medium is determined as

$$
\begin{align*}
T_{i}(x, t)= & \sum_{n=1}^{\infty} e^{-\beta_{n}^{2}} \frac{1}{N_{n}} \psi_{i n}(x) \sum_{j=1}^{M} \frac{k_{j}}{\alpha_{j}} \int_{x^{\prime}=x_{j}}^{x_{j+1}} x^{\prime p} \psi_{j n}\left(x^{\prime}\right) F_{j}\left(x^{\prime}\right) d x^{\prime} \\
& \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M \tag{8-29a}
\end{align*}
$$

where the norm $N_{n}$ is delined as

$$
\begin{equation*}
N_{n}=\sum_{j=1}^{M} \frac{k_{j}}{\alpha_{j}} \int_{x_{j}}^{x_{j}+1} x^{\prime p} \psi_{j n}^{2}\left(x^{\prime}\right) d x^{\prime} \tag{8-29b}
\end{equation*}
$$

and

$$
p= \begin{cases}0 & \text { slab } \\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

An examination of this solution reveals that, for $M=1$, equations (8-29) reduce to the solution for the single-region problem considered in the previous chapters if we set $\beta_{n}^{2}=\alpha_{i_{\pi}^{\prime}}^{2}$ where $\alpha$ is the thermal diffusivity.

## Green's Function Jor Composite Mledium

The solution given by equation (8-29) can be recast to define the composite medium (irecols function. That is, the solution ( $8-29$ it $)$ is rearranged ins

$$
\begin{align*}
T_{i}(x, t)= & \sum_{j=1}^{M} \int_{x^{\prime}=x}^{x_{j}+1} \frac{k_{j}}{\alpha_{j}}\left[\sum_{n=1}^{\infty} e^{-p_{n}^{2} t} \frac{1}{N_{n}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right)\right] x^{\prime p} F_{j}\left(x^{\prime}\right) d x^{\prime} \\
& \text { in } \quad x_{i}<x<x_{i+1} ; \quad i=1,2, \ldots, M \tag{8-30}
\end{align*}
$$

This result is now written more compactly; by introducing the Green's funetion notation as

$$
\begin{equation*}
T_{i}(x, t)=\left.\sum_{j=1}^{M} \int_{x^{\prime}=x_{j}}^{x_{j+1}} x^{\prime p} G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{t=0} F_{j}\left(x^{\prime}\right) d x^{\prime} \tag{8-31a}
\end{equation*}
$$

where $x^{\prime p}$ is the Sturm-Liouville weight function and $\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{r=0}$ is defined ils

$$
\begin{equation*}
\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{\mathrm{r}=0}=\sum_{n=1}^{4 .} e^{-\rho_{n}^{2} s} \frac{1}{N_{n}} \frac{k_{j}}{\alpha_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-31b}
\end{equation*}
$$

$$
p= \begin{cases}0 & \text { slab }  \tag{8-31c}\\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

in the region $x_{i}<x<x_{i+1}, i=1,2, \ldots, M$. Thus $\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{r=0}$ represents the Green's function evaluated for $\tau=0$ associated with the solution of onedimensional homogencous composite medium problem delined by equations (8-15)-(8-17).

To solve the nonhomogeneous composite medium problem, such as the one with energy generation, the Green's function $G_{i j}\left(x, t \mid x^{\prime}, \tau\right)$ is needed. It is obtained from equation (8-31b) by replacing $t$ by $(t-\tau)$. Thus the Green's function for the problem becomes

$$
\begin{equation*}
G_{i j}\left(x, t \mid x^{\prime}, \tau\right)=\sum_{n=1}^{x} e^{-\beta_{n}^{2}(t-\tau)} \frac{1}{N_{n}} \frac{k_{j}}{\alpha_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-32}
\end{equation*}
$$

in the region $x_{i} \leqslant x \leqslant x_{i+1}, i=1,2, \ldots, M$.
The use of Green's function in the solution of nonhomogeneous one-dimensional composite medium problems will be demonstrated later in this chapter.

## 8-4 DETERMINATION OF EIGENFUNCTIONS AND EIGENVALUES

The general solution $\psi_{\text {in }}(x)$ of the eigenvalue problem given by equations (8-21) and $(8-22)$ can be written in the form

$$
\begin{equation*}
\psi_{i n}(x)=A_{\text {in }} \phi_{i n}(x)+B_{i n} y_{i n}(x) \quad \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2 \ldots, M \tag{8-33}
\end{equation*}
$$

where $\phi_{\text {in }}(x)$ and $\theta_{\text {in }}(x)$ are the two linearly independent solutions of equations $(8-21)$ and $A_{\text {in }}, B_{\text {in }}$ are the coeflicients. Table $8-1$ lists the functions $\phi_{\text {in }}(x)$ and $\theta_{\text {in }}(x)$ for slabs, cylinders, and spheres. The heat conduction problem of an $M$-layer composite medium. in general, involves $M$ solutions in the form given by equation (8-33); hence, there are $2 M$ arbitrary coefficients, $A_{\text {in }}$ and $B_{\text {in }}, i=1,2 \ldots . M$ to be determined. The boundary conditions ( $8-22$ ) provide a system of $2 M$, linear. homogeneous equations for the determination of these $2 M$ coeflicients: but, because the resulting system of equations is homogeneous, the coefficients can be determined only in terms of any one of them (i.e., the nonvanishing one) or within a multiple of an arbitrary constant. This arbitrariness does not cause any difliculty, because the arbitrary constant will appear both in the numerator and denominator of equation (8-29) or equation (8-31); hence it will cancel out. Therefore, in the process of determining the coeflicients $A_{\text {in }}$ and $B_{\text {in }}$ from the system of $2 M$ homogencous equations, any one of the nonvanishing cocflicients. say, $A_{\text {in }}$, can be set equal to unity withoul loss of generality.
Finally, an additional relationship is needed for the determination of the eigenvalues $\beta_{n}$. This additional relationship is obtained from the requirement that the above system of $2 M$ homogeneous equations has a nontrivial solution, that is, the determinant of the coefficients $A_{i n}$ and $B_{i n}$ vanishes. This condition leads to a transcendental equation for the determination of the eigenvalues

$$
\begin{equation*}
\beta_{1}<\beta_{2}<\beta_{3}<\cdots<\beta_{n}<\cdots \tag{8-34}
\end{equation*}
$$

TABLE 8-1 Linearly Indeperident Solutions $\phi_{i n}(x)$ and $\theta_{i n}(x)$ of Equation (8-21) for Slabs, Cylinders, and Spheres

| (icometry | $\phi_{\text {in }}(x)$ | $\theta_{\text {in }}(x)$ |
| :---: | :---: | :---: |
| Slab | $\sin \binom{\beta_{n}}{V^{\prime} x_{i}}$ | $\cos \left(\begin{array}{c}\beta_{n} \\ n \\ \\ x_{i}\end{array}\right)$ |
| Cylinder | $J_{0}\left(\frac{\beta_{n}}{\square} \frac{x_{i}}{}=x\right)$ | $Y_{0}\left(\begin{array}{c}\beta_{n} \\ \hdashline x_{i} \\ \cdots\end{array}\right)$ |
| Sphere | $\stackrel{1}{x} \sin \left(\underset{\sqrt{\beta_{i}}}{\stackrel{\beta_{n}}{\sim} x}\right)$ | $\frac{1}{x} \cos \left(\frac{\beta_{n}}{\sqrt[n]{x_{i}} x}\right)$ |

The eigenfunctions $\psi_{\text {in }}(x)$ given by equation (8-37) with $A_{1 \mathrm{n}}=1$ are introduced into the boundary conditions ( $8-36$ ). The resulting system of equations is expressed in the matrix form as

$$
\left[\begin{array}{cccccc}
X_{1} & Y_{1} & 0 & 0 & 0 & 0  \tag{8-39}\\
\phi_{1 n} & \theta_{1 n} & -\phi_{2 n} & -\theta_{2 n} & 0 & 0 \\
k_{1} \phi_{1 n}^{\prime} & k_{1} \theta_{1 n}^{\prime} & -k_{2} \phi_{2 n}^{\prime} & -k_{2} \theta_{2 n}^{\prime} & 0 & 0 \\
0 & 0 & \phi_{2 n} & 0_{2 n} & -\phi_{3 n} & -\theta_{3 n} \\
0 & 0 & k_{2} \phi_{2 n}^{\prime} & k_{2} \theta_{2 n}^{\prime} & -k_{3} \phi_{3 n}^{\prime} & -k_{3} \theta_{3 n}^{\prime} \\
0 & 0 & 0 & 0 & X_{3} & Y_{3}
\end{array}\right]\left[\begin{array}{c}
1 \\
B_{1 n} \\
A_{2 n} \\
B_{2 n} \\
A_{3 n} \\
B_{3 n}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

where

$$
\begin{array}{ll}
X_{1}=-k_{1}^{*} \phi_{1 n}^{\prime}+h_{1}^{*} \phi_{1 n} & Y_{1}=-k_{1}^{*} \theta_{1 n}^{\prime}+h_{1}^{*} \theta_{1 n} \\
X_{3}=k_{3}^{*} \phi_{3 n}^{\prime}+h_{4}^{*} \phi_{3 n} & Y_{3}=k_{3}^{*} \theta_{3 n}^{\prime}+h_{4}^{*} \theta_{3 n}
\end{array}
$$

and the primes denote differentiation with respect to $x$ : Only five of these equations can be used to determine the coefficients. We choose the first five of them; the resulting system of equations for the determination of these five coeflicients is given in the matrix form as
$\left[\begin{array}{ccccc}Y_{1} & 0 & 0 & 0 & 0 \\ \theta_{1 n} & -\phi_{2 n} & -\theta_{2 n} & 0 & 0 \\ k_{1} \theta_{1 n}^{\prime} & -k_{2} \phi_{2 n}^{\prime} & -k_{2} \theta_{2 n}^{\prime} & 0 & 0 \\ 0 & \phi_{2 n} & \theta_{2 n} & -\phi_{3 n} & -\theta_{3 n} \\ 0 & k_{2} \phi_{2 n}^{\prime} & k_{2} \theta_{2 n}^{\prime} & -k_{3} \phi_{3 n}^{\prime} & k_{3} \theta_{3 n}^{\prime}\end{array}\right]\left[\begin{array}{c}B_{1 n} \\ A_{2 n} \\ B_{2 n} \\ A_{3 n} \\ B_{3 n}\end{array}\right]=\left[\begin{array}{c}-X_{1} \\ -\phi_{1 n} \\ -k_{1} \phi_{1 n}^{\prime} \\ 0 \\ 0\end{array}\right]$

Thus, the solution of equations (8-42) gives the five coeflicients $B_{1 n}, A_{2 n}, B_{2 n}$, $A_{3 n}$, and $B_{3_{n}}$. The transcendental equation for the determination of the eigenvalues $\beta_{1}<\beta_{2}<\cdots<\beta_{n}<\cdots$, is obtained from the requirement that the determinant of the coefficients in the system of equations ( $8-39$ ) should vanish. This condition leads to the following transcendental equation for the determination of the eigenvalues, $\beta_{1}<\beta_{2}<\beta_{3}<\cdots<\beta_{n}<\cdots$.

$$
\left|\begin{array}{cccccc}
X_{1} & Y_{1} & 0 & 0 & 0 & 0 \\
\phi_{1 n} & \theta_{1 n} & -\phi_{2 n} & -\theta_{2 n} & 0 & 0 \\
k_{1} \phi_{1 n}^{\prime} & k_{1} \theta_{1 n}^{\prime} & -k_{2} \phi_{2 n}^{\prime} & -k_{2} \theta_{2 n}^{\prime} & 0 & 0 \\
0 & 0 & \phi_{2 n} & \theta_{2 n} & -\phi_{3 n} & -\theta_{3 n} \\
0 & 0 & k_{2} \phi_{2 n}^{\prime} & k_{2} \phi_{2 n}^{\prime} & -k_{3} \phi_{3 n}^{\prime} & -k_{3} \theta_{3 n}^{\prime} \\
0 & 0 & 0 & 0 & X_{3} & Y_{3}
\end{array}\right|=0 \quad(8-43)
$$

## 8-5 APPLICATIONS OF ORTHOGONAL <br> EXPANSION TECHNIQUE

In this section we illustrate the application of the orthogonal expansion technique described previously for the solution of transient homogeneous heat conduction problems of a two-layer cylinder and a two-layer slab.

## Example 8-3

A two-layer solid cylinder as illustrated in Fig. 8-4 contains an ininer region $0 \leqslant r \leqslant a$ and an outer region $a \leqslant r \leqslant b$ that are in perfect thermal contact; $k_{1}$ and $k_{2}$ are the thermal conductivities, and $\alpha_{1}$ and $\alpha_{2}$ are the thermal diffusivities of the inner and outer regions, respectively. Initially, the inner region is at temperature $\theta_{1}(r, t)=F_{1}(r)$ and the outer region at temperature $0_{2}(r, t)=$ $F_{2}(r)$. For times $t>0$, heat is dissipated by convection from the outer surface at $r=b$ into an environment at zero temperature. Develop an expression for the temperature distribution in the cylinders for times $t>0$.

Solution. The mathematical formulation of the problem is given by

$$
\begin{align*}
& \frac{x_{1}}{r} \frac{\partial}{\partial r}\left(r-\frac{\partial \theta_{1}}{\partial r}\right)=\frac{\partial \theta_{1}(r, t)}{\partial t} \quad \text { in } \quad 0 \leqslant r<a, \quad t>0 \quad(8-44 a)  \tag{8-44a}\\
& \frac{\alpha_{2}}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \theta_{2}}{\partial r}\right)=\frac{\partial \theta_{2}(r, t)}{\partial t} \quad \text { in } \quad a<r<b, \quad t>0
\end{align*}
$$



Fig. 8-4 Two-layer cylinder with perfect thermal contact at the interface.

Subject to the boundary conditions

| $\theta_{1}(r, t)=$ finite | at | $r=0$, | $t>0$ | (8-44c) |
| :---: | :---: | :---: | :---: | :---: |
| $\theta_{1}(r, t)=0_{2}(r, t)$ | at | $r=a$, | $t>0$ | (8-44d) |
|  | :it | $r$ r ${ }_{\text {a }}$ | $1 \because 0$ | (8-44c) |
| $k_{2}^{*} \frac{\partial \theta_{2}}{\partial r}+h_{3}^{*} \theta_{2}=0$ | at | $r=b$, | $t>0$ | (8-441) |

and to the initial conditions

$$
\begin{array}{lll}
\theta_{1}(r, t)=F_{1}(r) & \text { for } & t=0, \\
\theta_{2}(r, t)=F_{2}(r) & \text { for } & t=0, \\
& a<r<b
\end{array}
$$

The corresponding eigenvalue problem is taken as

$$
\begin{array}{ll}
1 \frac{d}{r d r}\left(r-\frac{d \psi_{2 n}}{d r}\right)+\frac{\beta_{n}^{2}}{\alpha_{1}} \psi_{1 n}(r)=0 & \text { in } \\
\frac{1}{\cdot} \frac{d}{r d r}\left(r-\frac{d \psi_{2 n}}{d r}\right)+\frac{\beta_{n}^{2}}{\alpha_{2}} \psi_{2 n}(r)=0 & \text { in } \tag{8-45b}
\end{array} \quad a<r<b
$$

Subject to the boundary conditions

$$
\begin{array}{lll}
\psi_{1 n}(r)=\text { finite } & \text { at } & r=0 \\
\psi_{1 n}(r)=\psi_{2 n}(r) & \text { at } & r=a \\
k_{1} \frac{d \psi_{1 n}}{d r}=k_{2} \frac{d \psi_{2 n}}{d r} & \text { at } & r=a \\
k_{2}^{*} \frac{d \psi_{2 n}}{d r}+h_{3}^{\phi} \psi_{2 n}=0 & \text { at } & r=b
\end{array}
$$

The general solution of the above eigenvalue problem $8-45$, according to Table $8-1$, is taken as

$$
\psi_{i n}(r)=A_{i n} J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{i}}} r\right)+B_{i n} Y_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{i}}} r\right), \quad i=1.2
$$

The boundary condition ( $8-45 \mathrm{c}$ ) requires that $B_{1 n}=0$. Then the solutions $\psi_{i n}(r)$ for the two regions become

$$
\begin{array}{ll}
\psi_{1 n}(r)=J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{1}}} r\right) & \text { in } \quad 0 \leqslant r \leqslant a \\
\left.\psi_{2 n}(r)=A_{2 n} J_{0}\binom{\beta_{n}}{\sqrt{\alpha_{2}}}+H_{2 n} Y_{0}\binom{\beta_{n}}{\sqrt{\alpha_{2}}} \quad \text { in } \quad a<r a\right)
\end{array}
$$

where we have chosen $A_{1 n}=1$ for the reason stated previously. The requirement that the solutions (8-47) should satisfy the remaining three boundary conditions ( $8-45 \mathrm{~d}, \mathrm{e}, \mathrm{r}$ ) leads, respectively, to the following equations for the determination of these coeflicients

$$
\begin{align*}
& \quad J_{0}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{1}}}\right)=A_{2 n} J_{0}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)+B_{2 n} Y_{0}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)  \tag{8-48a}\\
& \frac{k_{1}}{k_{2}} \sqrt{\frac{\alpha_{2}}{\alpha_{1}} J_{1}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{1}}}\right)=A_{2 n} J_{1}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{1}}}\right)+B_{2 n} Y_{1}\left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)}  \tag{8-48b}\\
& -\left[A_{2 n} J_{1}\left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)+B_{2 n} Y_{1}\left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)\right] \\
& \quad+\frac{h_{3}^{*} \sqrt{\alpha_{2}}}{k_{2}^{*} \beta_{n}}\left[A_{2 n} J_{0}\left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)+B_{2 n} Y_{0}\left(\begin{array}{c}
\beta_{n} b \\
\cdots \\
\alpha_{2}
\end{array}\right)\right]=0
\end{align*}
$$

These equations are now written in the matrix form as

$$
\left[\begin{array}{ccc}
J_{0}(\eta) & -J_{0}\left(\frac{a}{b} \eta\right) . & -Y_{0}\left(\begin{array}{l}
a \\
-\eta \\
b
\end{array}\right)  \tag{8-49}\\
K J_{1}\left(\eta^{\prime}\right) & -J_{1}\left(\frac{a}{b} \eta\right) & -Y_{1}\left(\frac{a}{b} \eta\right) \\
0 & \frac{H}{\eta} J_{0}(\eta)-J_{1}(\eta) & \frac{H}{\eta} Y_{0}(\eta)-Y_{1}(\eta)
\end{array}\right]\left[\begin{array}{c}
1 \\
A_{2 n} \\
B_{2 n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0
\end{array}\right]
$$

where we defined

$$
\begin{equation*}
\gamma \equiv \frac{a \beta_{n}}{\sqrt{\alpha_{1}}} \quad \eta \equiv \frac{b \beta_{n}}{\sqrt{\alpha_{2}}} \quad H \equiv \frac{b h_{3}^{*}}{k_{2}^{*}} \quad K \equiv \frac{k_{1}}{k_{2}} \sqrt{\frac{\alpha_{2}}{\alpha_{1}}} \tag{8-50}
\end{equation*}
$$

Any two of these equations can be used to determine the coeflicients $A_{2 n}$ and
$B_{2 n}$. We choose the first two and write the resulting equations as

$$
\left[\begin{array}{ll}
J_{0}\binom{a}{\frac{b}{b}} & Y_{0}\left(\frac{a}{b} \eta\right)  \tag{8-51}\\
J_{1}\binom{a}{b^{\eta}} & Y_{1}\left(\frac{a}{b} \eta\right)
\end{array}\right]\left[\begin{array}{l}
A_{2 n} \\
B_{2 n}
\end{array}\right]=\left[\begin{array}{l}
J_{0}\left(i^{\prime}\right) \\
K J_{1}\left(i^{\prime}\right)
\end{array}\right]
$$

Then, $A_{2 n}$ and $B_{2 n}$ are obtained as

$$
\begin{align*}
& A_{2 n}=\frac{1}{\Delta}\left[J_{0}(\gamma) Y_{1}\left(\frac{a}{b} \eta\right)-K J_{1}(\gamma) Y_{0}\left(\frac{a}{b} \eta\right)\right]  \tag{8-52a}\\
& B_{2 n}=\frac{1}{\Delta}\left[K J_{1}(\gamma) J_{0}\left(\frac{a}{b} \eta\right)-J_{0}(\gamma) J_{1}\left(\frac{a}{b} \eta\right)\right] \tag{8-52b}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta=J_{0}\binom{a}{\frac{-\eta}{b}} \stackrel{Y_{1}}{\vdots}\binom{a}{\frac{a}{b}}-J_{1}\binom{a}{\frac{a}{b}} Y_{0}\binom{a}{\frac{b}{b}} \tag{8-52c}
\end{equation*}
$$

Finally, the equation for the determination of the eigenvalues is obtained from the requirement that in equation (8-49) the determinamt of the coefficients should vanish. Then, the $\beta_{n}$ values are the roots of the following transcendental equation

$$
\left|\begin{array}{ccc}
J_{0}(\gamma) & -J_{0}\left(\frac{a}{b} \eta\right) & -Y_{0}\binom{a}{-\eta} \\
K J_{1}(\eta) & -J_{1}\left(\frac{a}{b} \eta\right) & -Y_{1}\binom{a}{-\eta}  \tag{8-53}\\
0 & \frac{H}{b} J_{0}(\eta)-J_{1}(\eta) & \frac{H}{\eta} Y_{0}(\eta)-Y_{1}(\eta)
\end{array}\right|=0
$$

Having established the relations for the determination of the coeflicients $A_{2 n}, B_{2 n}$ and the eigenvalues $\beta_{n}$, the eigenfunctions $\psi_{1 n}(r)$ and $\psi_{2 n}(r)$ are obtained accorting to equations (8-47). Then, the solution for the femperature $\theta_{i}(r, t), i=1,2$ in any of the regions is given by equations $(8-29)$ as

$$
\theta_{i}(r, t)=\sum_{n=1}^{\infty} \frac{1}{N_{n}} e^{-p_{n}^{2}} \psi_{i n}(r)\left[\frac{k_{1}}{\alpha_{1}} \int_{0}^{a} r^{\prime} \psi_{1 n}\left(r^{\prime}\right) F_{1}\left(r^{\prime}\right) d r^{\prime}\right.
$$

$$
\begin{equation*}
\left.+\frac{k_{2}}{\alpha_{2}} \int_{a}^{b} r^{\prime} \psi_{2 n}\left(r^{\prime}\right) F_{2}\left(r^{\prime}\right) d r^{\prime}\right], \quad i=1,2 \tag{8-54a}
\end{equation*}
$$

where

$$
\begin{align*}
N_{n} & =\frac{k_{1}}{\alpha_{1}} \int_{0}^{a} r^{\prime} \psi_{1 n}^{2}\left(r^{\prime}\right) d r^{\prime}+\frac{k_{2}}{\alpha_{2}} \int_{0}^{b} r^{\prime} \psi_{2 n}^{2}\left(r^{\prime}\right) d r^{\prime}  \tag{8-54b}\\
\psi_{1 n}(r) & =J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{1}}} r\right) \\
\psi_{2 n}(r) & =A_{2 n} J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} r\right)+B_{2 n} Y_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} r\right)
\end{align*}
$$

This result is now written more compactly in terms of the Green's function as

$$
\begin{align*}
& \theta_{i}(r, t)=\left.\int_{0}^{a} r^{\prime} G_{i 1}\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{r}}=0 \\
&+F_{1}\left(r^{\prime}\right) d r^{\prime}  \tag{8-55a}\\
&\left.r^{\prime} G_{i 2}\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{r}}=0 \\
& F_{2}\left(r^{\prime}\right) d r^{\prime}, \quad i=1,2
\end{align*}
$$

where $\left(g_{i j}\left(r, t \mid r^{\prime}, \tau\right) \|_{\text {to }}\right.$ is defined as

$$
\begin{equation*}
\left.G_{i j}\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{r}=0}=\sum_{n=1}^{\infty} e^{-p_{n}^{2} t} \frac{1}{N_{n}} \frac{k_{j}}{\alpha_{j}} \psi_{i n}(r) \psi_{j n}\left(r^{\prime}\right) \tag{8-55b}
\end{equation*}
$$

## Example 8-4

A two-layer slab consists of the first layer in $0 \leqslant x \leqslant a$ and the second layer in $a \leqslant x \leqslant b$, which are in perfect thermal contact as illustrated in $F$ ig. 8 -S. Let $k_{1}$ and $k_{2}$ be the thermal conductivities, and $\alpha_{1}$ and $\alpha_{2}$ the thermal diffusivities for the first and second layers. respectively. Initially, the first region is at temperature $F_{1}(x)$ and the second region at $F_{2}(x)$. For times $t>0$ the boundary surface at $x=0$ is kept at zero temperature and the boundary surface at $x=b$ dissipates heat by convection into a medium at zero temperature. Obtain an expression for the temperature distribution in the slab for times $t>0$.
Solution. The mathematical formatation of this problem is given as

$$
\begin{align*}
& x_{1} \frac{\partial^{2} T_{1}}{\partial x^{2}}=\frac{\partial T_{1}(x, t)}{\partial t} \quad \text { in } \quad 0<x<a, \quad t>0  \tag{8-56a}\\
& x_{2} \frac{\partial^{2} T_{2}}{\partial x^{2}}=\frac{\partial T_{2}(x, t)}{\partial t} \quad \text { in } \quad a<x<b, t>0 \tag{8-56b}
\end{align*}
$$



Fig-8-5 Twe-layer-slab-with-perfect-thermal-contact-at the interface
subject to the boundary conditions

| $T_{1}(x, t)=0$ | at |
| :--- | :--- |
| $T_{1}(x, t)=T_{2}(x, t)$ | at |
| $x=0, t>0$ |  |
| $k_{1} \frac{\partial T_{1}}{\partial x}=k_{2} \frac{\partial T_{2}}{\partial x}$ | at |
|  |  |
| $k_{2}^{*} \partial T_{2}+h_{3}^{*} T_{2}=0$ | at $\quad x=0$ |

and the initial conditions
(8-56g)

The corresponding eigenvaluc problem is taken as

$$
\begin{array}{lll}
\frac{d^{2} \psi_{1 n}}{d x^{2}}+\frac{\beta_{n}^{2}}{\alpha_{1}} \psi_{1 n}(x)=0 & \text { in } & 0<x<a  \tag{8-57a}\\
d^{2} \psi_{2 n}+\frac{\beta_{n}^{2}}{\psi_{2 n}(x)=0} & \text { in } & a<x<b \\
d x^{2} &
\end{array}
$$

subject to the boundary conditions

| $\psi_{1 n}(x)=0$ | at | $x=0$ |
| :--- | :--- | :--- |
| $\psi_{1 n}(x)=\psi_{2 n}(x)$ | at | $x=a$ |
| $k_{1} \frac{d \psi_{1 n}}{d x}=k_{2} \frac{d \psi_{2 n}}{d x}$ | at | $x=a$ |

$$
\begin{align*}
& T_{1}(x, t)=F_{1}(x) \quad \text { for } \quad t=0, \quad 0<x<a \\
& T_{2}(x, t)=F_{2}(x) \quad \text { for } \quad t=0, \quad a<x<b \tag{8-56h}
\end{align*}
$$

$$
\begin{equation*}
k_{2}^{*}-\frac{d \psi_{2 \pi}}{d x}+h_{3}^{*} \psi_{2 n}=0 \quad \text { at } \quad x=b \tag{8-575}
\end{equation*}
$$

The general solution of the above eigenvalue problem, according to Table 8-1, is taken as

$$
\begin{equation*}
\psi_{i n}(x)=A_{i n} \sin \binom{\beta_{n}}{\sqrt{\alpha_{i}}}+\beta_{i n} \cos \binom{\beta_{n}}{\sqrt{\alpha_{i}}}, \quad i=1,2 \tag{8-58}
\end{equation*}
$$

The boundary condition (8-57c) requires that $B_{1 n}=0$. Then, the solutions $\psi_{i n}$ for the two regions are reduced to
$\psi_{1 n}(x)=\sin \left(\frac{\beta_{n}}{\sqrt{\alpha_{1}}} x\right)$
in $\quad 0<x<a$
$\psi_{2 n}(x)=A_{2 n} \sin \left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} x\right)+B_{2 n} \cos \left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} x\right) \quad$ in $\quad a<x<b$
(8-59b)
where we have chosen $A_{1 n}=1$ for the reason stated previously. The requirement that the solutions ( $8-59$ ) should satisfy the remaining boundary conditions ( $8-57 \mathrm{~d}, \mathrm{e}, \mathrm{f}$ ) yields the following equations for the determination of these coeflicients.

$$
\begin{align*}
& \sin \left(\frac{\beta_{n} a}{\sqrt{\alpha_{1}}}\right)=A_{2 n} \sin \left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)+B_{2 n} \cos \left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)  \tag{8-60a}\\
& \frac{k_{1}}{k_{2}} \sqrt{\frac{\alpha_{2}}{\alpha_{1}}} \cos \left(\frac{\beta_{n} a}{\sqrt{\alpha_{1}}}\right)=A_{2 n} \cos \left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right)-B_{2 n} \sin \left(\frac{\beta_{n} a}{\sqrt{\alpha_{2}}}\right) \\
& {\left[A_{2 n} \cos \left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)-B_{2 n} \sin \left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)\right]} \\
& \quad+\frac{h_{3}^{*} \sqrt{\alpha_{2}}}{k_{2}^{*} \beta_{n}}\left[A_{2 n} \sin \left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)+B_{2 n} \cos \left(\frac{\beta_{n} b}{\sqrt{\alpha_{2}}}\right)\right]=0
\end{align*}
$$

These equations are now written in the matrix from as

$$
\left[\begin{array}{ccc}
\sin \gamma & -\sin \left(\frac{a}{b} \eta\right) & -\cos \left(\frac{a}{b} \eta\right) \\
K \cos \gamma & -\cos \left(\frac{a}{b} \eta\right) & \sin \left(\frac{a}{b} \eta\right) \\
0 & \frac{H}{\eta} \sin \eta+\cos \eta & \frac{H}{\eta} \cos \eta-\sin \eta
\end{array}\right]\left[\begin{array}{l}
1 \\
A_{2 n} \\
B_{2 n}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

where we delined

$$
\begin{equation*}
\gamma \equiv \frac{a \beta_{n}}{\sqrt{\alpha_{1}}} \quad \eta \equiv \frac{b \beta_{n}}{\sqrt{\alpha_{2}}} \cdot H \equiv \frac{b h_{3}^{*}}{k_{2}^{*}} \quad K \equiv \frac{k_{1}}{k_{2}} \sqrt{\frac{\alpha_{2}}{\alpha_{1}}} \tag{8-61b}
\end{equation*}
$$

We choose the first two of these equations to determine the coelficients $A_{2 n}$ and $B_{2 n}$; these two equations are written as

$$
\left[\begin{array}{cc}
\sin \left(\frac{a}{b} \eta\right) & \cos \left(\frac{a}{b} \eta\right)  \tag{8-62}\\
\cos \left(\frac{a}{b} \eta\right) & -\sin \left(\frac{a}{b} \eta\right)
\end{array}\right]\left[\begin{array}{l}
A_{2 n} \\
B_{2 n}
\end{array}\right]=\left[\begin{array}{c}
\sin \gamma \\
K \cos \gamma
\end{array}\right]
$$

Then, $A_{2 n}$ and $B_{2 n}$ are determined as

$$
\begin{align*}
& A_{2 n}=\frac{1}{\Delta}\left[-\sin \gamma \sin \left(\frac{a}{b} \eta\right)-K \cos \gamma \cos \left(\frac{a}{b} \eta\right)\right]  \tag{8-63a}\\
& B_{2 n}=\frac{1}{\Delta}\left[K \cos \gamma \sin \left(\frac{a}{b} \eta\right)-\sin \gamma \cos \left(\frac{a}{b} \eta\right)\right] \tag{8-63b}
\end{align*}
$$

are known and the temperature distribution $T_{i}(x, i), i=1,2$ in any one of the two regions is determined according to equation (8-29) as

$$
\begin{align*}
T_{i}(x, t)= & \sum_{n=1}^{x} \frac{1}{N_{n}} e^{-\rho_{n}^{\prime} t} \psi_{i n}(x)\left[\frac{k_{1}}{x_{1}} \int_{x^{\prime}=0}^{n} \psi_{i n}\left(x^{\prime}\right) F_{1}\left(x^{\prime}\right) d x^{\prime}\right. \\
& \left.+\frac{k_{2}}{\alpha_{2}} \int_{a}^{b} \psi_{2 n}\left(x^{\prime}\right) F_{2}\left(x^{\prime}\right) d x^{\prime}\right], \quad i=1,2 \tag{8-65a}
\end{align*}
$$

where

$$
\begin{align*}
N_{n} & =\frac{k_{1}}{x_{1}} \int_{0}^{a} \psi_{1 n}^{2}\left(x^{\prime}\right) d x^{\prime}+\frac{k_{2}}{x_{2}} \int_{a}^{b} \psi_{2 n}^{2}\left(x^{\prime}\right) d x  \tag{8-65b}\\
\psi_{1 n}(x) & =\sin \left(-\frac{\beta_{n}}{\sqrt{x_{1}}} x\right)  \tag{8-65c}\\
\psi_{2 n}(x) & =A_{2 n} \sin \left(-\frac{\beta_{n}}{\sqrt{x_{2}}} x\right)+B_{2 n} \cos \left(-\frac{\beta_{n}}{\sqrt{\alpha_{2}}} x\right)
\end{align*}
$$

This result can be written more compactly in terms of the Green's function as

$$
\begin{align*}
T_{i}(x, t)= & \left.\int_{0}^{a} G_{i 1}\left(x, t \mid x^{\prime}, \tau\right)\right|_{t=0} F_{1}\left(x^{\prime}\right) d x^{\prime} \\
& +\left.\int_{a}^{b} G_{i 2}\left(x, t \mid x^{\prime}, \tau\right)\right|_{\tau=0} F_{2}\left(x^{\prime}\right) d x^{\prime}, \quad i=1,2 \tag{8-66a}
\end{align*}
$$ the general expression relating the solution for the temperature $T_{i}(x, t)$ to the Green's function is known and the appropriate Green's function is available. The general procedure is similar to that described for the case of a single-region

The formal solution of this problem is now complete. That is, the coeflicients $A_{2 n}$ and $B_{2 n}$ are given by equations (8-63), the eigenvalues $\beta_{n}$ by equation (8-64). Then, the eigenfunctions $\psi_{1 n}(x)$ and $\psi_{2 n}(x)$ defined by equations ( $\left.8-59\right)$
where $\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{\tau=0}$, the Green's function evaluated at $\tau=0$, is given by

$$
\begin{equation*}
\left.G_{i j}\left(x, r \mid x^{\prime}, \tau\right)\right|_{\tau=0}=\sum_{n=1}^{x} e^{-p_{n}^{\prime} \dot{t}} \frac{1 k_{j}}{N_{n} x_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-66b}
\end{equation*}
$$

where $N_{n}, \psi_{\text {in }}(x), i=1,2$ are defined by equations ( $8-65 b, c, d$ ).

## 8-6 GREEN'S FUNCTION APPROACH FOR SOLVING NONHOMOGENEOUS PROBLEMS

The use of Green's function is a very convenient approach for solving nonhomogeneous problems of transient heat conduction in a composite medium, if

$$
\left|\begin{array}{ccc}
\sin \gamma & -\sin \left(\begin{array}{l}
\left.\frac{a}{b^{\eta}}\right)
\end{array}\right) & -\cos \binom{a}{b^{\eta}} \\
K \cos \gamma & -\cos \binom{a}{b^{\eta}} & \sin \binom{a}{b^{\eta}} \\
0 & \frac{H}{\eta} \sin \eta+\cos \eta & \frac{H}{\eta} \cos \eta-\sin \eta
\end{array}\right|=0
$$

Finally, the equation for the determination of the eigenvalues $\beta_{n}$ is ubtained
from the requirement that in equation (8-61a) the determinant of the coefficients should vanish. This condition yields the following transcendental equation for the determination of the eigenvalues $\beta_{n}$
medium, except the functional forms of the general solution and the Green's function are different.
In the following analysis, we assume that the nonhomogeneity associated with the boundary conditions is removed by a splitting up procedure described previously; hence the energy generation term is the only nonhomogeneity in the problem.

We consider the following fransient leat conduction problem for a $M$-layer composite modium with energy generation, homogeneous boundary conditions at the outer surfaces and contact conduictance at the interfaces

$$
\begin{align*}
\alpha_{i} \frac{1}{x^{p}} \frac{\partial}{\partial x}\left(x^{p} \frac{\partial T_{i}}{\partial x}\right)+\frac{\alpha_{i}}{k_{i}} g_{i}(x, t)=\frac{\partial T_{i}(x, t)}{\partial t} \quad \text { in } \quad & x_{i}<x<x_{i+1}, t>0, \\
& i=1.2, \ldots, M \tag{8-67a}
\end{align*}
$$

where

$$
p= \begin{cases}0 & \text { slab }  \tag{8-67b}\\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

Subject to the boundary conditions
$-k_{1}^{*} \frac{\partial T_{1}}{\partial x}+h_{1}^{*} T_{1}=0 \quad$ at the outer boundary $x=x_{1}, \quad t>0 \quad(8-67 \mathrm{c})$
$-k_{i} \frac{\partial T_{i}}{\partial x}=h_{i+1}\left(T_{i}-T_{i+1}\right)$
at the interfaces $x-x_{i+1}$,
$\left.k_{i} \frac{\partial T_{i}}{i x}=k_{i+1} \frac{\partial T_{i+1}}{\partial x} \quad\right\}$
$i=1,2, \ldots, M-1$ for
$k_{M}^{*} \frac{\partial T_{M}}{\partial X}+h_{M+1}^{*} T_{M}=0$
at the outer boundary $x=x_{M+1}, \quad t>0 \quad\{8-67 \Gamma\}$
and the initial conditions

$$
T_{i}(x, t)=F_{i}(x) \quad \text { for } \quad t=0, \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2 \ldots, M \quad(8-67 \mathrm{~g})
$$

Appropriate eigenvalue problem for the solution of the above heat conduction problem is taken as
$\frac{1}{x^{p}} \frac{d}{d x}\left(x^{n} \frac{d \psi_{i n}}{d x}\right)+\frac{\beta_{n}^{2}}{x_{i}} \psi_{i n}(x)=0 \quad$ in $\quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M$
(8-68a)

Subject to the boundary conditions

$$
\left.\begin{array}{l}
-k_{1}^{*} \frac{d \psi_{1 n}}{d x}+h_{1}^{*} \psi_{1 n}=0  \tag{8-68b}\\
\left.-k_{1} \frac{d \psi_{1 n}-h_{1}, 1\left(\psi_{l n}\right.}{d x} \quad \psi_{1+1, n}\right) \\
k_{i} \frac{d \psi_{i n}}{d x}=k_{i+1} \frac{d \psi_{i+1, n}}{d x}
\end{array}\right\} \begin{aligned}
& \text { at the outer boundary, } \quad x=x_{1} \\
& \begin{array}{l}
\text { at the interlaces } \\
x=x_{1+1}, \ldots, M-1 \\
i=1,2, \ldots, M-1
\end{array} \\
& k_{M 1}^{*} \frac{d \psi_{M n}}{d x}+h_{M+1}^{*} \psi_{M n}=0 \quad \text { at the outer boundary, } \quad x=x_{M+1} \quad(8-68 \mathrm{e})
\end{aligned}
$$

The solution of this multilayer transient heat conduction problem in terms of the composite medium Green's function $G_{i j}\left(x, t \mid x^{\prime}, \tau\right)$ can be obtained by proper rearrangement of the general solution given by Yener and OZzisik [25] and OZzişik [8]. We write the resulting expression in the form

$$
\begin{align*}
T_{i}(x, t)= & \sum_{j=1}^{M}\left\{\int_{x_{j}}^{x_{j}+1} x^{\prime p}\left|G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{\mathrm{r}=0} F_{j}\left(x^{\prime}\right) d x^{\prime}\right. \\
& \left.+\int_{\tau=0}^{t} d \tau \int_{x_{j}}^{x_{j}+1} x^{\prime p} G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\left[\frac{\alpha_{j}}{k_{j}} \theta_{j}\left(x^{\prime}, \tau\right)\right] d x^{\prime}\right\} \\
& \text { in } \quad x_{i}<x<x_{i+1}, \quad i=1,2, \ldots, M \tag{8-69a}
\end{align*}
$$

where the oomposite medium Green's function $\sigma_{1 j}\left(r, t \mid r^{\prime}, r\right)$ is defined as

$$
\begin{equation*}
G_{i j}\left(x, t \mid x^{\prime}, \tau\right)=\sum_{n=1}^{\infty} e^{-\rho_{n}^{2}(t-x)} \frac{1}{N_{n}} \frac{k_{j}}{\alpha_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-69b}
\end{equation*}
$$

and

$$
P= \begin{cases}0 & \text { slab }  \tag{8-69c}\\ 1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

The norm $N_{n}$ is given by

$$
\begin{equation*}
N_{n}=\sum_{j=1}^{M} \frac{k_{j}}{x_{j}} \int_{x_{j}}^{x_{j}+1} x^{\prime} \psi_{j n}^{2}\left(x^{\prime}\right) d x^{\prime} \tag{8-69~d}
\end{equation*}
$$

where $\psi_{i n}(x)$ and $\psi_{j n}(x)$ are the eigenfunctions, the $\beta_{n}$ values are the eigenvalues

## ONE-DIMENSIONAL COMPOSITE MEDIUM

of the eigenvalue problem ( $8-68$ ), $\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{r=0}$ is the composite medium Green's function evaluated at $\tau=0$, and $G_{i j}\left(x, t \mid x^{\prime}, \tau\right)$ is the composite medium Green's function.

The function $\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{\mathrm{t}=0}$ is obtainable by rearranging the solution given by equations (8-29), of the homogeneous problem defined by equations (8-15)( $8-17$ ), in the form

$$
\begin{equation*}
T_{i}(x, 1)=-\sum_{j=1}^{M} \int_{x,}^{x_{j}+1} x^{\prime \prime}\left[\sum_{n=1}^{x .} e^{u^{-n_{j}^{\prime}}} N_{n} N_{n} k_{j} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right)\right] F_{j}\left(x^{\prime}\right) d x^{\prime} \tag{8-70a}
\end{equation*}
$$

where $x^{\prime p}$ is the Sturm Liouville weight function with $p=0,1$ and 2 for shab, cylinder, and sphere, respectively. Then, the function inside the bracket in equation (8-70a) is $\left.G_{i j}\left(x, 1 \mid x^{\prime}, \tau\right)\right|_{r=0}$, that is

$$
\begin{equation*}
\left.G_{i j}\left(x, t \mid x^{\prime}, \tau\right)\right|_{t=0}=\sum_{n=1}^{\alpha} e^{-\beta_{n}^{2} t}{\stackrel{1}{N_{n}}}^{k_{j} x_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-70b}
\end{equation*}
$$

and the Green's function is obtained by replacing $t$ by $(t-\tau)$ in this expression:

$$
\begin{equation*}
G_{i j}\left(x, t \mid x^{\prime}, \tau\right)=\sum_{n=1}^{\infty} e^{-\beta_{n}^{2}(t-\tau)} \underset{N_{n} x_{j}}{!k_{j}} \psi_{i_{n}}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-70c}
\end{equation*}
$$

We now illustrate the use of Green's function approach for developing solutions for the nonhomogeneous transient heat conduction problems of composite medium with specific examples. In order to alleviate the details of developing solutions for the corresponding homogeneous problems, we have chosen the examples from those considered in the previous sections for which solutions are already available for the homogeneous part.

## Example 8-5

A two-layer solid cylinder contains an inner region $0 \leqslant r \leqslant a$ and an outer region $a \leqslant r \leqslant b$ that are in perfect thermal contact. Initially, the inner and outer regions are at temperatures $F_{1}(r)$ and $F_{2}(r)$, respectively. For times $i>0$, heat is generated in the inner and outer regions at rates $g_{1}(r, t)$ and $g_{2}(r, t)$ $\mathrm{W} / \mathrm{m}^{3}$, respectively, while the heat is dissipated by convection from the outer boundary surface at $\dot{r}=b$ into a medium at zero temperature. Obtain an expression for the temperature distribution in the cylinder for times $t>0$.
Sohution. The mathematieal formulation of this problem is given ats
$\alpha_{1} \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T_{1}}{\partial r}\right)+\frac{\alpha_{1}}{k_{1}} g_{1}(r, t)=\frac{\partial T_{1}(r, t)}{\partial t}$
in $\quad 0<r<a, \quad t>0$
$\alpha_{2} \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T_{2}}{\partial r}\right)+\frac{\alpha_{2}}{k_{2}} g_{2}(r, t)=\frac{\partial T_{2}(r, t)}{\partial t} \quad$ in $\quad a<r<b, \quad 1>0$
subject to the boundary conditions

$$
\begin{array}{lll}
T_{1}(r, t)=T_{2}(r, t) & \text { at } & r=a, 1>0 \\
k_{1} \frac{\partial T_{1}}{\partial r}=k_{2} \frac{\partial T_{2}}{\partial r} & \text { at } & r=a, \quad 1>0 \\
k_{2}^{*} \partial T_{2}+h_{3}^{*} T_{2}=0 & \text { al } & r=h, 1>0
\end{array}
$$

and the initial conditions

$$
\begin{array}{lll}
T_{1}(r, t)=F_{1}(r) & \text { for } & t=0 \\
\text { in } \quad 0 \leqslant r<a  \tag{8-71~g}\\
T_{2}(r, t)=F_{2}(r) & \text { for. } & t=0 \text { in } a<r<b
\end{array}
$$

The solution of this problem is written in terms of the Green's function, according to the general solution given by equations (8-69), in the form

$$
\begin{align*}
T_{i}(r, t)= & \int_{r^{\prime}=0}^{a} r^{\prime}\left[G_{i 1}\left(r, t \mid r^{\prime}, \tau\right)\right]_{\tau=0} \cdot F_{1}\left(r^{\prime}\right) d r^{\prime}+\int_{r^{\prime}=a}^{b} r^{\prime}\left[G_{i 2}\left(r, t \mid r^{\prime}, \tau\right)\right]_{r=0} F_{2}\left(r^{\prime}\right) d r^{\prime} \\
& +\int_{\tau=0}^{t} d \tau\left[\int_{r^{\prime}=0}^{a} r^{\prime} G_{i 1}\left(r, t \mid r^{\prime}, \tau\right) \cdot g_{i}\left(r^{\prime}, \tau\right) d r^{\prime}\right. \\
& \left.+\int_{r^{\prime}=a}^{b} r^{\prime} G_{i 2}\left(r, t \mid r^{\prime}, \tau\right) g_{2}\left(r^{\prime}, \tau\right) d r^{\prime}\right], \quad i=1,2 \tag{8-72a}
\end{align*}
$$

where the Green's function $\left.G_{i j}(r, t) r^{\prime}, \tau\right)$ is obtainable from the solution of the homogeneous version of the problem. The homogeneous version_af this problem is already considered in Example 8-3; hence the $\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{t}=0}$ is obtainable from equation ( $8-55 \mathrm{~b}$ ) and $G\left(r, t \mid r^{\prime}, \tau\right)$ is obtained by replacing in the expression, $\left.G\left(r, t \mid r^{\prime}, \tau\right)\right|_{\mathrm{r}=0}, t$ by $(t-\tau)$. Thus the Green's functions become

$$
\begin{align*}
& G_{i j}\left(r, t \mid r^{\prime}, \tau\right)=\sum_{n=1}^{x} e^{-p_{i}^{2}(t-\tau)} 1 k_{j} N_{n} \alpha_{j}(r) \psi_{j n}\left(r^{\prime}\right) \tag{8-72b}
\end{align*}
$$

where the norm $N_{n}$ is obtained from equation (8-54b) as

$$
\begin{equation*}
N_{n}=\frac{k_{1}}{\alpha_{1}} \int_{0}^{a} r^{\prime} \psi_{1 n}^{2}\left(r^{\prime}\right) d r^{\prime}+\frac{k_{2}}{\alpha_{2}} \int_{a}^{b} r^{\prime} \psi_{2 n}^{2 .}\left(r^{\prime}\right) d r^{\prime} \tag{8-72d}
\end{equation*}
$$

The eigenfunctions $\psi_{t, 1}(r)$ and $\psi_{2 n}(r)$ are obtained from equations (8-54c) and ( $8-54 \mathrm{~d}$ ), respectively:

$$
\begin{align*}
& \psi_{1 n}(r)=J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{1}}} \cdot \dot{r}\right)  \tag{8-72e}\\
& \psi_{2 n}(r)=A_{2 n} J_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{2}} r}\right)+B_{2 n} Y_{0}\left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} r\right) \tag{8-725}
\end{align*}
$$

The coeflicients $A_{2 n}$ and $B_{2 n}$ are given by equations (8-52a) and (8-52b), respectively. The eigenvalues $\beta_{n}$ are the roots of the transcendental equation (8-53).

## Example 8-6

In a two-layer slab, the first $(0<x<a)$ and the second $(a<x<b)$ layers are in periect thermal contact. Initially, the first layer is at temperature $F_{1}(x)$ and the second layer is at temperature $F_{2}(x)$. For times $t>0$, the boundary at $x=0$ is kept at zero temperature, the boundary at $x=b$ dissipates heat by convection into a medium at zero temperature, while heat is generated in the first layer at a rate of $f_{1}(x, t) \mathrm{W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution in the medium for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
x_{1} \frac{\partial^{2} T_{1}}{\partial x^{2}}+\frac{\alpha_{1}}{k_{1}} g_{1}(x, t)=\frac{\partial T_{1}(x, t)}{\partial t} & \text { in } \quad 0<x<a, t>0 \\
\alpha_{2} \frac{\partial^{2} T_{2}}{\partial x^{2}}=\frac{\partial T_{2}(x, t)}{\lambda_{t}} & \text { in } a<x<b, t>0
\end{array}
$$

Subject to the boundary conditions

$$
\begin{array}{lll}
T_{1}(x, t)=0 & \text { at } & x=0, \quad t>0 \\
T_{1}(x, t)=T_{2}(x, t) & \text { at } & x=a, \quad t>0 \\
k_{1} \frac{\partial T_{1}}{\partial x}=k_{2} \frac{\partial T_{2}}{\partial x} & \text { at } & x=a, t>0 \\
k_{2}^{*} \frac{\partial T_{2}}{\partial x}+h_{3}^{*} T_{2}=0 & \text { at } & x=b, t>0
\end{array}
$$

and the initial conditions

$$
\begin{array}{lll}
T_{1}(x, t)=F_{1}(x) & \text { for } & t=0, \text { in }
\end{array} \quad 0<x<a, ~(8-73 \mathrm{~g})
$$

This heat conduction problem is a special case of the general problem given by cquations ( $8-67$ ). Therefore, its solution is immediately obtainable in terms of the Green's functions from the general solution (8-69) as

where the Green's function is obtainable from the solution of the homogeneous version of the heat conduction problem given by equations (8-73). Actually, the homogeneous version of this problem is exactly the same as that considered in Example 8-1 given by equations (8-8). Therefore, the desired Green's function is obtainable from the result given by equation (8-66b) by replacing $t$ by $(t-\tau)$ in this expression. We find

$$
\begin{equation*}
G_{i j}\left(x, t \mid x^{\prime}, \tau\right)=\sum_{n=1}^{\infty} e^{-\beta_{n}^{2}(t-r)} \frac{1}{N_{n}} \frac{k_{j}}{\alpha_{j}} \psi_{i n}(x) \psi_{j n}\left(x^{\prime}\right) \tag{8-75a}
\end{equation*}
$$

where the norm $N_{n}$ is obtained from equation (8-65b) as

$$
\begin{equation*}
N_{n}=\frac{k_{1}}{\alpha_{1}} \int_{0}^{a} \psi_{1 n}^{2}\left(x^{\prime}\right) d x^{\prime}+\frac{k_{2}}{\alpha_{2}} \int_{a}^{b} \psi_{2 n}^{2}\left(x^{\prime}\right) d x^{\prime} \tag{8-75b}
\end{equation*}
$$

The eigenfunctions $\psi_{1 n}(x)$ and $\psi_{2 n}(x)$ are obtained from equations (8-65c) and (8-65d), respectively, as

$$
\begin{align*}
& \psi_{1 n}(x)=\sin \binom{\beta_{n}}{\sqrt{\alpha_{1}}}  \tag{8-7.5c}\\
& \psi_{2 n}(x)=A_{2 n} \sin \left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} x\right)+B_{2 n} \cos \left(\frac{\beta_{n}}{\sqrt{\alpha_{2}}} x\right) \tag{8-75d}
\end{align*}
$$

The coefilicients $A_{2 n}$ and $B_{2 n}$ are given by equations (8-63) and the eigenvalues $\beta_{n}$ are the positive roots of the transcendental equation (8-64).

## 8-7 USE OF LAPLACE TRANSFORM FOR SOLVING SEMIINFINITE AND INFINITE MEDIUM PROBLEMS

The Laplace transform technique is convenient for the solution of composite medium problems involving regions of semiinfinite or infinite in extent. In this approach, the partial derivatives with respect to time are removed by the application of the Laplace transform, the resulting system of ordinary differential equations is solved and the transforms of temperatures are inverted; but the principal difficulty lies in the inversion of the resulting transform. In this section, we examine the solution of two-layer composite medium problems of semiinfinite and infinite extend by the Laplace transform technique and consider only those problems for which the inversion of the transforms can be performed by using the standard Laplace transform inversion tables.

## Example 8-7

Two semiinninite regions, $x>0$ and $x<0$, illustrated in Fig. 8-6 are in perfect thermal contact. Initially, the region 1 (i.e., $x>0$ ) is at a uniform temperature $T_{0}$, and the region 2 (i.e., $x<0$ ) is at zero temperature. Obtain an expression for the temperature distribution in the medium for times $t>0$.

Solution. For convenience in the analysis, we define a dimensionless temperature $0_{1}(x, 1)$ as

$$
\begin{equation*}
\theta_{i}(x, t)=\frac{T_{i}(x, t)}{T_{0}} \quad i=1,2 \tag{8-76}
\end{equation*}
$$

Then, the mathematical formulation of the problem, in terms of $\theta_{i}(x, t)$, is given as

$$
\begin{equation*}
\frac{\partial^{2} \theta_{1}}{\partial x^{2}}=\frac{1}{\alpha_{1}} \frac{\partial \theta_{1}(x, t)}{\partial t} \quad \text { in } \quad x>0, \quad t>0 \tag{8-77a}
\end{equation*}
$$



Fig. 8-6 Two seminnfinite regions in perfect thermal contact.

$$
\begin{equation*}
\frac{\partial^{2} \theta_{2}}{\partial x^{2}}=\frac{1}{\alpha_{2}} \frac{\partial \theta_{2}(x, t)}{\partial t} \quad \text { in } \quad x<0, \quad t>0 \tag{8-77b}
\end{equation*}
$$

Subject to the boundary conditions

$$
\begin{array}{ll}
\left.\theta_{1}(x, t)\right|_{x=0^{+}}=\left.\theta_{2}(x, t)\right|_{x=0^{-}} & t>0 \\
-\left.k_{1}^{T} \theta_{2}\right|_{x=0^{+}}=\left.k_{2}^{\partial \theta_{2}}\right|_{x=0^{-}} ^{\partial x} & t>0 \\
\left.\frac{\partial \theta_{1}}{\partial x}\right|_{x \rightarrow \infty}=\left.\frac{\partial \theta_{2}}{\partial x}\right|_{x \rightarrow-\infty}=0 & t>0 \tag{8-78c}
\end{array}
$$

and the initial conditions

$$
\begin{array}{lll}
\theta_{1}(x, t)=1 & \text { for } & t=0, x>0 \\
\theta_{2}(x, t)=0 & \text { for } & t=0, x<0 \tag{8-78e}
\end{array}
$$

The Laplace transform of equations (8-77) is

$$
\begin{array}{ll}
\frac{d^{2} \bar{\theta}_{1}(x, s)}{d x^{2}}=\frac{1}{\alpha_{1}}\left[s \bar{\theta}_{1}(x, s)-1\right] & \text { in } \quad x>0 \\
\frac{d^{2} \bar{\theta}_{2}(x, s)}{d x^{2}}=\frac{1}{\alpha_{2}} s \bar{\theta}_{2}(x, s) & \text { in } \quad x<0 \tag{8-79b}
\end{array}
$$

and the Laplace transform of the boundary conditions gives

$$
\begin{align*}
& \bar{\theta}_{1}\left(0^{+}, s\right)=\bar{\theta}_{2}\left(0^{-}, s\right)  \tag{8-80a}\\
&-\left.k_{1} \frac{d \bar{\theta}_{1}}{d x}\right|_{x=0}=\left.k_{2} \frac{d \bar{\theta}_{2}}{d x}\right|_{x=0^{-}} \tag{8-80b}
\end{align*}
$$

$$
\begin{equation*}
\left.\frac{d \vec{\theta}_{1}}{d x}\right|_{x \rightarrow+1}=\left.\frac{d \vec{\theta}_{2}}{d x}\right|_{x \rightarrow-x}=0 \tag{8-80c}
\end{equation*}
$$

The solutions of equations $(8-79)$ subject to the boundary conditions $(8-80)$ are

| $\bar{\theta}_{1}(x, s)=\frac{1}{s}-\frac{1}{1+\beta} \frac{1}{s} e^{-\left(s / \alpha_{1}\right)^{1 / 2} x}$ | for $\quad x>0$ | $(8-81 \mathrm{a})$ |
| :--- | :--- | :--- |
| $\overline{0}_{2}(x, s)=\frac{\beta}{1+\beta} e^{\left.-(s / a)^{1 / 2} \mid x\right)}$ | for $\quad x<0$ | $(8-81 \mathrm{~b})$ |

where

$$
\begin{equation*}
\beta \equiv \frac{k_{1}}{k_{2}}\left(\frac{\alpha_{2}}{\alpha_{1}}\right)^{1 / 2} \tag{8-81c}
\end{equation*}
$$

These transforms can be inverted using the Laplace transform Table 7-1, cases 1 and 42. The resulting expressions for the temperature distribution in the medium become

$$
\begin{aligned}
& \theta_{1}(x, t) \equiv \frac{T_{1}(x, t)}{T_{0}}=1-\frac{1}{1+\beta} \operatorname{erfc}\left(\frac{x}{2 \sqrt{\alpha_{1} t}}\right), \quad \text { for } \quad x>0 \\
& \theta_{2}(x, t) \equiv \frac{T_{2}(x, t)}{T_{0}}=\frac{\beta}{1+\beta} \operatorname{erfc}\left(\frac{|x|}{2 \sqrt{\alpha_{2} t}}\right), \quad \text { for } \quad x<0
\end{aligned}
$$

## Example 8-8

A two-layer medium illustrated in Fig. 8-7 is composed of region $1,0<x<L$, and region $2, x>L$, which are in perfect thermal contact. Initially, region 1 is at a uniform temperature $T_{0}$ and region 2 is at zero temperature. For times $t>0$, the boundary surface at $x=0$ is kept insulated. Obtain an expression for the temperature distribution in the medium for times $t>0$

Solution. We define a dimensionless temperature $\theta_{i}(x, t)$ as

$$
\begin{equation*}
\theta_{i}(x, t)=\frac{T_{i}(x, t)}{T_{0}} \quad i=1,2 \tag{8-83}
\end{equation*}
$$

Then, the mathematical formulation of the problem in torms of $\theta_{i}(x, t)$ is.


Fig. 8-7 A finite region and a semiinfinite region in perfect thermal contact.
given as

$$
\begin{array}{lll}
\frac{\partial^{2} \theta_{1}}{\partial x^{2}}=\frac{1}{\alpha_{1}} \frac{\partial \theta_{1}(x, t)}{\partial t} & \text { in } \quad 0<x<L, \quad t>0 \\
\frac{\partial^{2} \theta_{2}}{\partial x^{2}}=\frac{1}{\alpha_{2}} \frac{\partial \theta_{2}(x, t)}{\partial t} & \text { in } \quad x>L, \quad t>0 \tag{8-84b}
\end{array}
$$

subject to the boundary conditions

$$
\begin{array}{llll}
\frac{\partial \theta_{1}}{\partial x}=0 & \text { at } & x=0, & t>0 \\
\theta_{1}(x, t)=\theta_{2}(x, t) & \text { at } & x=L, & t>0 \\
k_{1} \frac{\partial \theta_{1}}{\partial x}=k_{2} \frac{\partial \theta_{2}}{\partial x} & \text { at } & x=L, & t>0 \\
\theta_{2}(x, t) \rightarrow 0 & \text { as } & x \rightarrow \infty, & t>0 \tag{8-85d}
\end{array}
$$

and the initial conditions

$$
\begin{align*}
& \cdots \quad \theta_{1}(x, r)=1-\text { for }-t=0 ; \text { in } \quad 0<x<E \cdots \\
& \theta_{2}(x, t)=0 \text { for } \quad t=0, \text { in } \quad x>L
\end{align*}
$$

The Laplace transform of equations (8-84) is

$$
\begin{array}{ll}
\frac{d^{2} \bar{\theta}_{1}(x, s)}{d x^{2}}=\frac{1}{\alpha_{1}}\left\lceil s \bar{\theta}_{1}(x, s)-1\right] & \text { in } \\
\frac{d^{2} \bar{\theta}_{2}(x, s)}{d x^{2}}=\frac{1}{\alpha_{2}} s \bar{\theta}_{2}(x, s) & \text { in } \quad x>L<L
\end{array}
$$

The Laplace transform of the boundary conditions gives

$$
\begin{array}{lll}
\frac{d \bar{\theta}_{1}}{d x}=0 & \text { at } & x=0  \tag{8-87a}\\
\bar{\theta}_{1}=\bar{\theta}_{2} & \text { at } & x=L \\
k_{1} \frac{d \bar{\theta}_{1}}{d x}=k_{2} \frac{d \bar{\theta}_{2}}{d x} & \text { at } & x=L \\
\bar{\theta}_{2} \rightarrow 0 & \text { as } & x \rightarrow \infty
\end{array}
$$

The solution of equation (8-86a) that satisfies the boundary condition (8-87a) is taken in the form

$$
\begin{equation*}
\bar{\theta}_{1}(x, s)=\frac{1}{s}+A \cosh \left(x \sqrt{\frac{s}{\alpha_{1}}}\right) \quad \text { in } \quad 0 \leqslant x<L \tag{8-88a}
\end{equation*}
$$

and the solution of equation (8-86b) satisfying the boundary condition (8-87d) is

$$
\begin{equation*}
\bar{\partial}_{2}(x, s)=B e^{\cdot x(1, s / 2)} \quad \text { in } \quad x>L \tag{8-88b}
\end{equation*}
$$

The constants $A$ and $B$ are determined by the application of the remaining boundary conditions (8-87b,c); we find

$$
\begin{align*}
& A=-\frac{1-\eta}{s} \frac{e^{-\sigma L}}{1-\gamma e^{-2 \sigma L}}  \tag{8-89a}\\
& B=\frac{1+\gamma e^{\sigma \mu L}}{2 s} 1-e^{-2 \sigma L}  \tag{8-89b}\\
& 1-\gamma e^{-2 \sigma L}
\end{align*}
$$

where

$$
\begin{array}{ll}
\sigma \equiv \sqrt{\frac{s}{\alpha_{1}}}, & \mu \equiv \sqrt{\frac{\alpha_{1}}{\alpha_{2}}} \\
\gamma \equiv \frac{\beta-1}{\beta+1}, & \beta \equiv \frac{k_{1} 1}{k_{2} \mu} \tag{8-89~d}
\end{array}
$$

Introducing equations (8-89) into (8-88) we oblain

$$
\begin{align*}
& \bar{O}_{1}(x, s)=\frac{1}{s}-\frac{1-y^{\prime} e^{-a(L-x)}+e^{-a(L+x)}}{2 s} \quad 1-j^{-2 \sigma L} \quad, \quad \text { in } \quad 0<x<L \\
& \bar{\theta}_{2}(x, s)=\begin{array}{l}
1+\gamma e^{-\sigma \mu(x-L)}-e^{-\sigma(2 L+\mu x-\mu L)} \\
2 s
\end{array}, \quad \ddot{1}-\gamma e^{-2 \sigma L} \quad \cdots,  \tag{8-90b}\\
& x>L
\end{align*}
$$

Here we note that $|y|<1$. Therefore, the term $[1-y \operatorname{cxp}(-2 \sigma L)]$ ' can be expanded as a binomial series, and equations ( $8-90$ ) become

$$
\left.\begin{array}{c}
\bar{\theta}_{1}(x, s)=\frac{1}{s}-\frac{1-\gamma}{2} \sum_{n=0}^{\infty} \gamma^{n}\left[\frac{e^{-\sigma[(2 \pi+1) L-x]}}{\hdashline s}+\frac{e^{-\sigma 1(2 n+1) L+x]}}{s}\right] \\
\text { in } \quad 0<x<L \tag{8-91a}
\end{array}\right]
$$

$$
\begin{equation*}
\text { in } \quad x>L \tag{8-91b}
\end{equation*}
$$

The inversion of these transforms are available in the Laplace transform Table 7-1 as cases I and 42. After the inversion, the temperature distribution in the medium becomes

$$
\begin{align*}
\theta_{1}(x, t)=\frac{T_{1}(x, t)}{T_{0}}= & 1-1 \cdots \sum_{n=0}^{n} \gamma^{n}\left\{\operatorname{crlc}\left[\begin{array}{c}
(n+1) L \cdots \\
2 \sqrt{\alpha_{1} t}
\end{array}\right]\right. \\
& \left.+\operatorname{erfc}\left[\frac{(2 n+1) L+x}{2 \sqrt{\alpha_{1} t}}\right]\right\} \text { in } 0<x<L  \tag{8-92a}\\
\theta_{2}(x, t)=\frac{T_{2}(x, t)}{T_{0}}= & \frac{1+\gamma}{2} \sum_{n=0}^{\infty} \gamma^{n}\left\{\operatorname{erfc}\left[\frac{2 n L+\mu(x-L)}{2 \sqrt{\alpha_{1} t}}\right]\right. \\
& \left.-\operatorname{erfc}\left[\frac{(2 n+2) L+\mu(x-L)}{2 \sqrt{\alpha_{1} t}}\right]\right\} \quad \text { in } \quad x>L \tag{8-92b}
\end{align*}
$$

where $\gamma$ and $\mu$ are defined by equations (8-89).
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## PROBLEMS

8-1 A two-layer solid cylinder contains the inner region, $0 \leqslant r \leqslant a$, and the outer region, $a \leqslant r \leqslant b$, which are in perfect thermal contact. Initially, the inner region is at temperature $F_{1}(r)$ and the outer region at temperature $F_{2}(r)$. For times $t>0$, the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution in the medium. Also, express the solution in terms of Green's function and determine the Green's function for this problem.

8-2 A two-layer slab consists of the first layer $0 \leqslant x \leqslant a$ and the second layer $a \leqslant x \leqslant b$, which are in perfect thermal contact. Initially, the first region is $\cdots$ at temperature $F_{1}(x)$ and the second region is at temperature $F_{2}(x)$. For times $t>0$, the outer boundaries at $x=0$ and $x=b$ are kept at zero temperatures. Obtain an expression for the temperature distribution in the medium. Also determine the Green's function for this problem.
8-3 A two-layer hollow cylinder consists of the first laycr $a \leqslant r \leqslant b$ and the second layer $b \leqslant r \leqslant c$, which are in perfect thermal contact. Initially the first region is at temperature $F_{1}(r)$ and the second region at temperature. $F_{2}(r)$. For times $t>0$, the outer boundaries at $r=a$ and $r=c$ are kept at zero temperature. Obtain an expression for the temperature distribution in the medium. Also, determine the Green's function for this problem.
8-4 Repeat Problem 8-2 for the case when boundary surface at $x=0$ is kept insulated and the boundary surface at $x=b$ dissipates heat by convection into an environment at zero temperature. Also determine the Green's function for this problem.
8-5 Repeat Problem 8-3 for the case when the boundary surface at $r=a$ is kept insulated and the boundary surface at $r=c$ dissipates heat by convection into an environment at zero temperature. Also determine the Green's function for this problem.
8-6 A two-layer solid cylinder contains the inner region, $0 \leqslant r \leqslant a$, and the outer region, $a \leqslant r \leqslant b$, which are in perfect thermal contact. Initially the inner region is at temperature $F_{1}(r)$, the outer region at emperature $F_{2}(r)$. For times $t>0$, heat is generated in the inner region at a rate of $g_{1}(r, t)$ $\mathrm{W} / \mathrm{m}^{3}$ while the boundary surface at $r=b$ is kept at temperature $f(t)$. By following an approach discussed in Example 8-5 transform this problem into a one with homogeneous boundary condition at $r=b$.
8-7 A two-layer slab consists of the first layer $0 \leqslant x \leqslant a$ and the second layer $a \leqslant x \leqslant b$, which are in perfect thermal contact. Initially the first region is at temperature $F_{1}(x)$ and the second region at temperature $F_{2}(x)$. For times $t>0$, heat is generated in the first region at a rate of $g_{1}(x, t), \mathrm{W} / \mathrm{m}^{3}$, and in the second region at a rate of $g_{2}(x, t), \mathrm{W} / \mathrm{m}^{3}$, while the outer boundary surfaces at $x=0$ and $x=b$ are kept at temperatures $f_{1}(t)$ and $f_{2}(t)$ respectively. Split up this problem into a steady-state problem and a time-dependent problem with heat generation, subject to homogeneous boundary conditions by following the procedure discussed in Section 8-2.
8-8 Solve Problem 8-1 with the additional condition that heat is generated in the inner region, $0 \leqslant r \leqslant a$, at a rate of $g_{1}(r, t), \mathrm{W} / \mathrm{m}^{3}$. Utilize the Green's function constructed in Problem 8-1 to solve this nonhomogeneous problem.
8-9 Solve Problem 8-2 with the additional condition that heat is generated in
the first and second layers at a rate of $g_{1}(x, t)$ and $g_{2}(x, t), \mathrm{W} / \mathrm{m}^{3}$ respectively. Utilize the Green's function constructed in Problem 8-2 to solve this problem.
8-10 Solve Problem 8-3 with the additional condition that heat is generated in the first and second regions at a rate of $g_{1}(r, t)$ and $g_{2}(r, t), \mathrm{W} / \mathrm{m}^{3}$, respectivcly.

## APPROXIMATE ANALYTIC METHODS

Analytic solutions, whether exact or approximate, are always useful in engineering analysis, because they provide a better insight into the physical significance of various parameters affecting the problem. When exact analytic solutions are impossible or too difficult to obtain or the resulting analytic solutions are too complicated for computational purposes, approximate analytic solutions provide a powerful alternative approach to handle such problems.

There are numerous approximate analytic methods for solving the partial differential equations governing the engineering problems. In this chapter we present the integral method, the Galerkin method, and the method of partial integration, and illustrate their applications with representative examples. The accuracy of an approximate solution cannot be assessed unless the results are compared with the exact solution. Therefore, in order to give some idea of the accuracy of the approximate analysis, simple problems for which exact solutions are available are first solved with the approximate methods and the results are
compared with the exact solutions. The äpplications to the solution of more -complicated, nonlinear problems are then considered.

## 9-1 THE INTEGRAL METHOD-BASIC CONCEPTS

The use of integral method for the solution of partial differential equations dates back to von Kármán and Pohlhausen, who applied the method for the approximate analysis or boundary-layer momentum and energy equations of fluid mechanics [1]. Landahl [2] used it in the field of biophysics to solve the diffusion equation in connection with the spread of a concentrate. Merk [3] applied this approach to solve a two-dimensional steady-state meiting problem, and Goodman
[4, 5] uscd it for the solution of a one-dimensional transient melting problem. Since then, this method has been applied in the solution of various types of one-dimensional transient heat conduction problems [6-16], melting and solidifieation problems [ $16-25$ ], and heat and momentum transfer problems involving melting of ice in seawater. melting and extrusion of polymers [26-29].

The method is simple. straghtforward, and easily applicable to both linear and nombinear one-dimensional transien boundary value problems of heat conduction for certain boundary conditions. The results are approximate, but several solutions obtained with this method when compared with the exact solutions have confirmed that the accuracy is generally acceptable for many engineering applications. In this section we first present the basic concepts involved in the application of this method by solving a simple transient heat conduction problem for a semiinfinite medium. The method is then applied to the solution of various one-dimensional, time-dependent heat conduction problems. The application to the solution of melting, solidification, and ablation problems is considered in a later chapter on moving-boundary problems (Chapter 11).

When the differential equation of heat conduction is solved exactly in a given region subject to specified boundary and initial conditions, the resulting solution is satisfied at each point over the considered region; but with the integral method the solution is satisfied only on the average over the region. We now summarize the basic steps in the analysis with the integral method when it is applied to the solution of one-dimensional, transient heat-conduction problem in a semiinfinite medium subject to some prescribed boundary and uniform initial conditions but no heat generation.

1. The differential equation of heat conduction is integrated over a phenomenologic distance $\delta(t)$. called the thermal layer in order to remove from the differential equation the derivative with respect to the space variable. The thermal layer is defined as the distance beyond which. for practical purposes, there is no heat fow; hence the initial temperature distribution remains unaffected beyond $\delta(t)$. The resulting equation is called the energy integral equation (i.c., it is also called the heat-balance integral).
2. A suitable profile is chosen for the temperature distribution over the thermal layer. A polynomial profite is generally preferred for this purpose; experience hats shown that there is no significant improvement in the aceuracy of the solution to choose a polynomial greater than the fourth degree. The coefficients in the polynomial are determined in terms of the thermal layer thickness $\delta(t)$ by utilizing the actual (if necessary derived) boundary conditions.
3. When the temperature profile thus constructed is introduced into the energy integral equation and the indicated operations are performed, an ordinary differential equation is obtained for the thermal-layer thickness $\bar{\delta}(t)$ with time as the independent variable. The solution of this differential equation subject to the appropriate initial condition [i.e.. in this case $\delta(t)=0$ for $t=0$ ] gives $\delta(t)$ as a function of time.
4. Once $\delta(t)$ is available from step 3 , the temperature distribution $T(x, t)$ is known as a function of time and position in the medium, and the heat flux at the surface is determined. Experience has shown that the method is more accurate for the determination of heat flux than the temperature profile.

## 9-2 INTEGRAL METHOD-APPLICATION TO LINEAR TRANSIENT HEAT CONDUCTION IN A SEMIINFINITE MEDIUM

To illustrate the mathematical details of the basic steps discussed above for the application of the integral method, in the following example we consider a problem of transient heat conduction in a semiinfinite medium with no energy generation.

## Example 9-1

A semiinfinite medium $x \geqslant 0$ is initially at a uniform temperature $T_{i}$. For times $t>0$ the boundary surface is kept at constant temperature $T_{0}$ as illustrated in Fig. 9-1. Develop expressions for the temperature distribution and the surface heat flux with the integral method by using a cubic polynomial approximation for the temperature profile.
Solution. The mathematical formulation of this problem is given as

| $\partial^{2} T(x, t)$ |  |  |
| :---: | :--- | :--- |
| $\frac{1}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t}$ | in | $x>0, \quad 1>0$ |
| $T(x, t)=T_{0}$ | at | $x=0, \quad t>0$ |
| $T(x, t)=T_{i}$ | for | $t=0$, in $x \geqslant 0$ |

We solve this problem with the integral method by following the basic steps discussed above.


Fig. 9-1 Definition of thermal layer for heat conduction in a semiinfinite region.

1. We integrate equation (9-1a) with respect to the space variable from $x=0$ to $x=\delta(t)$

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=\delta(1)}-\left.\frac{\partial T}{\partial x}\right|_{x=0}=\frac{1}{\alpha} \int_{x=0}^{\partial(1)} \frac{\partial T}{\partial t} d x \tag{9-2a}
\end{equation*}
$$

When the integral on the righthand side is performed by the rule of diflerentiation under the integral sign we obtain

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=\delta}-\left.\frac{\partial T}{\partial x}\right|_{x=0}=\frac{1}{\alpha}\left[\frac{d}{d t}\left(\int_{x=0}^{\delta} T d x\right)-\left.T\right|_{x=\delta} \frac{d \delta}{d t}\right] \tag{9-2b}
\end{equation*}
$$

By the delinition of thermal layer as illustrated in Fig. 9-1 we have

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=\delta}=0 \quad \text { and }\left.\quad T\right|_{x=\delta}=T_{i} \tag{9-3a}
\end{equation*}
$$

and for convenience in the analysis we deline

$$
\begin{equation*}
\theta \equiv \int_{x}^{\delta(t)} T(x, t) d x \tag{9-3b}
\end{equation*}
$$

Introducing equations (9-3) into (9-2b) we obtain

$$
\begin{equation*}
-\left.\alpha \frac{\partial T}{\partial x}\right|_{x=0}=\frac{d}{d t}\left(\theta-T_{i} \delta\right) \tag{9-4}
\end{equation*}
$$

which is called the energy' integral equation for the problem considered here.
2. We choose a cubic polynomial representation for $T(x, t)$ in the form

$$
\begin{equation*}
T(x, t)=a+b x+c x^{2}+d x^{3} \quad \text { in } \quad 0 \leqslant x \leqslant \delta(t) \tag{9-5}
\end{equation*}
$$

where the coefficients are in general functions of time. Four conditions are needed to determine these four coefficients in terms of $\delta(t)$. Three of these conditions are ohtained from the boundary conditions an $x=0$ and at the edge of the themal layer $x=\delta(t)$, as

$$
\begin{equation*}
\left.T\right|_{x=0}=T_{0},\left.\quad T\right|_{x=\delta}=T_{i},\left.\quad \frac{\partial T}{\partial x}\right|_{x=\delta}=0 \tag{9-6a}
\end{equation*}
$$

The fourth condition may be derived by evaluating the differential equation (9-1a) at $x=0$ and by making use of the fact that $T=T_{0}=$ constant
at $x=0$; then the derivative of temperature with respect to the time vanishes at $x=0$ and we obtain

$$
\begin{equation*}
\left.\frac{\partial^{2} T}{\partial x^{2}}\right|_{x=0}=0 \tag{9-6b}
\end{equation*}
$$

Clearly, the fourth condition could also be derived by evaluating the differential equation (9-lia) at $x=\delta(t)$ and utilizing the fict that $T=T_{1}=$ constant, by definition, at $x=\delta$. This matter will be discussed later in the analysis. The application of the four conditions (9-6) to equation $(9-5)$ yields the temperature profile in the form

$$
\begin{equation*}
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=1-\frac{3}{2} \frac{x}{\delta}+\frac{1}{2}\left(\frac{x}{\delta}\right)^{3} \tag{9-7}
\end{equation*}
$$

3. When the temperature prolile (9-7) is introduced into the energy integral equation (9-4) and the indicated operations are performed, we obtain the following ordinary differential equation for $\delta(t)$

$$
\begin{equation*}
4 \alpha=\delta \frac{d \delta}{d t} \quad \text { for } \quad t>0 \tag{9-8a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\delta=0 \quad \text { Гor } \quad t=0 \tag{9-8b}
\end{equation*}
$$

The solution of equations (9-8) gives

$$
\begin{equation*}
\delta=\sqrt{8 \alpha t} \tag{9-9}
\end{equation*}
$$

4. Knowing $\delta(t)$, we determine the temperature distribution $T(x, t)$ according to equation (9-7) and the heat flux $q(0, t)$ at the surface $x=0$ from its definition

$$
\begin{equation*}
q(0, t)=-\left.k \frac{\partial T}{\partial x}\right|_{x=0}=\frac{3 k}{2 \delta}\left(T_{0}-T_{i}\right) \tag{9-10a}
\end{equation*}
$$

where

$$
\begin{equation*}
j=\sqrt{ } 8 \alpha d \tag{9-10b}
\end{equation*}
$$

## Other Profiles

In the foregoing example we considered a cubic polynomial representation for $T(x, t)$ that involved four unknown coefficients and required four conditions for their determination. Three of these conditions given by equation $(9-6 \mathrm{a})$ are the
natural conditions for the problem, and the lourth condition equation (9-6b) is $\dot{a}$ derived condition obtained by evaluating the diferential equation at $x=0$. It is also possible to derive an alternative fourth condition by evaluating the differential equation at $x=\delta$ yielding

$$
\begin{align*}
& \partial^{2} T  \tag{9}\\
& r_{1}^{2} y_{1}-s
\end{align*}
$$

Therefore, it is also possible to use the above three natural conditions (9-6a) together with the alternative derived condition (9-6b') to obtain an alternative cubic temperature profile in the form

$$
\begin{equation*}
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=\left(1-\frac{x}{\delta}\right)^{3} \tag{9-11a}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\sqrt{24 \alpha t} \tag{9-11b}
\end{equation*}
$$

If a fourth-degree polynomial representation is used for $T(x, t)$, the resulting five coeflicients are determined by the application of the five conditions given by equations (9-6a), (9-6b), and (9-6b), and the following temperature profile is obtained

$$
\begin{equation*}
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=1-2\left(\frac{x}{\delta}\right)+2\left(\frac{x}{\delta}\right)^{3}-\left(\frac{x}{\delta}\right)^{4} \tag{9-12a}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\sqrt{\frac{10}{3} \cdot \alpha t} \tag{9-12b}
\end{equation*}
$$

Comparison with Exact Solution. In the foregoing analysis we developed two different cubic temperature profiles given by equations (9-7) and (9-1 1 ) and a fourth-degree profile given by equation (9-12). One can also develop another approximate solution by utilizing a second-degree polynomial representation. The question regarding which one of these approximate solutions is more accurate cannot be answered until each of these solutions are compared with the exact solution of the problem given by

$$
\begin{equation*}
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=1-\operatorname{erf} \frac{x}{\sqrt{4 \alpha t}} \tag{9-13a}
\end{equation*}
$$

Figure 9-2 shows a comparison of these approximate temperature distributions with the exact solution. The agreement is better for small values of the parameter


Fig. 9-2 Comparison of exact and approximate solutions for a seminfinite region.
$x / \sqrt{4} \alpha t$. The fourth-degree polynomial approximation agrecs better with the exact solution. The cubic polynomial representation utilizing the condition at $x=0$ seems to agree with the exact solution better than the one utilizing the condition at $x=\delta$.

The heat flux at the boundary surface $x=0$ is a quantity of practical interest, and for the various temperature profiles considered above it may be expressed in the furn

$$
\begin{equation*}
q(t)=-\left.k \frac{\partial T}{\partial x}\right|_{x=0}=C \frac{k\left(T_{0}-T_{i}\right)}{\sqrt{\alpha t}} \tag{9-13b}
\end{equation*}
$$

Table 9-1 gives the values of the constant $C$ as calculated from the above exact and approximatc solutions. The fourth-degree polynomial approximation represents the heat flux with an error of approximately 3 ". for most engineering applications.

Cylindrical and Spherical Symmetry. The use of polynomial representation for temperature, although giving reasonably good results in the rectangular coordinate system, will yield'significant error in the problems of cylindrical and spherical symmetry [11]. This is to be expected since the volume into which the heat diffuses does not remain the same for equal increments of $r$ in the cylindrical and spherical coordinate systems. This situation may be remedied by modifying the

## TABLE 9-1 Error Involved in the Surface Heat Flux

| Temperature Profile | $C$ as Defined by Equation (9-13b) | Percent Error Involved |
| :---: | :---: | :---: |
| Exact (equation 9-13) | $\frac{1}{\sqrt{\pi}}=0.565$ | 0 |
| ( uhic approximation (equation 9-7) | $\frac{3}{2 \sqrt{8}}=0.530$ | 6 |
| Cubic approximation (equation 9-11) | $\frac{3}{\sqrt{24}}=0.612$ | 8 |
| Fourth-degree approximation (equation 9-12) | $\frac{2}{\sqrt{\frac{40}{3}}}=0.548$ | 3 |

temperature profiles as
$\begin{array}{ll}\text { Cylindrical symmetry: } & T(r, t)=(\text { polynomial in } r)(\ln r) \quad(9-14 \\ \text { Spherical-symmetry: } & T(r, t)=\frac{\text { polynomial in } r}{r} \quad(9-14 b)\end{array}$
-14a)
$\qquad$
$\qquad$ $(9-14 b)$
4b)
Since the problems with spherical symmetry can be transformed into a problem in the rectangular coordinate system as discussed in Chapter 4, one needs to be concerned with such a modification only for the cylindrical symmetry.

## Problems with Einergy Generation

The integral method is also applicable for the solution of one-dimensional transient heat conduction problems with a uniform energy generation that may be constant or time-dependent over the region. The following example illustrates the application to a probiem with energy generation in the nedium.

## Example 9-2

A semiinfinite region, $x>0$, is initially at a constant temperature $T_{i}$. For times $1>0$ heat is generated within the solid at a rate of $!(f) \mathrm{W} / \mathrm{m}^{3}$ while the boundary at $x=0$ is kept at a constant lemperature $T_{0}$. Obtain an expression for the temperature distribution $T(x, t)$ in the medium using the integral method.

Solution. The mathematical formulation of this problem is given as

$$
\begin{equation*}
\alpha \frac{\partial^{2} T}{\partial x^{2}}+\frac{\alpha}{k} g(t)=\frac{\partial T}{\partial t} \quad \text { in } \quad x>0, \quad t>0 \tag{9-15a}
\end{equation*}
$$

| $T=T_{0}$. | at $\quad x=0, \quad t>0$ |  |
| :--- | :--- | :--- |
| $T=T_{i}$ | for $\quad t=0, \quad x \geqslant 0$ | $(9-15 b)$ |
|  |  | $(9-15 \mathrm{c})$ |

The integration of equation (9-15a) from $x=0$ to $x=\delta(1)$ gives

$$
\begin{equation*}
-\left.\alpha \frac{\partial T}{\partial x}\right|_{x=0}+\frac{x}{k} g(t) \delta(t)=\frac{d \theta}{d t}-\left.T\right|_{x=d} \frac{d \delta}{d t} \tag{9-16}
\end{equation*}
$$

where we utilized the condition $d T / d x=0$ at $x=0$, and delined

$$
\begin{equation*}
0 \equiv \int_{x=0}^{\delta(1)} T(x, t) d x \tag{9-17}
\end{equation*}
$$

We note that equation (9-16) is similar to equation (9-2b) except for the generation term. The term $\left.T\right|_{x=\delta}$ is now determined by evaluating the differential equation ( $9-15 \bar{a}$ ) at $x=-\delta(t)$ where $\partial T / \partial x=0$, and-tren integrating-theresulting ordinary differential equation from $t=0$ to $t$ subject to the condition $T=T_{i}$ for $t=0$. We find

$$
\begin{equation*}
\left.T\right|_{x=\delta}=T_{i}+\frac{\alpha}{k} G(t) \tag{9-18a}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
G(t) \equiv \int_{0}^{t} g\left(t^{\prime}\right) d t^{\prime} \tag{9-18b}
\end{equation*}
$$

We also note that the term $g(t) \delta(t)$ on the left-hand side equation (9-16) can be written as

$$
\begin{equation*}
g(t) \delta(t)=\delta(t) \frac{d G(t)}{d t} \tag{9-19}
\end{equation*}
$$

Equations (9-18) and (9-19) are introduced into equation (9-16)

$$
-\left.\alpha \frac{\partial T}{\partial x}\right|_{x=0}=\frac{d(l}{d t}-\frac{\alpha}{k}\left(G \frac{d \delta}{d t}+\delta \frac{d G}{d t}\right)-T_{i} \frac{d \delta}{d t}
$$

or

$$
\begin{equation*}
-\left.\alpha \frac{\partial T}{\partial x}\right|_{x=0}=\frac{d}{d t}\left[\theta-\frac{\alpha}{k} G \dot{\delta}-T_{i} \delta\right] \tag{9-20}
\end{equation*}
$$

which is the energy integral equation for the considered problem. Now, we assume a cubic polynomial representation for $T(x, t)$ in the form

$$
\begin{equation*}
T(x, t)=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3} \tag{9-21}
\end{equation*}
$$

and choose the four conditions needed to evaluate these four coeflicients as

$$
\left.T\right|_{x=0}=T_{0},\left.\quad \frac{\partial T}{\partial x x}\right|_{x=\delta}=0,\left.\quad \frac{\partial^{2} T}{\partial x^{2}}\right|_{x=\delta}=0,\left.\quad T\right|_{x=\delta}=T_{i}+\frac{\alpha}{k} G(t) \quad \text { (9-22) }
$$

Then, the temperature profile is determined as

$$
\begin{equation*}
T(x, t)=T_{0}+\left[1-\left(1-\frac{x}{\delta}\right)^{3}\right] F \quad \text { in } \quad 0 \leqslant x \leqslant \delta \tag{9-23a}
\end{equation*}
$$

where

$$
\begin{equation*}
F \equiv\left(T_{i}-T_{0}\right)+\frac{\alpha}{k} G \tag{9-23b}
\end{equation*}
$$

Introducing equation (9-23) into equation (9-20) and performing the indicated operations, we obtain the following differential equation for $\delta$

$$
\begin{equation*}
12 \alpha F^{2}=(F \delta) \frac{d(F \delta)}{d t} \quad \text { for } \quad t>0 \tag{9-24}
\end{equation*}
$$

The solution of equation (9-24) subject to $\delta=0$ for $t=0$ gives

$$
\begin{equation*}
\delta^{2}=24 \alpha \frac{\int_{0}^{t} F^{2} d t}{F^{2}} \tag{9-25}
\end{equation*}
$$

Equation (9-23) together with equation (9-25) gives the temperature distribution in the medlum as a function of time and position. For the speoial case of no heat generation, equations (9-23) and (9-25), respectively, reduce to

$$
\begin{gather*}
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=\left(1-\frac{x}{\delta}\right)^{3}  \tag{9-26a}\\
\delta=\sqrt{24 x t} \tag{9-26b}
\end{gather*}
$$

which are exactly the same as equations (9-1 1a, (b).

## 9-3 INTEGRAL METHOD-APPLICATION TO NONLINEAR TRANSIENT HEAT CONDUCTION

Another advantage of the integral method is that it can handle the nonlinear problems quite readily. In the following two examples we illustrate the application
of the integral method to the solution of nonlinear heat conduction problems. In the first example the nonlinearity is due to the boundary condition, in the second due to the differential equation.

## Example 9-3

A semiinfinite medium is initially at uniform temperature $T_{1}$. For times $t>0$, the boundary surface at $x=0$ is subjected to a heat flux that is a prestribed function of time and surface temperature. Obtain an expression for the surface temperature $T_{s}(t)$ for times $t>0$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & x>0, \text { for } t>0 \\
-\frac{\partial T}{\partial x}=\int\left(T_{s}, t\right) & \text { at } & x=0, \text { for } t>0 \\
T=T_{i} & \text { for } & t=0, \text { in } x \geqslant 0 \tag{9-27c}
\end{array}
$$

Here the boundary-condition function $\int\left(T_{s}, t\right)$ is a function of time $t$ and the boundary-surface temperature $T_{s}(t) \equiv T_{s}$ at $x=0$.

The integration of the differential equation (9-27a) over the thermal layer $\delta(t)$ gives

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=\delta}-\left.\frac{\partial T}{\partial x}\right|_{x=0}=\frac{1}{\alpha}\left[\frac{d}{d t}\left(\int_{0}^{\delta} T d x\right)-\left.T\right|_{x=\delta} \cdot \frac{d \delta}{d t}\right] \tag{9-28}
\end{equation*}
$$

In view of the conditions

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=\delta}=0,\left.\quad T\right|_{x=\delta}=T_{i}, \quad-\left.\frac{\partial T}{\partial x}\right|_{x=0}=\int\left(T_{s}, t\right) \tag{9-29}
\end{equation*}
$$

Equation (9-28) becomes

$$
\begin{equation*}
\left.\alpha f\left(T_{s}, t\right)=\frac{d}{d t}(0)-T_{t} S\right) \tag{9-30a}
\end{equation*}
$$

where

$$
\begin{equation*}
0 \equiv \int_{x=0}^{\delta} T d x \tag{9-30b}
\end{equation*}
$$

which is the energy integral equation for the considered problem. To solve
this equation we choose a cubic polynomial representation for $T(x, t)$ as

$$
\begin{equation*}
T(x, t)=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3} \tag{9-31}
\end{equation*}
$$

These four coefficients are determined by utilizing the three conditions (9-29) together with the derived condition

$$
\begin{equation*}
\left.\frac{\partial^{2} T}{\partial x^{2}}\right|_{x=\delta}=0 \tag{9-32}
\end{equation*}
$$

The resulting temperature profile becomes

$$
\begin{equation*}
T(x, t)-T_{i}=\frac{\delta f\left(T_{s}, t\right)}{3}\left(1-\frac{x}{\delta}\right)^{3} \quad \text { in } \quad 0 \leqslant x \leqslant \delta \tag{9-33}
\end{equation*}
$$

and for $x=0$, this relation gives

$$
\begin{equation*}
T_{s}(t)-T_{i}=\frac{\delta f\left(T_{s}, t\right)}{3} \tag{9-34}
\end{equation*}
$$

From equations (9-33) and (9-34) we write

$$
\begin{equation*}
\frac{T(x, l)-T_{l}}{T_{s}(l)-T_{i}}=(1-\ddot{x})^{3} \tag{9-35}
\end{equation*}
$$

Introducing equation (9-35) into equation (9-30), performing the indicated operations, and eliminating $\delta$ from the resulting expression by means of equation (9-34) we obtain the following first-order ordinary differential equation for the determination of the surface temperature $T_{s}$.

$$
\begin{equation*}
\frac{4}{3} \alpha f\left(T_{s}, t\right)=\frac{d}{d t}\left[\frac{\left(T_{s}-T_{i}\right)^{2}}{f\left(T_{s}, t\right)}\right] \quad \text { for } \quad t>0 \tag{9-36}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{s}=T_{\mathrm{t}} \quad \text { Гor } \quad t=0 \tag{9-37}
\end{equation*}
$$

Equation (9-36) can be integrated numerically if the boundary condition function $f\left(T_{s}, t\right)$ depends on both the surface temperature and the time. For the special case of $f\left(T_{s}, t\right)$ being a function of surface temperature only, namely

$$
\begin{equation*}
f\left(T_{s}, t\right)=f\left(T_{s}\right) \tag{9-38}
\end{equation*}
$$

equation (9-36) is written as

$$
\frac{4}{3} \alpha f\left(T_{s}\right)=\frac{d}{d T_{s}}\left[\frac{\left(T_{s}-T_{s}\right)^{2}}{f\left(T_{s}\right)}\right] \cdot \frac{d T_{s}}{d t}
$$

or

$$
\frac{4}{3} x=\frac{2\left(T_{s}-T_{i}\right) f\left(T_{s}\right)-f^{\prime}\left(T_{s}\right) \cdot\left(T_{s}-T_{i}\right)^{2}}{f^{3}\left(T_{s}\right)} \frac{d T_{s}}{d t} \quad \text { _or } \quad t>0 \quad(9-39 \mathrm{a})
$$

with

$$
\begin{equation*}
\Gamma_{s}=T_{i} \quad \text { for } \quad t=0 \tag{9-39b}
\end{equation*}
$$

The integration of equation (9-39) establishes the relation between the surface temperature $T_{s}(t)$ and the time $t$ as

$$
\frac{4}{3} \alpha t=\int_{T_{i}}^{T_{s}} \frac{2\left(T_{s}-T_{i}\right) f\left(T_{s}\right)-f^{\prime}\left(T_{s}\right) \cdot\left(T_{s}-T_{i}\right)^{2}}{f^{3}\left(T_{s}\right)} d T_{s}
$$

where $f^{\prime}$ denotes differentiation with respect to $T_{s}$.

## Example 9-4

* A seminnlinite medium, $x>0$, is initially at zero temperature. For times $t>0$, the boundary surface is subjected to a prescribed heat llux that varies with time. The thermal properties $k(T), C_{p}(T)$, and $\rho(T)$ are all assumed depend on temperature. Obtain an expression for the temperature distribution in the medium.

Solution. The mathematical Cormulation of this problem is given as

$$
\begin{array}{lll}
\frac{\partial}{\partial x}\left(k \frac{\partial T}{\partial x}\right)=\rho C_{p} \frac{\partial T}{\partial t} & \text { in } & x>0, t>0 \\
-k \frac{\partial T}{\partial x}=f(t) & \text { at } & x=0, t>0 \\
T=0 & \text { for } & t=0, \quad x \geqslant 0
\end{array}
$$

where $k \equiv k(T), C_{p} \equiv C_{p}(T)$, and $\rho \equiv \rho(T)$. By applying the transformation

$$
\begin{equation*}
U=\int_{0}^{T} \rho C_{p} d T \tag{9-42}
\end{equation*}
$$

The system $(9-41)$ is transformed into

$$
\begin{align*}
& \frac{\partial}{\partial x}\left(\alpha \frac{\partial U}{\partial x}\right)=\frac{\partial U}{\partial t} \quad \text { in } \quad x>0, \quad t>0  \tag{9-43a}\\
& -\frac{\partial U}{\partial x}=\frac{1}{\alpha_{s}} f(t) \quad \text { at } \quad x=0, \quad t>0 \tag{9-43b}
\end{align*}
$$

where $\alpha \equiv \alpha(U)$ and $\alpha_{s}$ refers to the value of $\alpha$ at the boundary surface $x=0$. Equation (9-43a) is integrated over the thermal layer $\delta(t)$

$$
\begin{equation*}
\left[\alpha \frac{\partial U}{\partial x}\right]_{x \rightarrow 0}^{s}=\frac{d}{d t}\left[\int_{0}^{s} U d x-\left.U\right|_{s} ^{s} \delta\right] \tag{9-44}
\end{equation*}
$$

In view of the conditions

$$
\left.\begin{gather*}
\partial U  \tag{9-45}\\
\partial x
\end{gather*}\right|_{x=\delta}=0,\left.\quad U\right|_{x=\delta}=0, \quad\left[\alpha \frac{\partial U}{\partial x}\right]_{x=0}=-f(t)
$$

Equation (9-44) becomes

$$
\begin{equation*}
\frac{d \theta}{d t}=f(t) \tag{9-46a}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta \cong \int_{0}^{s} U d x \tag{9-46b}
\end{equation*}
$$

which is the energy integral equation for the considered problem. To solve this equation we choose a cubic polynomial representation for $U(x, t)$ as

$$
\begin{equation*}
U(x, t)=a_{1}+a_{2} x+a_{3} x^{2}+a_{4} x^{3} \tag{9-47}
\end{equation*}
$$

The four coefficients are determined by utilizing the following four conditions

$$
\left.U\right|_{x=s}=0,\left.\quad \frac{\partial U}{\hat{c} x}\right|_{x=s}=0,\left.\quad \frac{\partial U}{\partial x}\right|_{x=0}=-\frac{f(t)}{\alpha_{s}},\left.\quad \frac{\partial^{2} U}{\partial x^{2}}\right|_{x=d}=0 \quad \text { (9-48) }
$$

Then, the corresponding profile becomes

$$
\begin{equation*}
U(x, t)=\frac{\delta f(t)}{3 x_{s}}\left(1-\frac{x}{\delta}\right)^{3} \quad \text { in } \quad 0 \leqslant x \leqslant \delta \tag{9-49}
\end{equation*}
$$

By substituting of equation (9-49) into equations (9-46) and performing the indicated operations we obtain the following differential equation for the determination of the thermal-layer thickncss $\delta(t)$ :

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\delta^{2} f(t)}{12 x_{s}}\right]=f(t) \quad \text { for } \quad t>0 \tag{9-50a}
\end{equation*}
$$

The solution of equation (9-50) is

$$
\begin{equation*}
\delta=\left[\frac{12 \alpha_{s}}{-f(t)} \int_{0}^{t} f\left(t^{\prime}\right) d t^{\prime}\right]^{1 / 2} \tag{9-51}
\end{equation*}
$$

This equation cannot yet be used to calculate the thermal layer thickness $\delta$ directly, because it involves $\alpha_{s}$, the thermal diflusivity evaluated at the surface temperature, $U_{s}$, which is still unknown. To circumvent this difficulty an additional relationship is needed between $\alpha_{s}$ and $U_{s}$; such a relationship is obtained as now described.

For $x=0$ equation (9-49) gives

$$
\begin{equation*}
U_{s}=\frac{\delta f(t)}{3 \alpha_{s}} \tag{9-52}
\end{equation*}
$$

Eliminating $\delta$ between equations (9-51) and (9-52), we obtain

$$
\begin{equation*}
U_{a} \sqrt{ } \alpha_{4}=\left[{ }_{3}^{4} f(t) \int_{0}^{1} f\left(t^{\prime}\right) d t^{\prime}\right]^{1 / 2} \tag{9-53}
\end{equation*}
$$

The computational procedure is as follows:

1. $x_{s}$ is known as a function of $T_{s}$ and hence of $U_{s}$. Then the left-hand side of equation ( $9-53$ ) can be regarded to depend on $\alpha_{s}$ only.
2. Then use Eq. (9-53) to compute $\alpha_{s}$ as a function of time.
3. Knowing $x_{s}$ at each time, use equation ( $9-51$ ) to calculate $\delta$.
4. Knowing $\delta$, calculate $U$ from (9-49).
5. Knowing $U$, determine the actual temperature $T(x, t)$ from equation (9-42).

## 9-4 INTEGRAL METHOD-APPLICATION TO A FINITE REGION

In the previous examples we considered the application of the integral method for the solution of transient heat conduction in a semiinfinite medium in which the thickness of the thermal layer $\delta(t)$ would increase indefinitely. However, for the problem of a slab, in $0 \leqslant x \leqslant L$, with the surface $x=L$ insulated, the analysis is exactly the same as that described for a semiinfinite region so long as the thickness of the thermal layer remains less than the thickness of the plate; but, as
soon as the thickness of the thermal layer becomes equal to that of the slab, that is, $\delta(t)=L$, the thermal layer has no physical significance. A different analysis is needed for $\delta(t)>L$. This matter is illustrated with the following example.

## Example 9-5

A slab, $0 \leqslant x \leqslant L$, is initially at a uniform temperature $T_{i}$. For times $t>0$, the boundary surface at $x=0$ is kept at a constant temperature $T_{0}$ and the boundary at $x=L$ is kept insulated. Obtain an expression for the temperature distribution in the slab for times $t>0$ by using the integral method.
Solution. The mathematical formulation of this problem is given as

| $\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $0<x<L, \quad i>0$ | (9-54a) |  |
| :--- | :--- | :--- | :--- | :--- |
| $T(x, t)=T_{0}$ | at | $x=0$, | $t>0$ | $(9-54 \mathrm{~b})$ |
| $\frac{\partial T}{\partial x}=0$ | at | $x=L$, | $t>0$ | $(9-54 \mathrm{c})$ |
| $T(x, t)=T_{1}$ | for | $t=0$, | in $0 \leqslant x \leqslant L$. | (9-54d) |

For the reasons discussed above the analysis is now performed in two stages:

1. The first stage, during which the thermal-layer thickness is less than the slab thickness (i.e., $\delta \leqslant L$ ).
2. The second stage, during which $\delta$ exceeds the slab thickness $L$.

The First Stage. For the case $\delta(t)<L$, we integrate equation (9-54a) uver the thermal layer thickness and obtain

$$
\begin{equation*}
-\left.\alpha \frac{\partial T}{\partial x}\right|_{x=0}=\frac{d}{d t}\left(\theta-T_{i} \delta\right) \tag{9-55a}
\end{equation*}
$$

where

$$
\begin{equation*}
0 \equiv \int_{x=0}^{\delta} T(x, t) d x \tag{9-55b}
\end{equation*}
$$

The energy integral equation thus obtained is exactly the same as that given by equation (9-4) for the semiinfinite region. We choose a cubic profile for the temperature as given by equation ( $9-5$ ), apply the conditions given by equations (9-6) to determine the coeflicients, and utilize equation (9-55) to obtain the thermal-layer thickness as discussed for the semiinfinite region. The resulting
temperature profile becomes

$$
\begin{equation*}
\frac{T(x, 1)-T_{i}}{T_{0}-T_{i}}=1-\frac{3}{2}\left(\frac{x}{\delta}\right)+\frac{1}{2}\left(\frac{x}{\delta}\right)^{3} \tag{9-56a}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=, 8 x i \tag{9-566}
\end{equation*}
$$

This solution is valid for $0 \leqslant x \leqslant i$, so long as $\delta \leqslant L$. The time $t_{l}$, when $\delta=L$. is obtained from equation $(9-56 b)$ by setting $\delta=L$. that is

$$
\begin{equation*}
t_{t}=\frac{L^{2}}{8 x} \tag{9-57}
\end{equation*}
$$

Clearly, the solution (9-56) is not applicable for times $t>t_{L}$.
The Secomd Stage. For times $1>t_{t}$, the concept of thermal hayer has no physical significance. The analysis for the second stage may be performed in the following manner. We integrate the differential equation (9-54a) from $x=0$ to $x=L$; we lind

$$
\begin{equation*}
-\left.x^{r I}\right|_{x=0}=\frac{d}{d t}\left(()-T_{i} L\right) \tag{9-58Bi}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta \equiv \int_{0}^{L} T(x, t) d x \tag{9-58b}
\end{equation*}
$$

A comparison of equation (9-38) with equation (9-55a) reveals that in the latter, the plate thickness $L$ has replaced $\delta(t)$, hence there is no thermal layer. The temperature $T(x, t)$ is again expressed by a polynomial: Suppose we choose a cubic polynomial representation in the form

$$
\begin{equation*}
T(x, t)=a+b x+c x^{2}+d x^{3} \quad \text { in } \quad 0<x<L, \quad l>l_{L} \tag{9-59}
\end{equation*}
$$

where the coefficients are generally function of time. In this case we have no thermal layer to be determined from the solution of the differential equation $(9-58)$. Therefore, we choose only three conditions

$$
\left.T\right|_{x=0}=T_{0},\left.\quad \frac{\partial T}{\partial x}\right|_{x=L}=0 \quad \text { and }\left.\quad \frac{\partial^{2} T}{\partial x^{2}}\right|_{x=0}=0 \quad(9-60 a, b, c)
$$

These conditions are applied to the cubic profile given by equation (9-59) and all the coefficients are expressed in terms of one of them, say $b \equiv b(t)$. We find
the following profile

$$
\begin{equation*}
T(x, t)=T_{0}+b L\left[\frac{x}{L}-\frac{1}{3}\left(\frac{x}{L}\right)^{3}\right] \quad \text { in } \quad 0 \leqslant x \leqslant L, \quad \text { for } \quad t \geqslant t_{L} \tag{9-61}
\end{equation*}
$$

which is expressed in the dimensionless form as

$$
\frac{T(x, t)-T_{i}}{T_{0}-T_{i}}=1+\eta(t)\left[\frac{x}{L}-\frac{1}{3}\left(\frac{x}{L}\right)^{3}\right] \quad \text { in } \quad 0 \leqslant x \leqslant L \quad(9-62 \mathrm{a})
$$

where

$$
\begin{equation*}
\eta(t)=\frac{L b(t)}{T_{0}-T_{i}} \tag{9-62b}
\end{equation*}
$$

When the profile (9-62a) is introduced into equation (9-58a) and the indicated operations are performed, the following ordinary differential equation is obtained for the determination of $\eta(t)$ :

$$
\begin{equation*}
\frac{d \eta(t)}{d t}+\frac{12 \alpha}{5 L^{2}} \eta(t)=0 \quad \text { for } \quad t \geqslant t_{L} \tag{9-63}
\end{equation*}
$$

The initial condition needed to solve this differential equation is determined from the requirement that the temperature delined by equation (9-62a) at


Fig. 9-3 Comparison of exact and approximate temperature profiles for a slab of thickness $L$. (From Reynolds and Dolton [7].)
$x=L$ at the time $t=t_{L}=L^{2} / 8 \alpha$ should be equal to the initial condition $T=T_{l}$ we find

$$
\begin{equation*}
\eta(t)=-\frac{3}{2} \quad \text { for } \quad t=t_{L}=\frac{L^{2}}{8 \alpha} \tag{9-64}
\end{equation*}
$$

The solution of the differential equation (9-63) subject to the initial condition (9-64) gives

$$
\eta(t)=--\frac{3}{2} \exp \left[-\left(\frac{12 \alpha}{5 L^{2}} t-\frac{3}{10}\right)\right] .
$$

Thus equation (9-62a) with $\eta(t)$ as given by equation (9-65) represents the emperature distribution in the slab for times $t>t_{L} \equiv L^{2} / 8 \alpha$. Figure 9-3 shows a comparison of the exact and approximate solutions.

## 9-5 APPROXIMATE ANALYTIC METHODS OF RESIDUALS

When the exact solution $T$ cannot be obtained for an ordinary or partial differential equation, a trial family of approximate solution $\tilde{T}$ containing a finite number of undetermined cocflicients $c_{1}, c_{2}, \ldots, c_{n}$ can be constructed hy the superposition of some basis functions such as polynomials, trigonometric functions, and similar. The trial solution is so selected that it sutisfies the cssential boundary conditions for the problem; but, when it is introduced into the differential equation it does not satisly it and leads to a residual $R$, because it is not the exact solution. For the true solution the residuals vanish identically. Therefore, the problem ol constructing an approximate sulutiun becomes one of determining the unknown coefficients $c_{1}, c_{2}, \ldots, c_{n}$ so that the residual stays "close" to zero throughout the domain of the solution. Depending on the number of terms taken for the trial solution, the type of base functions used and the way the unknown coefficients are determined, several different approximate solutions are possible for a given problem.
Different schemes have been proposed for the determination of the unknown coefficients $c_{1}, c_{2}, \ldots, c_{n}$ issociated with the construction of the trial firmily of approximate solution 9 : To illustrate the basie approaches followed in various approximate methods of solution, we examine the following simple problem considered in reference 55:

$$
\begin{array}{lll}
\frac{d T(t)}{d t}+T(t)=0 & \text { for } & t>0  \tag{9-66a}\\
T(t)=1 & \text { at } & t=0
\end{array}
$$

The exact solution of this problem is given by

$$
\begin{equation*}
T(t)=e^{-t} \tag{9-67}
\end{equation*}
$$

We wish to obtain an approximate solution for this problem in the interval $0<t<1$. To construct a trial solution $\tilde{T}(t)$, we choose the basis fiunctions to be polynomial in $t$ (i.e., $, t^{2}, \ldots$ ). The trial solution that contains only two undetermined coelficients $c_{1}$ and $c_{2}$, and satisfies the condition ( $9-6(6)$ for all vallues of $r_{1}$ and $r_{2}$, is taken ats

$$
\begin{equation*}
\tilde{T}(\imath)=i+c_{1} \ell+c_{2} i^{2} \tag{9-68}
\end{equation*}
$$

Here, the first term on the right-hand side is included in order to satisly the nonhomogeneous part of the boundary condition (9-66b).
The trial solution (9-68) satisfies the boundary condition (9-66b) for all values of $c_{1}$ and $c_{2}$; but, when it is introduced into the differential equation (9-66a) it yields a residual $R\left(c_{1}, c_{2}, t\right)$ as

$$
\begin{equation*}
R\left(c_{1}, c_{2} t\right)=1+(1+t) c_{1}+\left(2 t+t^{2}\right) c_{2} \tag{9-69}
\end{equation*}
$$

-This residual vanishes only wish the exact solution for the problem. Now, the problem of finding an approximate solution for the problem (9-66) in the interval $0<1<1$ becomes one of adjusting the values of $c_{1}$ and $c_{2}$ so that the residual $R\left(c_{1}, c_{2}, t\right)$ stays "close" to zero throughout the interval $0<1<1$.

Various schemes have been proposed for the determination of these unknown coenicients; when $c_{1}$ and $c_{2}$ arc known, the trial solution $\tilde{T}(r)$ given by equation (9-68) becomes the approximate solution for the problem.

We brielly describe below some of the popular schemes for the determination of the unk nown coefficients.

1. Collocation Method. If the trial solution contains $n$ undetermined coefficients, $n$ different locations are selected where the residual $R(t)$ is forced to vanish, thus providing $n$ simultaneous algebraic equations for the determination of the coefficients $c_{1}, c_{2}, \ldots, c_{n}$. The basic assumption is that the residual docs not deviate much from zero between the collocation locations. For the specific example considered previously, suppose we select the collocation locations $\frac{1}{3}$ and $\frac{2}{3}$. Introducing these values into the residual equation (9-69) we obtain

$$
\begin{align*}
& R\left(c_{1}, c_{2}, \frac{1}{3}\right)=11 c_{1}, 1, c_{2}  \tag{y-70;1}\\
& R\left(c_{1}, c_{2}, \frac{2}{3}\right)=1+\frac{5}{3} c_{1}+\frac{16}{9} c_{2}=0 \tag{9-70b}
\end{align*}
$$

Thus we have two algebraic equations for the determination of the two unk nown coefficients $c_{1}$ and $c_{2}$; or simultaneous solution gives

$$
c_{1}=-0.9310 . \quad c_{2}=0.3103
$$

Introducing these coefficients into equation (9-68), we obtain the approximate solution for the problem (9-66) in the interval $0<t<I$, based on the collocation method as

$$
\begin{equation*}
\tilde{T}(t)=1-0.9310 t+0.3103 t^{2} \tag{9-70c}
\end{equation*}
$$

2. Least-Squares Method. Referring to the simple example considered above, the coefficients $c_{1}$ and $c_{2}$ are determined from the requirement that the integral of the square of the residual $R\left(c_{1}, c_{2}, 1\right)$ given by equation ( $9-69$ ) is minimized over the interval $0<t<1$. That is, we set

$$
\begin{align*}
& \frac{1}{2} \frac{\partial}{\partial c_{1}} \int_{0}^{1} R^{2}\left(c_{1}, c_{2}, t\right) d t=\int_{0}^{1} R \frac{\partial R}{\partial c_{1}} d t=\frac{3}{2}+\frac{7}{3} c_{1}+\frac{9}{4} c_{2}=0  \tag{9-7!a}\\
& \frac{1}{2} \frac{\partial}{\partial c_{2}} \int_{0}^{1} R^{2}\left(c_{1}, c_{2}, t\right) d t=\int_{0}^{1} R \frac{\partial R}{\partial c_{2}} d t=\frac{4}{3}+\frac{9}{4} c_{1}+\frac{38}{15} c_{2}=0 \tag{9-71b}
\end{align*}
$$

and again we have two algebraic equations lor the determination of the two unk nown constants $c_{1}$ and $c_{2}$. A simultaneous solution gives

$$
c_{1}=-0.9427, \quad c_{2}=0.3110
$$

Introducing these values into equation (9-68), we obtain the approximate solution for the problem ( $9-66$ ) in the interval $0<t<1$ as

$$
\begin{equation*}
\tilde{T}(t)=1-0.9427 t+0.3110 t^{2} \tag{9-71c}
\end{equation*}
$$

3. Rayleigh-Ritz Method. This method requires the variational formulation of the differential equation so that the boundary conditions for the problem are incorporated into the variational form. Once the variational form is available, the trial solution given by equation ( $9-68$ ) is introduced into the variational expression $J\left(c_{1}, c_{2}\right)$ and this result is minimized as

$$
\begin{align*}
& \frac{\partial J\left(c_{1}, c_{2}\right)}{\partial c_{1}}=0  \tag{9-72a}\\
& \partial J\left(c_{1}, c_{2}\right)=0  \tag{9-72b}\\
& \partial c_{2}=0
\end{align*}
$$

Thus, we have two algebraic equations for the determination of the two unknown coefficients $c_{1}$ and $c_{2}$. Generally, the difficulty with this approach is the determination of the corresponding variational expression. If the variational form cannot be found, the scheme is not applicable. The principles of variational calculus are discussed in several texts [32-36], and the application to the solution
of heat conduction problems can be found in several other references [37-56]. Next, we consider the Galerkin method, which leads to the same approximate solution as the Rayleigh-Ritz method without requiring the variational form of the problem.
4. Gakerkin Method. The method requires that the weighted averages of the residual $R\left(c_{1}, c_{2}, t\right)$ should vanish over the interval considered. The weight funcfions $w_{1}(t)$ and $w_{2}(t)$ are taken as the basis functions used to construct the trial solution $\bar{T}(t)$. For the specific problem considered here, $t$ and $t^{2}$ are the weight functions to be used for the integration of the residual $R\left(c_{1}, c_{2}, t\right)$ over the interval $0<t<1$. Thus, the Galerkin method becomes

$$
\begin{align*}
\int_{0}^{1} t R\left(c_{1}, c_{2}, t\right) d t & =\int_{0}^{1} t\left[1+(1+t) c_{1}+\left(2 t+t^{2}\right) c_{2}\right] d t \\
& =\frac{1}{2}+\frac{5}{6} c_{1}+\frac{11}{12} c_{2}=0  \tag{9-73a}\\
\int_{0}^{1} t^{2} R\left(c_{1}, c_{2}, t\right) d t & =\int_{0}^{1} t^{2}\left[1+(1+t) c_{1}+\left(2 t+t^{2}\right) c_{2}\right] d t \\
& =\frac{1}{3}+\frac{7}{12} c_{1}+\frac{9}{20} c_{2}=0 \tag{9-73b}
\end{align*}
$$

Equations (9-73) provide two algebraic equations for the determination of the unk nown coefficients $c_{1}$ and $c_{2}$. A simultaneous solution gives

$$
c_{\mathrm{i}}=-0.9143, \quad c_{2}=0.2857
$$

Introducing these coefficients into equation (9-68), the approximate solution becomes

$$
\begin{equation*}
\tilde{T}(t)=1-0.9143 t+0.2857 t^{2} \tag{9-73c}
\end{equation*}
$$

We also note that, the weight functions $w_{1}(t)$ and $w_{2}(t)$ can be interpreted as

$$
\begin{equation*}
w_{i}(t)=\frac{\partial \tilde{T}(t)}{\partial c_{i}}, \quad i=1,2 \tag{9-74}
\end{equation*}
$$

The Gaterkin method does not require the variational form of the problem, and yields the same result as the Rayleigh- Ritz method, therefore the problem setup is easier and more direct. We now present further applications of the Galerkin method and discuss the construction of the basis functions.

## 9-6 THE GALERKIN METHOD

In the previous section, we illustrated with a simple example the basic concepts in the application of some of the popular approximate analytic methods for the
solution of differential equations. Here we focus attention on the Galerkin method, especially on its application to more general problems and the methods of determining the trial functions.
The method is perfectly universal; it can be applied to elliptic, hyperbolic and parabolic equations, nonlinear problems as well as complicated boundary conditions. The reader should consult references $[16,37,53-55]$ for a discussion of the theory and applieation of the Galerkin method and references $\{58-6$ - $)$ ! for its application in the solution of various types of boundary-value problems.

## Application to Steady-State Heat Conduction

We consider a steady-state heat conduction problem given in the form

$$
\begin{equation*}
\nabla^{2} T(\mathbf{r})+A T(\mathbf{r})+\frac{1}{k} g(\mathbf{r})=0 \quad \text { in } \quad R \tag{9-75a}
\end{equation*}
$$

$$
\begin{equation*}
k \frac{\partial T}{\partial n}+h T=f\left(r_{s}\right) \quad \text { on boundary } S \tag{9-75b}
\end{equation*}
$$

where $\partial / \partial n$ denotes derivative along the outward drawn normal to the boundary surface $S$.

Clearly, the problem defined by equations (9-75) covers a wide range of steady-state heat conduction problems as special cases.

Let $\phi_{j}(\mathrm{r}), j=1,2,3, \ldots$, be a set of basis functions. We construct the $n$-term trial solution $\tilde{T}_{n}(r)$ in the form

$$
\begin{equation*}
\tilde{T}_{n}(r)=\psi_{0}(r)+\sum_{j=1}^{n} c_{j} \phi_{j}(\mathbf{r}) \tag{9-76}
\end{equation*}
$$

where the function $\psi_{0}(r)$ is included to satisfy the nonhomogeneous part of the boundary condition (9-75b) and the basis functions $\phi_{j}(r)$ satisfy the homogeneous part. When all the boundary conditions are homogeneous, the function $\psi_{0}(r)$ is not needed. The subscript $n$ in the trial solution $\widetilde{T}_{n}(\mathbf{r})$ denotes that it is an $n$-term.trial solution.

When the trial solution (9-76) is substituted into the differential equation ( $9-75 a$ ) , a residual $R\left(c^{\prime}, c_{2}, \ldots, c_{n} ; r\right)$ is left, because $\tilde{T}_{n}^{\prime}(r)$ it is not in exact solution. We obtain

$$
\begin{equation*}
\nabla^{2} \tilde{T}_{n}(\mathbf{r})+A \tilde{T}_{n}(\mathbf{r})+\frac{1}{k} g(\mathbf{r}) \equiv R\left(c_{1}, c_{2}, \ldots, c_{n} ; \mathbf{r}\right) \neq 0 \tag{9-77}
\end{equation*}
$$

Then the Galerkin method for the determination of the $n$ unknown coefficients $c_{1}, c_{2}, \ldots, c_{n}$ is given by

$$
\int_{R} \phi_{j}(\mathrm{r})\left[\nabla^{2} \tilde{T}_{n}(\mathrm{r})+A \tilde{T}_{n}(\mathrm{r})+\frac{1}{k} g(\mathrm{r})\right] d v=0 ; \quad j=1,2, \ldots, n \quad(9-78 \mathrm{a})
$$

which is written more compactly in the form

$$
\begin{equation*}
\int_{R} \phi_{j}(\mathbf{r}) R\left(c_{1}, c_{2}, \ldots, c_{n} ; r\right) d v=0 ; \quad j=1,2, \ldots, n \tag{9-78b}
\end{equation*}
$$

Equations (9-78) provide $n$ algebraic equations for the determination of $n$ unknown coefficients $c_{1}, c_{2}, \ldots, c_{n}$.
If the problem can be solvell hy the separation of variables and the basis functions $\phi_{j}(\mathbf{r})$ are taken to be the cigenfunctions for the problem, then the solution generated by the Galerkin method becomes the exact solution for the problem as the number of terms $n$ approaches infinity. However, in general, the eigenfunctions for the problem are not available, hence the question arises regarding what kind of functions should be chosen as the basis functions to construct the trial solution.
The functions $\phi_{j}(r),(j=1,2, \ldots, n)$ should satisfy the homogeneous part of the boundary conditions and should be linearly independent over the given region $R$. The functions $\phi_{j}(\mathbf{r}), j=1,2, \ldots, n$, if possible, should belong to a class of functions that are complete in the considered region. They should be continuous in the region and should have continuous first and second derivatives. They may be polynomials, trigonometric, circular, or spherical functions, but they should satisfy the homogeneous part of the boundary conditions for the problem.

## Consiruction of Function $\phi_{j}(\mathbf{r})$ When Boundary Conditions <br> <br> Are All of the First Kind

 <br> <br> Are All of the First Kind}In regions having simple geometries, such as a slab, cylinder, sphere, or rectangle, the functions $\phi_{j}(\mathbf{r})$ can be taken as the eigenfunctions obtained by the separation of variables that are available in tabulated form in Chapters 2-4. Thus, the functions $\phi_{j}(\mathbf{r})$ can be used as the basis functions to construct the trial solution $\tilde{T}(\mathrm{r})$ for the problem. However, there are many situations in which the boundaries of the region are irregular; as a result, it becomes very diflicult to find basis functions $\phi_{j}(\mathbf{r})$ that will satisfy the homogeneous boundary conditions. Here we present a methodology to construct the basis functions $\phi_{j}(\mathbf{r})$ for such situations in two-dimensional problems.

Let a function $\omega(x, y)$ be a continuous function and have continuous derivatives with respect to $x$ and $y$ within the-region, and in addition satisfy the-homogeneeus... boundary condition of the first kind at the boundaries of the region:

$$
\begin{array}{cl}
\omega\left(x, y^{\prime}\right)>0 & \text { in } \quad R  \tag{9-79a}\\
(9(x, y)=0 & \text { on boundary } S
\end{array}
$$

Once the functions $\omega(x, y)$ are available, the basis functions $\phi_{j}(x, y)$ cin be constructed by the products of $\omega(x, y)$ with various powers of $x$ and $y$ in the form

$$
\phi_{1}=\omega, \quad \phi_{2}=\omega x, \quad \phi_{3}=\omega y^{\prime}, \quad \phi_{4}=\omega x^{2}, \quad \phi_{5}=\omega x y_{1} \ldots \quad(9-80)
$$

The functions $\phi_{j}(x, y), j=1,2, \ldots, n$ constructed in this manner satisfy the homogeneous part of the boundary conditions for the problem, have continuous derivatives in $x$ and $y$, and it is proved in reference 53. [p. 276] Chat they constitute a complete system of functions. Then, the problem becomes one of determining the auxiliary functions of( $x, y$ ). These functions can be determined by utilizing the equations for the contour of the boundary as now described.

1. Region Ilaring a Single Cominumas Comour. If the region has a single continuots contour such as a circle, the equation of the bountary can be expressed in the form

$$
\begin{equation*}
P(x, y)=0 \quad \text { on boundary } S \tag{9-81}
\end{equation*}
$$

Clearly, the function $f(x, y)$ is continuous, has partial derivatives with respect to $x$ and $y$, and vanishes at the boundary of the region $R$. Then, the function $\omega(x, y)$ can be chosen as

$$
\begin{equation*}
(: x, y)= \pm F(x, y) \tag{9.82}
\end{equation*}
$$

For example, for a circular region of radius $R$ with center at the origin. the equation for the contour satisfies the equation

$$
\begin{equation*}
F(x, y)=R^{2} \quad x^{2} \quad y^{2} . .0 \tag{9-8.3i+1}
\end{equation*}
$$

and the function $\sigma(x, y)$ is taken as

$$
\begin{equation*}
\left(x(x, y)=R^{2}-x^{2}-y^{2}\right. \tag{9-83b}
\end{equation*}
$$

2. Region Hating a Contow as Comrex Polynomial. Consider a region in the form of a convex polynomial and let the equations for the sides be given in the form

$$
\begin{gather*}
F_{1} \equiv a_{1} x+b_{1} y+d_{1}=0  \tag{9-8+a}\\
F_{2} \equiv a_{2} x+b_{2} y+d_{2}=0  \tag{9-8+b}\\
\vdots  \tag{9-8+5}\\
F_{n} \equiv a_{n} x+b_{n} y+d_{n}=0
\end{gather*}
$$

Then, the lunction o( $(x, y)$ chosen in the form

$$
\begin{equation*}
w(x, y)= \pm V_{1}(x, y) F_{2}(x, y) \ldots F_{n}(x, y) \tag{9-8.5}
\end{equation*}
$$

vanishes at every point on the boundary and satisfies the homogencous part of the boundary conditions of the first kind for the region.
3. Region Hating a Contow as Nonconcex Polynomial. The construction of the function $\omega(x, y)$ for this case is more involved, becaluse the function
$\omega(x, y)$ has to be assigned piecewise in different parts of the region. Further discussion of this matter can be found in reference 53 [p. 278].

## Example 9-6

Construct the functions $\omega(x, y)$ as discussed above for the four different geomelries sbown in Fig. 9-4.
Solution. The equations of the contours for each of the four geometries shown in Fig. 9-4a, $b, c, d$ are given, respectively, as

$$
\begin{align*}
& a-x=0, \quad a+x=0, \quad b-y=0, \quad b+y=0  \tag{9-86a}\\
& y-\alpha x=0, \quad y+\beta x=0, \quad L-x=0 \tag{9-86b}
\end{align*}
$$
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Fig. 9-4 Regions having boundary contour in the form of a convex polygon and a region bounded by two circles: (a) rectangular region; (b) triangular region: (c) triangular region: (d) a crescent-shaped region between two intersecting circles.

$$
\begin{align*}
& x=0, \quad y=0, \quad 1-\frac{x}{a}-\frac{y}{b}=0  \tag{9-86c}\\
& R_{1}^{2}-x^{2}-y^{2}=0, \quad R_{2}^{2}-(x-L)^{2}-y^{2}=0 \tag{9-86d}
\end{align*}
$$

Then the corresponding functions $\omega(x, y)$ for each of these geometries shown in Fig. 9-4a, $b, c, d$ are given respectively as --

$$
\begin{align*}
& \omega(x, y)=\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right)  \tag{9-87a}\\
& \omega(x, y)=(y-\alpha x)(y+\beta x)(L-x)  \tag{9-87b}\\
& \omega(x, y)=x y^{\prime}\left(1-\frac{x}{a}-\frac{y}{b}\right)  \tag{9-87c}\\
& \omega(x, y)=\left(R_{1}^{2}-x^{2}-y^{2}\right)\left[R_{2}^{2}-(x-L)^{2}-y^{2}\right] \tag{9-87~d}
\end{align*}
$$

## Construction of Functions $\phi_{j}(r)$ for Boundary Conditions <br> of the Third Kind

We consider one-dimensional steady-state heat conductioni in a slab of thickness l, subjected lo convection into a medimm at zero temperature. The boumdary conditions at $x=0$ and $x=L$ are

$$
\begin{align*}
& {\left[-\frac{d T}{d x}+h_{1} T\right]_{x=0}=0}  \tag{9-88a}\\
& {\left[\frac{d T}{d x}+h_{2} T\right]_{x=L}=0} \tag{9-88b}
\end{align*}
$$

If such a heat conduction problem is to be solved by the Galerkin method, the first two trial functions $\phi_{1}(x)$ and $\phi_{2}(x)$ must be chosen as

$$
\begin{aligned}
& \phi_{1}=x^{2}\left(x-L-\frac{L}{2+h_{2} L}\right) \\
& \phi_{2}=(L-x)^{2}\left(x+\frac{L}{2+h_{1} L}\right)
\end{aligned}
$$

and the remaining $\phi_{3}, \phi_{4}, \ldots$ can be taken as

$$
\phi_{j}=x^{j}(L-x)^{2}, \quad j=3,4,5 \ldots
$$

Then, the trial solution constructed as

$$
\begin{equation*}
\widetilde{T}_{n}(x)=\phi_{1}+\phi_{2}+\sum_{j=3}^{n} c_{j} \phi_{j} \quad \text { in } \quad 0 \leqslant x \leqslant L \tag{9-89~d}
\end{equation*}
$$

satislies the boundary conditions (9-88a,b) for all values of $c_{j}, j \geqslant 3$
For other combinations of the boundary conditions of the first, second, and third kinds, functions $\phi_{j}$ are constructed with similar considerations.

## Integration Formula

In performing computations associated with the application of the Galerkin method, the following integration formula is useful [53, p. 269]

$$
\begin{equation*}
\int_{0}^{L} x^{k}(L-x)^{m} d x=\frac{k!m!}{(k+m+1)!} L^{k+m+1} \tag{9-90}
\end{equation*}
$$

## Example 9-7

Consider the following one-dimensional steady-state heat conduction problem

$$
\begin{array}{lll}
\frac{d^{2} T}{d x^{2}}+A T+B x=0 & \text { in } & 0<x<1 \\
T=0 & \text { at } & x=0 \quad \text { and } x=1 \tag{9-91b}
\end{array}
$$

where $A$ and $B$ are constants. Solve this problem by the Galerkin method using one and two term trial solutions and compare the approximate results with the exact solution of the problem for the case $A=B=1$.
Solution. The application of the Galerkin method gives

$$
\begin{equation*}
\int_{x=0}^{1}\left[\frac{d^{2} \tilde{T}}{d x^{2}}+A \tilde{T}+B x\right] \phi_{i}(x) d x=0, \quad i=1,2, \ldots \tag{9-92}
\end{equation*}
$$

where $\phi_{1}(x)$ are a set of basis functions and $\tilde{T}(x)$ is the trial solution. The basis functions are chosen as

$$
\begin{equation*}
\phi_{1}=x(1-x), \quad \phi_{2}=x^{2}(1-x), \ldots \tag{9-93}
\end{equation*}
$$

which satisly the homogeneous boundary conditions (9-91b) for the problem.

1. One-Term Trial Solution. We choose the trial solution as

$$
\begin{equation*}
\tilde{T}_{1}(x)=c_{1} \phi_{1}(x) \tag{9-94a}
\end{equation*}
$$

where the basis function $\phi_{1}(x)$, satisfying the homogencous boundary conditions (9-91b), is taken as

$$
\begin{equation*}
\phi_{1}(x) \cdots x(1-x)=x \quad x^{2} \tag{9-9+17}
\end{equation*}
$$

Then we have

$$
\begin{gather*}
\tilde{T}_{1}(x)=c_{1} x-c_{1} x^{2}  \tag{9-94c}\\
d^{2} \tilde{T}_{1}=-2 c_{1}  \tag{9-94d}\\
d x^{2}=-2 c^{2}
\end{gather*}
$$

Introducing equations (9-94c, d) into equation (9-92), the one-term Galerkin method of solution gives

$$
\int_{x=0}^{1}\left[-2 c_{1}+A\left(c_{1} x-c_{1} x^{2}\right)+B x\right]\left(x-x^{2}\right) d x=0 \quad \text { (9-95a) }
$$

Performing this integration and solving for $c_{1}$, we obtain

$$
\begin{equation*}
c_{1}=\frac{B}{4\left[1-\frac{B}{(A / 10)}\right]} \tag{9-95b}
\end{equation*}
$$

Then the one-term trial solution becomes

$$
\begin{equation*}
\widetilde{T}_{1}(x)=-\frac{B}{4\left[1-\left(A_{/} 10\right)\right]} x(1-x) \tag{9-96a}
\end{equation*}
$$

For the case $A=B=1$, this result reduces to

$$
\begin{equation*}
\tilde{T}_{1}(x)=\frac{1}{3.6} x(1-x) \tag{9-96b}
\end{equation*}
$$

2. Two-Term Trial Solution. The trial solution is taken is

$$
\begin{equation*}
\tilde{T}_{2}(x)=c_{1} \phi_{1}(x)+c_{2} \phi_{2}(x) \tag{9-97a}
\end{equation*}
$$

where the basis functions $\phi_{1}(x)$ and $\phi_{2}(x)$ are chosen as

$$
\begin{equation*}
\phi_{1}(x)=x(1-x), \quad \phi_{2}(x)=x^{2}(1-x) \tag{9-97b}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \tilde{T}_{2}(x)=c_{1}\left(x-x^{2}\right)+c_{2}\left(x^{2}-x^{3}\right)  \tag{9-98a}\\
& \frac{d^{2} T_{2}(x)}{d x^{2}}=-2 c_{1}+2 c_{2}-6 c_{2} x \tag{9-98b}
\end{align*}
$$

Introdacing equations (9-98a, b) into equations (9-92) we obtain

$$
\begin{align*}
& \int_{0}^{1}\left[\frac{d^{2} \widetilde{T}_{2}}{d x^{2}}+A \widetilde{T}_{2}(x)+B x\right]\left(x-x^{2}\right) d x=0  \tag{9-99a}\\
& \int_{0}^{1}\left[\frac{d^{2} \tilde{T}_{2}}{d x^{2}}+A \tilde{T}_{2}(x)+B x\right]\left(x^{2}-x^{3}\right) d x=0  \tag{9-99b}\\
& \text { for } i=1
\end{align*}
$$

where

$$
\begin{align*}
\frac{d^{2} \tilde{T}_{2}}{d x^{2}}+A \tilde{T}_{2}(x)+B x= & \left(-2 c_{1}+2 c_{2}-6 c_{2} x\right) \\
& +A\left(c_{1} x-c_{1} x^{2}+c_{2} x^{2}-c_{2} x^{3}\right)+B x \tag{9.99c}
\end{align*}
$$

When the integrations are performed, equations (9-99a,b) provide two algebraic equations for the determination of the two unknown coefficients $c_{1}$ and $c_{2}$

$$
\begin{align*}
& \left(1-\frac{A}{10}\right) c_{1}+\frac{1}{2}\left(1-\frac{A}{10}\right) c_{2}=\frac{B}{4}  \tag{9-99d}\\
& \left(1-\frac{A}{10}\right) c_{1}+\frac{6}{15}\left(2-\frac{A}{7}\right) c_{2}=\frac{3}{10} B
\end{align*}
$$

(9-99e)

For the case of $A=B=1$, these coefficients are

$$
c_{1}=\frac{71}{369}, \quad c_{2}=\frac{7}{41}
$$

then, the two-term trial solution becomes

$$
\begin{equation*}
\tilde{T}_{2}(x)=x(1-x)\left(\frac{71}{369}+\frac{7}{41} x\right) \tag{9-100}
\end{equation*}
$$

TABLE 9-2 A Comparison of Approximate and Exact Solutions of Example 9-7

| for $\boldsymbol{A}=\boldsymbol{B =} \mathbf{1}$ |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $T$ <br> Exact | $T_{1}$ <br> Approx. | $\%$ <br> Error | $T_{2}$ <br> Approx. | Error |
| 0.25 | 0.04400 | 0.0521 | +18.4 | 0.04408 | +0.18 |
| 0.50 | 0.06974 | 0.0694 | -0.48 | 0.06944 | -0.43 |
| 0.75 | 0.06005 | 0.0521 | -13.2 | 0.06009 | +0.06 |
| 0.85 | 0.04282 | 0.0354 | -17.3 | 0.04302 | +0.46 |

3. The Exact Solution. The exact solution of the problem is given by

$$
\begin{equation*}
T(x)=\frac{B}{A}\left[\frac{\sin A^{1 / 2} x}{\sin A^{1 / 2}}-x\right] \tag{9-101a}
\end{equation*}
$$

For $A=B=1$, the solution becomes

$$
\begin{equation*}
T(x)=1.1884 \sin x-x \tag{9-101b}
\end{equation*}
$$

We present in Table 9-2 a comparison of the one- and two-term approximate solutions with the exact result. Clearly, the accuracy is significantly improved using a iwo-term solution.

## Example 9-8

Consider the following steady-state heat conduction problem for a solid cylinder:

$$
\begin{array}{ll}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d T}{d r}\right)+\left(1-\frac{1}{r^{2}}\right) T=0 & \text { in } \\
T=4 & \text { at } r<2  \tag{9-102b}\\
T=8 & \text {, at } r
\end{array} \quad r=28
$$

the Galerkin method using one-term trial compare this approximate Galerkin method using one-term trial solution and Solution. The application of the Galcrkin method gives

$$
\begin{equation*}
\int_{r=1}^{2}\left[\frac{1}{r} \frac{d}{d r}\left(r \frac{d \tilde{T}}{d r}\right)+\left(1-\frac{1}{r^{2}}\right) \tilde{T}\right] \phi_{i}(r) d r=0 \tag{9-103}
\end{equation*}
$$

The one-term trial solution is taken in the form

$$
\begin{equation*}
\widetilde{T}_{1}(r)=\psi_{0}(r)+c_{1} \phi_{1}(r) \tag{9-104a}
\end{equation*}
$$

where the function $\psi_{0}(r)$ that satisfies the nonhomogencous part of the boundary conditions ( $9-102 \mathrm{~b}, \mathrm{c}$ ) is taken as.

$$
\begin{equation*}
\psi_{0}(r)=4 r \tag{9-104b}
\end{equation*}
$$

and the first basis function $\phi_{1}(r)$ that satisfies the homogeneous parts of the boundary conditions is taken as

$$
\begin{equation*}
\phi_{1}(r)=(r-1)(r-2) \tag{9-104c}
\end{equation*}
$$

Substituting the trial solution ( $9-104$ ) into equation ( $9-103$ ) for $i=1$, performing the integration and solving the result for $c_{1}$ we obtain $c_{1}=-3.245$. Then, the onc-term approximate solution becomes

$$
\begin{equation*}
\tilde{T}_{1}(r)=3.245(r-1)(2-r)+4 r \tag{9-105}
\end{equation*}
$$

The exact solution of this problem is

$$
\begin{equation*}
T(r)=14.43 J_{1}(r)+3.008 Y_{1}(r) \tag{9-106}
\end{equation*}
$$

where $J_{1}(r)$ and $Y_{1}(r)$ are the Bessel functions. A comparison of the approximate and exact solutions at the locations $r=1.2,1.5$, and 1.8 shows that the agreement is within 0.03 ", Therefore, in this example even the one-term approximation gives very good result.

## Example 9-9

Solve the steady-state heat conduction problem in a rectangular region $(-a, a ;-b, b)$ with heat generation at a constant rate of $g \mathrm{~W} / \mathrm{m}^{3}$ and the boundaries kept at zero temperature using the Galerkin method and compare the result with the exact solution.
Solution. The mathematical formulation of the problem is
$\begin{array}{lllll}\partial^{2} T \\ \partial x^{2}\end{array}+\frac{\partial^{2} T}{\partial y^{\frac{1}{2}}+\frac{1}{k} g=0} \quad$ in $\quad-a<x<a,-b<y<b \quad$ (9-107a) $)$

The solution of this problem by the Galerkin method is written as

$$
\int_{x=-a}^{a} \int_{y=-b}^{b}\left[\frac{\partial^{2} \tilde{T}}{\partial x^{2}}+\frac{\partial^{2} \tilde{T}}{\partial y^{2}}+\frac{1}{k} g\right] \phi_{i}(x, y) d x d y=0 \quad(9-108 \mathrm{a})
$$

We consider one-term trial solution taken as

$$
\begin{equation*}
\tilde{T}_{1}(x, y)=c_{1} \phi_{1}(x, y) \tag{9-108~b}
\end{equation*}
$$

where the function $\phi_{1}$ is obtained from equation (9-87a) as

$$
\begin{equation*}
\phi_{1}(x, y)=\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right) \tag{9-108c}
\end{equation*}
$$

Introducing this trial solution into equation (9-108a) and performing the integrations we obtain

$$
c_{1}=\frac{5}{5 / k} \begin{gathered}
9 / k \\
8 a^{2}+b^{2}
\end{gathered}
$$

Hence, the one-term approximate solution becomes

$$
\begin{equation*}
\widetilde{T}_{1}(x, y)=\frac{5}{8}-\frac{g / k}{a^{2}+b^{2}}\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right) \tag{9-109}
\end{equation*}
$$

The exact solution of this problem is

$$
\begin{equation*}
T(x, y)=\frac{g}{k}\left[\frac{a^{2}-x^{2}}{2}\right]-2 a^{2} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{\beta_{n}^{3}} \frac{\cosh \left(\beta_{n} \frac{y}{b}\right) \cdot \cos \left(\beta_{n} \frac{x}{a}\right)}{\cosh \left(\beta_{n} \frac{b}{a}\right)^{-\cdots}} \tag{9-110}
\end{equation*}
$$

where

To compare these two results we consider the center temperature (i.e., $x=0$, $y=0$ ) for the case $a=b$, and obtain $\qquad$
Approximate: $\quad T_{1}(0,0)=\frac{5}{16} \frac{g a^{2}}{k}=0.3125 \frac{g a^{2}}{k}$

Exact:

$$
\begin{equation*}
T(0,0)=\frac{g a^{2}}{k}\left[\frac{1}{2}-2 \sum_{n=0}^{\infty} \frac{(-1)^{n}}{\beta_{n}^{3} \cdot \cosh \beta_{n}}\right]=0.293 \frac{g a^{2}}{k} \tag{9-111a}
\end{equation*}
$$

The error involved with one-term solution is about 6.7\%. For a two-term trial solution, the temperature distribution may be taken in the form

$$
\begin{equation*}
\tilde{T}_{2}(x, y)=\left(c_{1}+c_{2} x^{2}\right)\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right) \tag{9-112}
\end{equation*}
$$

and the calculations are performed in a similar manner to determine the coefficients $c_{1}$ and $c_{2}$.

$$
\beta_{n}=\frac{(2 n+1) \pi}{2}
$$

## 9-7 PARTIAL INTEGRATION

In the previous section, the Galerkin method has been applied to the solution of two-dimensional steady-state heat conduction problems by using a trial solution $\tilde{T}(x, y)$ in the $x$ and $y$ variables; as a result, the problem has been reduced to the solution of a set of algebraic equations for the determination of the unknown cocfficients $c_{1}, c_{2}, \ldots, c_{n}$. A more accurate approximation is oblaimable if a oncdimensional trial function is used cither in the $x$ variable $\tilde{T}(x)$ or the $y$ variable $\tilde{T}(y)$, and the problem is reduced to the solution of an ordinary differential equation for the determination of a function $Y(y)$ or $X(x)$. One advantage of such an approach is that, in situations when the functional form of the temperature profile camnot be chosen a priori in one direction, it is left to be determined according to the character of the problem for the solution of the resulting ordinary differential equation.

The partial integration approach is also applicable for the approximate solution of transient heat conduction problems.

We illustrate the application of the partial integration technique with some representative examples.

## Example 9-10

Solve the steady-state heat conduction problem considered in Example 9-9 with the Galerkin method using partial integration with respect to the $y$ variable and solving the resulting ordinary differential equation in the $x$ variable.
Solution. The Galerkin method when applied to the differential equation ( $9-107$ a) by partial integration with respect to the $y$ variable, gives

$$
\int_{y=-b}^{b}\left[\frac{\partial^{2} \tilde{T}}{\partial x^{2}}+\frac{\partial^{2} \tilde{T}}{\partial y^{2}}+\frac{g}{k}\right] \phi_{i}(y) d y=0 \quad \text { in } \quad-a<x<a \quad(9-113)
$$

We consider only a one-term trial solution $\widetilde{T}_{1}(x, y)$ chosen as

$$
\begin{equation*}
\tilde{T}_{1}(x, y)=\phi_{1}(y) X(x) \tag{9-114a}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{1}(y)=b^{2}-y^{2} \tag{9-114b}
\end{equation*}
$$

This trial solution satisfies the boundary conditions at $y= \pm b$; the function. $X(x)$ is yet to be determined. Introducing the trial solution (9-114) into equation ( $9-113$ ) and performing the indicated operations we obtain

$$
\begin{equation*}
X^{\prime \prime}(x)-\frac{5}{2 b^{2}} X(x)=-\frac{5 g}{4 b^{2} k} \quad \text { in } \quad-a<x<a \tag{9-115a}
\end{equation*}
$$

Subject to the boundary conditions

$$
\begin{equation*}
X(x)=0 \quad \text { at } \quad x= \pm a \tag{9-115b}
\end{equation*}
$$

where the prime shows differentiation with respect to $x$. The solution of the problem given by equations ( $9-115$ ) is

$$
\begin{equation*}
X(x)=\frac{g}{2 k}\left[1-\frac{\cosh \left(\sqrt{ } 2.5 \frac{x}{b}\right)}{\cosh \left(\sqrt{2.5} \frac{a}{b}\right)}\right] \tag{9-116}
\end{equation*}
$$

Then the one-term trial solution becomes

$$
\begin{equation*}
\tilde{T}_{1}(x, y)=\frac{g}{2 k}\left(b^{2}-y^{2}\right)\left[1-\frac{\cosh \left(\sqrt{2.5} \frac{x}{b}\right)}{\cosh \left(\sqrt{2.5} \frac{a}{b}\right)}\right] \tag{9-117}
\end{equation*}
$$

and the temperature at the center (i.e., $x=y=0$ ) for $a=b$ becomes

$$
\begin{equation*}
\tilde{T}_{1}(x, y)=0.3026 \frac{g a^{2}}{k} \tag{9-118}
\end{equation*}
$$

This result involves an error of only approximately $3.6 \%$, whereas the oneterm approximation obtained in the previous example by the application of the Galerkin method for both $x$ and $y$ variables involves an error of approximately $6.7 \%$. Thus the solution by partial integration improves the accuracy.

## Example 9-11

Consider the following steady-state heat conduction problem for a segment of a cylinder, $0 \leqslant r \leqslant 1,0 \leqslant \theta \leqslant \theta_{0}$, in which heat is generated at a constant rate of $g \mathrm{~W} / \mathrm{m}^{3}$ and all the boundary surfaces are kept at zero temperature.

$$
\begin{array}{llll}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \theta^{2}}+\frac{g}{k}=0 & \text { in } & 0 \leqslant r<1, & 0<0<\theta_{0} \\
T=0 & \text { at } & r=1 & \theta=0, \quad \theta=\theta_{0}  \tag{9-119b}\\
(9-1 \mid 9 \mathrm{a}) \\
(9-119 \mathrm{~b})
\end{array}
$$

Solve this problem using the Galerkin method by partial integration with respect to the $\theta$ variable. Compare the approximate result with the-exact solution.

Solution. The Galerkin method is now applied to the differential equation ( $9-119$ a) by partial integration with respect to the variable $\theta$.

$$
\begin{equation*}
\int_{\theta=0}^{\omega_{0}}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \tilde{T}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \tilde{T}}{\partial \theta^{2}}+\frac{g}{k}\right] \phi_{1}(\theta) d \theta=0 \quad \text { in } \quad 0 \leqslant r<1 \tag{9-120}
\end{equation*}
$$

we consider a one-term trial solution taken as

$$
\tilde{T}(r, 0)=F(r) \phi_{1}(\theta)
$$

where

$$
\begin{equation*}
\phi_{1}(\theta)=\sin \left(\frac{\pi \theta}{\theta_{0}}\right) \tag{9-1216}
\end{equation*}
$$

The trial solution thus chosen satislies the boundary conditions at $\theta=0$ and $\theta=\theta_{0}$; but the function $F(r)$ is yet to be determined. Introducing the trial solution (9-121) into (9-120) and performing the integration we obtain

$$
\begin{array}{ll}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d F}{d r}\right)-\frac{\beta^{2}}{r^{2}} F(r)=-\frac{4 g}{k \pi} & \text { in } \quad 0 \leqslant r<1 \\
f(r)=0 & \text { at } \quad r=1 \tag{9-122b}
\end{array}
$$

where

$$
\begin{equation*}
\ldots \ldots \beta=\frac{\pi}{\theta_{0}} \tag{9-122c}
\end{equation*}
$$

A partioular solution of equation (9-122a) is

$$
F_{p}=\frac{4 g}{\pi k} \frac{r^{2}}{\beta^{2}-4}
$$

and the complete solution for $F(r)$ is constructed as

$$
\begin{equation*}
F(r)=c_{1} r^{\beta}+c_{2} r^{-\beta}+\frac{4 g}{\pi k} \not \ddot{\beta}^{2}-4 \tag{9-123}
\end{equation*}
$$

Here, $c_{2}=0$ from the requirement that the solution should remain finite at $r=0 ; c_{1}$ is determined by the application of the boundary condition at $r=1$ to give

$$
c_{1}=-\frac{4 g}{\pi k} \frac{1}{\beta^{2}-4}
$$

$$
+
$$

Then the solution for $F(r)$ is obtained as

$$
\begin{equation*}
F(r)=\frac{4 g r^{2}-r^{\beta}}{\pi k} \dot{\beta^{2}}-4 \tag{9-124}
\end{equation*}
$$

and the one-term trial solution $\tilde{T}(r, \theta)$ becomes

$$
\begin{equation*}
T\left(r,(l)=\frac{4\left(l r^{2}-r^{\left(\pi, t t_{0}\right)}\right.}{\pi k\left(\pi / 0_{0}\right)^{2}-4} \sin \binom{\pi(l}{0_{0}}\right. \tag{9-125}
\end{equation*}
$$

The exact solution of the problem $(9-119)$ is

$$
\begin{equation*}
T(r, 0)=\frac{4 g}{\pi k_{n=1}} \sum_{1,3,5 \ldots} \quad \underset{n\left(n \pi / \theta_{0}\right)^{2}-4}{ } \operatorname{lin}\binom{\left(n \pi \theta_{0}\right)}{\theta_{0}} \tag{9-126}
\end{equation*}
$$

The one-term approximate solution obtained above represents the first term in the series of the exact solution.

## Example 9-12

Solve the steady-state heat conduction problem with constant rate of beat generation for a region bounded by $x=0, x=a, y=0$, and $y=f(x)$ lor the boundary conditions as shown in Fig. 9-5, using the Galerkin method by partial integration with respect to the $y$ variable.

Solution. The mathematical formulation of this problem is given as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{g}{k}=0 \quad \text { in } \quad 0<x<a, \quad 0<y<f(x) \tag{9-127a}
\end{equation*}
$$

| $T=0$ | at | $x=0$, | $x=a$, and $y=f(x)$ | $(9-127 b)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\partial T$ |  |  |  |  |
| $\frac{\partial y}{\partial}=0$ | at $\quad y=0$ |  | $(9-127 \mathrm{c})$ |  |

The Galerkin method is now applied 10 the differential equation (9-127a) by partial integration with respeet to lle y variable. We obsain

$$
\begin{equation*}
\int_{y=0}^{f(x)}\left[\frac{\partial^{2} \tilde{T}}{\partial^{2} x^{2}}+\frac{\partial^{2} \tilde{T}}{\partial^{2}}+\frac{g}{k}\right] \phi_{i}(y) d y=0 \tag{9-128}
\end{equation*}
$$

We consider one-term trial solution taken as

$$
\begin{equation*}
\tilde{T}_{1}\left(x, y^{\prime}\right)=X(x) \cdot \phi_{1}\left(y^{\prime}\right) \tag{9-129a}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{1}(y)=\left[y^{2}-f^{2}(x)\right] \tag{9-129b}
\end{equation*}
$$

Clearly, this trial solution satisfies the boundary conditions at $y=0$ and $y=f(x)$; but the function $X(x)$ is yet to be determined. Introducing the trial solution (9-129) into equation (9-128) and performing the indicated operations we obtain the following ordinary differential equation for the determination of the function $X(x)$.

$$
\begin{equation*}
\frac{2}{5} f^{2} X^{\prime \prime}+2 f f^{\prime} X^{\prime}+\left(f^{\prime \prime}+f^{\prime 2}-1\right) X=-\frac{g}{2 k} \quad \text { in } \quad 0<x<a \tag{9-130}
\end{equation*}
$$

subject to

$$
\begin{equation*}
X=0 \quad \text { at } \quad x=0 \quad \text { and } \quad x=a \tag{9-131}
\end{equation*}
$$

Once the function $f(x)$ defining the form of the boundary are is specified, this equation can be solved and the function $X(x)$ can be determined. For example, the case $y=f(x)=b$, corresponds to a rectangular region and the equation (9.130) reduces to

$$
\begin{array}{lll}
x=\frac{5}{2 h^{2}} x=-\frac{5 a}{4 b^{2} k} & \text { in } & 0<x<a \\
x=0 & \text { at } & x=0 \quad \text { and } x=a \tag{9-133}
\end{array}
$$

which is the same as that given by equations (9-115): and the one term approximate solution becomes

$$
\begin{equation*}
\tilde{T}_{1}(x, y)=\left(y^{2}-b^{2}\right) X(x) \tag{9-134}
\end{equation*}
$$

where.$x(x)$ is as given by equation (9-116).

## 9-8 APPLICATION TO TRANSIENT PROBLEMS

We now illustrate the application of the Galerkin method to the solution of time dependent problems with the following two examples.

## Example 9-13

A stabin $0 \leqslant x \leqslant 1$ is initially at a temperature $T(x, t)=\rho_{0}\left(1-x^{2}\right)$. For tipues $t>0$, the boundary at $x=0$ is kept insulated and the boundary at $x=1$ is kept at zero temperature. Using the Galerkin method combined with partial integration, obtain an approximate solution for the temperature distribution $\widetilde{T}(x, t)$ in the slab and compare it with the exact solution $T(x, t)$.
Solution. The mathematical formulation of this problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{x} \frac{\partial T(x, t)}{\partial t}  \tag{9-135a}\\
& \text { in } \quad 0<x<1, \quad t>0 \\
& \frac{\partial T}{\partial x}=0 \quad \text { at } \quad x=0, \quad t>0  \tag{9-135b}\\
& T: 0 \quad \text { il } \quad x=1, \quad 1>0 \\
& T=T_{0}\left(1-x^{2}\right) \quad \text { for } \quad t=0, \quad \text { in } \quad 0 \leqslant x \leqslant 1 \tag{9-135d}
\end{align*}
$$

(9)-13.5c)

We apply the Galcrkin method to equation (9-135a) with partial integration with respect to $x$ and obtain

$$
\int_{x=0}^{1}\left[\begin{array}{ll}
\partial^{2} \tilde{T} & 1 \partial \tilde{T}  \tag{9-136}\\
\dot{\partial} x^{2} & \alpha \\
\partial t
\end{array}\right] \phi_{i}(x) d x=0
$$

and choose a one-term trial solution $\tilde{T}_{1}(x, t)$ as

$$
\begin{equation*}
\widetilde{T}_{1}(x, t)=T_{0} f(t) \phi_{1}(x) \tag{9-137a}
\end{equation*}
$$

where

$$
\begin{align*}
& \phi_{1}(x)=1-x^{2}  \tag{9-137b}\\
& f(t)=1 \quad \text { for } \quad t=0 \tag{9-137c}
\end{align*}
$$

and the function $f(t)$ is yet to be determined. Clearly, the trial solution chosen as above satisfies the initial condition and the two boundary conditions for the problem. Substituting the trial solution (9-137) into equation (9-136) and
performing the indicated operations we obtain the differential cquation for $f(t)$ as

$$
\begin{array}{llll}
\frac{\partial f(t)}{d t}+\frac{5 \alpha}{2} f(t)=0 & \text { for } & t>0 & (9-138 \mathrm{a}) \\
f(t)=1 & \text { for } & t=0 & (9-138 \mathrm{~b})
\end{array}
$$

The solution for $f(1)$ is

$$
\begin{equation*}
f(t)=e^{-(5 x / 2 t)} \tag{9-139}
\end{equation*}
$$

and the one-term approximate solution $\bar{T}_{1}(x, t)$ becomes

$$
\begin{equation*}
\frac{\tilde{T}(x, t)}{T_{0}}=\left(1-x^{2}\right) e^{-(5 x: 2] t} \tag{9-140}
\end{equation*}
$$

The exact solution of the problem (9-135) is obtained as

$$
\begin{equation*}
\frac{T(x, t)}{T_{0}}=4 \sum_{n=0}^{\prime}(-1)^{n} \frac{1}{\beta_{n}^{3}} e^{-x \beta_{n}^{2} t} \cos \beta_{n} x \tag{9-141a}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{n}=\frac{(2 n+1) \pi}{2} \tag{9-141b}
\end{equation*}
$$

We list in Table 9-3 a comparison of this approximate solution with the exact solution. Even the one-term approximate solution is in reasonably good agreement with the exact solution. Improved approximations can be obtained by choosing a higher-order trial solution in the form

$$
\begin{equation*}
\bar{T}_{n}(x, t)=T_{0} \sum_{i=1}^{n} f_{i}(t) \phi_{i}(x) \tag{9-142}
\end{equation*}
$$

where the functions $\phi_{i}(x)$ satisfy the boundary conditions for the problem and

| TAnI.l: 9-3 A Comparison of Approximute mai |
| :--- |
| Exact Solutions of Example 9-13 |

the function $f_{i}(f)$ with $f_{i}(0)=I$ is determined from the resulting ordinary differential equations obtained after the application of the Gaicrkin method with partial integration with respect to the $x$ variable.

## Example 9-14

The transient heat conduction problem for a solid cylinder, $0 \leqslant r \leqslant 1$, with heat generation within the medium is given in the dimensionless form as

Solve this problem by the combined application of the Laplace transform and the Galerkin method.

Solution. The Laplace transform of this problem with respect to the time variable is

$$
\begin{array}{llll}
L(\bar{T}) \equiv \frac{d}{\vdots}\left(\begin{array}{c}
d r \\
r \\
d r
\end{array}\right)-s r \bar{T}+{ }_{s}^{1} r G(r)=0 & \text { in } & 0<r<1 & (9-144 \mathrm{a}) \\
\bar{T}(r, s)=\text { Innite } & \text { at } r=0 & (9-144 \mathrm{~b}) \\
\bar{T}(r, s)=0 & \text { at } & r=1 & (9-144 \mathrm{c})
\end{array}
$$

where $\bar{T}(r, s)$ is the Laplace transform of $T(r, t)$ and $s$ is the Laplace transform variable.

The application of the Galerkin method to equation (9-144a) is written as

$$
\begin{equation*}
\int_{r=0}^{1} L[\overline{\bar{T}}(r, s)] \phi_{i}(r) d r=0 \tag{9-145}
\end{equation*}
$$

where $\overline{\bar{T}}(r, s)$ is the trial solution for $\ddot{T}(r, s)$ and $p_{i}(r)$ are the lumetions diat satisfy the boundary conditions for the problem and from which the trial solution is constructed. In this example we show that if the proper function is chosen for $\phi_{i}(r)$ and sufficient number of $\phi_{i}(r)$ are included to construct the trial solution, it is possible to obtain the exact solution for the problem.

We choose $\phi_{i}(r)$ as

$$
\phi_{i}(r)=J_{0}\left(\beta_{i} r\right)
$$

(9-146a)
and the $\beta_{i}$ values are the roots of

$$
J_{0}\left(\beta_{i}\right)=0
$$

$$
(9-146 b)
$$

Then, each of the functions $\phi_{i}(r)$ satisfies the boundary conditions ( $9-144 \mathrm{~b}, \mathrm{c}$ ) for the problem. We construct the trial solution $\bar{T}(r, s)$ in terms of the $\phi_{i}(r)$ functions as

$$
\begin{equation*}
\tilde{\bar{T}}=\sum_{j} c_{j} \phi_{j}(r)=\sum_{j} c_{j} J_{0}\left(\beta_{j} r^{\prime}\right) \tag{9-147}
\end{equation*}
$$

where the summation is taken over the permissible values of $\beta_{j}$ as delined by equation (9-146b). Introducing equations (9-147) and (9-146a) into equation (9-145) we obtain

$$
\begin{equation*}
\int_{r=0}^{1} L\left[\sum_{j} c_{j} J_{0}\left(\beta_{j} r\right)\right] \cdot J_{0}\left(\beta_{i} r\right) d r=0, \quad i=1,2, \ldots \tag{9-148a}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{j} c_{j} \int_{r=0}^{1}\left[\frac{d}{d r}\left(\frac{d J_{0}\left(\beta_{j} r\right)}{d r}\right)-s r J_{0}\left(\beta_{j} r\right)\right] J_{0}\left(\beta_{i} r\right) d r+\frac{1}{S} \int_{r=0}^{1} r G(r) J_{0}\left(\beta_{r} r\right) d r=0 \tag{9-148b}
\end{equation*}
$$

or

$$
-\sum_{j} c_{j}\left(\beta_{j}^{2}+s\right) \int_{r=0}^{1} r J_{0}\left(\beta_{j} r\right) J_{0}\left(\beta_{i} r\right) d r+\frac{1}{s} \int_{r=0}^{1} r G(r) J_{0}\left(\beta_{i} r\right) d r=0 \quad(9-148 \mathrm{c})
$$

The first integral is evaluated as

$$
\int_{r=0}^{1} r J_{0}\left(\beta_{j} r\right) J_{0}\left(\beta_{i} r\right) d r= \begin{cases}0 & i \neq j  \tag{9-149}\\ \frac{1}{2} J_{1}^{2}\left(\beta_{i}\right) & i=j\end{cases}
$$

Introducing ( $9-149$ ) into ( $9-148 \mathrm{c}$ ), the summation drops out and we obtain

$$
\begin{equation*}
c_{i}=\frac{2}{s\left(s+\beta_{i}^{2}\right)}-\frac{1}{J_{1}^{2}\left(\beta_{i}\right)} \int_{r=0}^{1} r G(r) J_{0}\left(\beta_{i} r\right) d r \tag{9-150}
\end{equation*}
$$

We introduce equation (9-150) into (9-147) after changing $i$ to $j$ and $r$ to $r^{\prime}$ to obtain

$$
\begin{equation*}
-\tilde{\tilde{T}}(r, s)=2 \sum_{j} \frac{1}{s\left(s+\beta_{j}^{2}\right)} \frac{J_{0}\left(\beta_{j} r\right)}{J_{1}^{2}\left(\beta_{j}\right)} \int_{r^{\prime}=0}^{1} r^{\prime} G\left(r^{\prime}\right) J_{0}\left(\beta_{j} r^{\prime}\right) d r^{\prime} \tag{9-151a}
\end{equation*}
$$

or

$$
\tilde{\widetilde{T}}(r, s)=2 \sum_{j} \frac{1}{\beta_{j}^{2}}\left(\frac{1}{s}-\frac{1}{s+\beta_{j}^{2}}\right) \frac{J_{0}\left(\beta_{j} r\right)}{J_{1}^{2}\left(\beta_{j}\right)} \int_{r^{\prime}=0}^{1} r^{\prime} G\left(r^{\prime}\right) J_{0}\left(\beta_{j} r^{\prime}\right) d r^{\prime}(9-15 \mathrm{lb})
$$

The Laplace transform can be inverted by means of the Laplace transform Table 7-1, cases 1 and 8 ; we oblain

$$
\tilde{T}(r, t)=2 \sum_{j} \frac{1}{\beta_{j}^{2}}\left(t-e^{-\beta_{j}^{2}}\right) \frac{J_{0}\left(\beta_{j} r\right)}{J_{1}^{2}\left(\beta_{j}\right)} \int_{r^{\prime}=0}^{1} r^{\prime} G\left(r^{\prime}\right) J_{0}\left(\beta_{j} r^{\prime}\right) d r^{\prime} \quad \text { (9-152a) }
$$

where the summation is over all eigenvalues $\beta_{j}$ 's which are the positive roots of

$$
\begin{equation*}
J_{0}\left(\beta_{j}\right)=0 \tag{9-152b}
\end{equation*}
$$

We note that, the solution obtained in this manner is in fact the exact solution of this problem.
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## PROBLEMS

9-1 A semiinfinite region $x>0$ is initially at zero temperature. For times $t>0$, the convection boundary condition at the surface $x=0$ is given as $-k\left(\hat{c} T j(x)+h T=f_{1}\right.$, where $f_{1}=$ constant. Obtain an expression for the temperature distribution $T(x, t)$ in the medium using the integral method with a cubic polynomial representation for temperature.
9-2 A semiinfinite medium $x>0$ is initially at a uniform temperature $T_{i}$. For times $t>0$, the boundary surface at $x=0$ is subjected to a preseribed heat flux, that is, $-k(\partial T / \partial x)=f(t)$ at $x=0$, where $f(t)$ varies with time. Obtain an expression for the temperature distribution $T(x, t)$ in the medium using the integral method and a cubic polynomial representation for $T(x, t)$.
9-3 A region exterior to a cylindrical hole of radius $r=b($ i.e., $r>b$ ) is initially at zero temperature. For times $t>0$ the boundary surface at $r=b$ is kept at a constant temperature $T_{0}$. Obtain an expression for the temperature distribution in the medium using the integral method with a sccond-degree polynomial representation modified by $\ln r$ for $T(x, t)$.

9-4 A seminfinite medium $x>0$ is initially at zero temperature. For times $t>0$ heat is generated in the medium at a constant rate of $g \mathrm{~W} / \mathrm{m}^{3}$, while heat is removed from the boundary surface at $x=0$ as $k(\partial T / \partial x)=f=$ constant. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$, using the integral method and a cubic polynomial representation for $T(x, t)$.
9-5 Consider a heat conduction problem for a semiinfinite mediun $x>0$ with the fourth-power radiative heat transfer at the boundary surface $x=0$ defined as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & x>0, \quad t>0 \\
k \frac{\partial T}{\partial x}=\sigma \varepsilon\left(T_{s}^{4}-T_{\infty}^{4}\right) & \text { at } & x=0, t>0 \\
T=T_{i} & \text { for } & t=0, \quad x \geqslant 0
\end{array}
$$

where $T_{s}$ is the surface temperature. Apply the formal solution given by equation ( $9-40$ ) for the solution of this problem. For the case of $T_{\infty}=0$, by performing the resulting integration analytically obtain an expression for the surface temperature $T_{s}$ as a function of time.

9-6 Consider the following steady-state heat conduction problem for a rectangular region $0<x<a, 0<y<b$ :

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0 & \text { in } & 0<x<a, \\
T=0 & \text { at } & y=y<b \\
T=0 & y=b \\
\frac{\partial T}{\partial x}=0 & \text { at } \quad x=0 \\
T=T_{0} \sin \left(\frac{3 \pi y}{b}\right) & \text { at } & x=a
\end{array}
$$

Solve this problem by the Galerkin method using partial integration with respect to the $y$ variable for a trial function chosen in the form $\widetilde{T}_{1}(x, y)=$ $f(x) \sin (3 \pi y / b)$ and compare this result with the exact solution.
9-7 Solve the following steady-state heat conduction problem:

$$
\frac{\partial^{2} T}{\partial^{2} x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g=0 \quad \text { in the region shown in Fig. 9-4b }
$$

## $T=0$

on the boundaries
using the Galerkin method and a one-term trial solution chosen in the form

$$
\tilde{T}_{1}(x, y)=c_{1}(y-\alpha x)(y+\beta x)(L-x)
$$

Solve the following stendy-state heat conduction problem $\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g=0 \quad$ in the region shown in Fig. 9-4c for $a=b=1$ $T=0 \quad$ on the boundaries
using the Galerkin method and a one-term trial solution.

## MOVING HEAT SOURCE PROBLEMS

There are numerous engineering applications, such as welding, grinding, metal cutting, firing a bullet in a gun barrel, flame or laser hardening of metals, and many others in which the calcalation of temperature field in the solid is modeled ats a problem of heal conduction involving a moving heat souree. Following the pioneering works of Rosenthal [1-4] on the determination of temperature distribution in a solid resulting from arc welding, numerous papers appeared on the subject of heat transfer in solids with moving heat sources [5-29].

In machining, grinding, cutting, and sliding of surfaces, the energy generated as a result of friction healing can be modeled as a moving heat source. The determination of temperature field around such heat sources has been studied by several investigators [14-23].
More recently lasers-because ol their ability to produce high-power beamshave found applications in welding, drilling, cutting, machining of brittle materials, and surface hardening of metallic alloys. For example, in surface hardening, a high-power laser beam scans over the surface and unique metallurgical structures may be produced by rapid cooling that occurs subsequent to the laser heating. The determination of temperature field around a moving laser beam has been studied in several references $[24327$.

The ubjective of this chapter is to introtuce the mathematical formulation and the method of solution of heat conduction problems involving a moving heat source by considering simple, representative examples for which analytic solutions are obtainable by the method of separation of variables under quasi-stationary conditions.

## 10-1 MATHEMATICAL MODELING OF MOVING

 HEAT SOURCE PROBLEMSA moving heat source, depending on the physical nature of the problem. can be modeled as a point, line, surface, or ring heat source that may release its energy either continuously over the time or spontaneously at specified times. As discussed in Chapter 6 , we use the following notation to identify various types of continuous heat sourees:

$$
\begin{aligned}
g_{\mathrm{p}}^{\mathrm{c}} & =\text { point source, } \mathrm{W} \\
g_{\mathrm{L}}^{\mathrm{c}} & =\text { line source, } \mathrm{W} / \mathrm{m} \\
g_{\mathrm{s}}^{\mathrm{c}} & =\text { surface source, } \mathrm{W} / \mathrm{m}^{2}
\end{aligned}
$$

where the superscript c refers to a continuous source. For an instantaneous source we change the superscript c to i. and alter the units of the source accordingly as discussed in Chapter 6.

The spatial distribution of the strength of the heat source depends on the physical nature of the source. For example, the energy distribution in a laser beam generally is not uniform spatially. It may have a Gaussian distribution (i.e., intensity decreasing exponentially from the center of the beam with the square of the radial distance) or a doughnut shape or a combination of these two shapes. Also, it may he a continuous source over the time or activated as pulses for short periods of time.

In this section we present the mathematical modeling of the determination of temperature fields in solids resulting from a moving point, line, and surface heat sources under the quasi-stationary state conditions.

## A. Moving Point Heat Source

We consider a point heat source of constant strength $q_{\mathrm{p}}^{\mathrm{c}}$ watts, releasing its energy continuously over the time while moving along the $x$ axis in the positive $x$ direction with a constant velocity $u$, in a stationary medium that is initially at zero temperature. Figure 10-1a illustrates the geometry and the coordinates.

The threc-dimensional heal conduction equation in the fixed $x, y, z$ coordinate system, assuming constant properties, is taken as
where $T \equiv T(x, y, z, t)$.
Let the heat source be a point heat source of constant strength $g_{\mathrm{p}}^{\mathrm{c}}$ watts, located at $y=0, z=0$ and releasing its energy continuously as it moves along the $x$ axis in the positive $x$ direction with a constant velocity $u$. Such a point heat source_is related to the volumetric source $g(x, y, z, t)$ by the delta function

(a)
(b)

Fig. 10-1 A moving point heat source: (a) fixed coordinates $x, y, z ;(b)$ moving coordinates $\xi_{5}$, ․ .
notation as

$$
\begin{equation*}
g(x, y, z, t) \equiv g_{\mathrm{p}}^{\mathrm{c}} \delta(y-0) \delta(z-0) \delta(x-u t) \tag{10-1b}
\end{equation*}
$$

$$
\frac{W}{m^{3}} \quad W \quad \frac{1}{m} \quad \frac{1}{m} \quad \frac{1}{m}
$$

where $\delta(*)$ denotes the Dirac delta function.
Transformation of the Origin. In the solution of moving heat source problems, it is convenient to let the coordinate system move with the source. This is achieved by introducing a new coordinate $\xi$ defined by

$$
\begin{equation*}
\xi=x-u t \tag{10-2}
\end{equation*}
$$

Figure $10-1 b$ illustrates the new coordinate system $\xi, y, z$ that moves with the source. The heat conduction equation (10-1a) is transformed from the fixed $x, y, z$ coordinate system with fixed origin 0 to the moving coordinate system $\xi, y, z$ with moving origin $0^{\prime}$ by the application of the chain rule of differentiation given by
since $(\partial \xi / \partial t)=-u$. The derivatives with respect to $x$ becomes

$$
\begin{align*}
& \frac{\partial T}{\partial x}=\frac{\partial T}{\partial \xi} \frac{\partial A^{4}}{A}+\frac{\partial T}{\partial t} \frac{d f}{A x}+\cdots=\frac{\partial T}{\partial \xi}  \tag{10-3b}\\
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial^{2} T}{\partial \xi^{2}} \tag{10-3c}
\end{align*}
$$

but the partial derivatives with respect to $y$ and $z$ remain unaltered. Then, the heat conduction equation (10-1a) in the coordinate system $\xi, y, z$ moving with the source is given by

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g_{\mathrm{p}}^{c} \delta(\xi-0) \delta(y-0) \delta(z-0)=\frac{1}{\alpha}\left(\frac{\partial T}{\partial t}-u \frac{\partial T}{\partial \xi}\right) \tag{10-4}
\end{equation*}
$$

We note that this equation is a special case ol the heat conduction equation for a moving solid given by equation (1-56) in Chapter 1 . In equation (10-4), the solid is moving with a velocity $u$ in the negative $\xi$ direction with respect to an observer located at fhe source; this is the reason for the negative sign in front of the velocity in equation (10-4).

Quasi-Stationary Condition. Experiments have shown that, if the solid is long enough compared to the penetration depth to heat transfer field, the temperature distribution around the heat source soon becomes independent of time. That is, an observer stationcd at the moving origin $0^{\prime}$ of the $\xi, y, z$ coordinate system fails to notice any change in the temperature distribution around him/her as the source moves on. This is identified as the quasi-stationary condition [3] and mathematically defined by setting $\partial T / \partial t=0$. Therefore, the quasi-stationary form of equation (10-4) is obtained by setting $\partial T / \partial t=0$ as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g_{\mathrm{r}}^{\mathrm{c}} \delta(\xi) \delta(y) \delta(z)=-\frac{u \partial T}{\alpha \partial \xi} \tag{10-5}
\end{equation*}
$$

where $\delta(y) \equiv \delta(y-0)$, and so forth.
Equation (10-5) can be transformed into a more convenient form by introducing a new dependent variable $\theta(\xi, y, z)$ defined as

$$
\begin{equation*}
\dot{T}(\xi, y, z)=\theta(\xi, y, z) e^{-(\omega / 2 \alpha) \xi} \tag{10-6}
\end{equation*}
$$

Then equation (10-5) takes the form

$$
\begin{equation*}
\frac{\partial^{2} \theta}{\partial \xi^{2}}+\frac{\partial^{2} \theta}{\partial y^{2}}+\frac{\partial^{2} \theta}{\partial z^{2}}-\left(\frac{u}{2 \alpha}\right)^{2} \theta+\frac{1}{k} g_{\mathrm{p}}^{\mathrm{c}} \delta(\xi) \delta(y) \delta(z) e^{(u / 2 \alpha) \xi}=0 \tag{10-7}
\end{equation*}
$$

Herc, the exponential $e^{(u / 2 a) s}$ appearing in the source term can be omitted, since the term vanishes for $\xi \neq 0$ because of the delta function $\delta(\xi)$ and the exponential becomes unity for $\xi=0$.

## A Moving Line Heat Source

We now consider a line heat source of constant strength $g_{\mathrm{L}}^{\mathrm{c}} \mathrm{W} / \mathrm{m}$, located at the $x$ axis and oriented parallet to the $z$ axis as illustrated in Fig. 10-2a. The source
relcases its energy continuously over the time as it moves with a constant velocity $u$ in the positive $x$ direction. The medium is initially at zero temperature. We assume $(\partial T / \partial z)=0$ everywhere in the medium. Then the two-dimensional heat conduction equation in the $x, y$ coordinates is taken as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} y(x, y, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{10-8a}
\end{equation*}
$$

where $T \equiv T(x, y, t)$. The line heat source $g_{\mathrm{L}}^{\mathrm{E}} \mathrm{W} / \mathrm{m}$ is related to the volumetric source $g(x, y, t)$ by the delta function notation as
!

$$
\begin{gather*}
g(x, y, t)=g_{\mathrm{L}}^{\mathrm{c}} \delta(y-0) \delta(x-u t)  \tag{10-8b}\\
\frac{\mathrm{W}}{\mathrm{~m}^{3}} \quad \frac{\mathrm{~W}}{\mathrm{~m}} \frac{1}{\mathrm{~m}} \quad \frac{1}{\mathrm{~m}}
\end{gather*}
$$

Transformation of the Origin. This heat conduction problem is now transformed from the $x, y$ fixed coordinates to new $\xi, y$ coordinates moving with the line-heat source by the transformation

$$
\begin{equation*}
\xi=x-u t \tag{10-9}
\end{equation*}
$$

als illustrated in Fig. 10-2.
By following the procedure described previously, we transform the heat conduction equation ( $10-8$ ) to the moving coordinate system ( $\xi, y$ ) as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g_{\mathbf{L}}^{\mathrm{e}} \delta(\xi) \delta(y)=\frac{1}{\alpha}\left(\frac{\partial T}{\partial t}-u \frac{\partial T}{\partial \xi}\right) \tag{10-10}
\end{equation*}
$$


(a)

(b)

Fig. 10-2 A moving line heat source: (a) fixed coordinates $x, y$; $(b)$ moving coordinates $\xi, y$.

Quasi-Stationary Condition. As discussed previously, the quasi-stationary form of equation $(10-10)$ is obtained by setting $(ट T / \partial t)=0$. We find

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g_{\mathrm{L}}^{\mathrm{c}} \partial(\xi) \delta\left(y^{\prime}\right)=-\frac{u \hat{c} T}{x} \tag{10-11}
\end{equation*}
$$

This equation is transformed into a more convenient form by introducing a new dependent variable $0(5, y)$ defined as

$$
\begin{equation*}
T\left(\xi, 1^{\prime}\right)=\theta(\xi, y) e^{-(u / 2 x \mid \xi} \tag{10-12}
\end{equation*}
$$

Then equation (10-11) takes the form

$$
\begin{equation*}
\frac{\partial^{2} \theta}{\partial \xi^{2}}+\frac{\partial^{2} \theta}{\partial y^{2}}-\left(\frac{u}{2 \alpha}\right)^{2} \theta+\frac{1}{k} G_{\mathrm{L}}=0 \tag{10-13a}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\mathrm{L}} \equiv g_{\mathrm{L}}^{\mathrm{c}} \delta(\xi) \delta\left(y^{\prime}\right) \tag{10-13b}
\end{equation*}
$$

We note that the term $e^{\text {(ut/2ats }}$ that would have appeared on the right-hand side of equation (10-13b) is omitted for the reason stated previously.

## A Moving Plane Surface Heat Source

We now consider a plane surface heat source of constant strength $g_{s}^{c} \mathrm{~W} / \mathrm{m}^{2}$, oriented perpendicular to the $x$ axis, as illustrated in Fig. 10-3. The source releases its energy continuously over the time as it moves with a constant velocity $u$ in the positive $x$ direction. For the one-dimensional case considered here we assume $(\partial T / \partial y)=(\partial T / \partial z)=0$ everywhere, hence the differential equation of heat


(a)
(b)

Fig. 10-3 A moving plane surface leat source: (a) fixed coordinate $x$ : and (b) moving coordinate $\underset{\text { g }}{ }$.

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{10-14a}
\end{equation*}
$$

where $T \equiv T(x, t)$. The moving continuous surface heat source $g_{s}^{s}$ is related to the volumetric source $g(x, t)$ by

$$
\begin{align*}
& g(x, t)=g_{s}^{\mathrm{c}} \delta(x-u t)  \tag{10-14b}\\
& \cdots \frac{\mathrm{W}}{\mathrm{~m}^{3}} \frac{\mathrm{~W}}{\mathrm{~m}^{2}} \frac{1}{\mathrm{~m}}
\end{align*}
$$

Transformation of the Origin. The heat conduction equation (10-14) is transformed from the fixed $x$ coordinate to the moving $\xi$ coordinate by the transformation

$$
\begin{equation*}
\xi=x-u t \tag{10-15}
\end{equation*}
$$

By following the procedure described previously, the heat conduction equation (10-14) is transformed to the moving $\xi$ coordinate as

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{1}{k} g_{s}^{c} \delta(\xi)=\frac{1}{\alpha}\left(\frac{\partial T}{\partial t}-u \frac{\partial T}{\partial \xi}\right) \tag{10-16}
\end{equation*}
$$

Quasj-Stationary Condition. Assuming quasi-stationary condition, equation (10-16) reduces to

$$
\begin{equation*}
\frac{d^{2} T}{d \xi^{2}}+\frac{1}{k} g_{\varsigma}^{c} \delta(\xi)=-\frac{u}{\alpha} \frac{d T}{d \xi} \tag{10-17}
\end{equation*}
$$

and with the application of the transformation

$$
\begin{equation*}
T(\xi)=\theta(\xi) c^{-(w i 2 x)} \tag{10-18}
\end{equation*}
$$

equation ( $10-17$ ), takes the form

$$
\begin{equation*}
\frac{d^{2} \theta}{d \zeta^{2}}-\left(\frac{u}{2 \alpha}\right)^{2} \theta+\frac{1}{k} g_{s}^{c} \delta(\zeta)=0 \tag{10-19}
\end{equation*}
$$

where the exponential $\exp [(\mathrm{u} / 2 \alpha) \xi]$, which would appear as a multiplier to the source, is omitted for the reason stated previously.

## 10-2 ONE-DIMENSIONAL QUASI-STATIONARY PLANE HEAT SOURCE PROBLEM

In the problem of arc welding, the energy generated by the arc causes the electrode to melt, hence the problem of temperature distribution around the arc can be modeled as a problem of moving heat source. If the electrode is long enough with respect to its diameter, the heat transfer in the first few inches of the electrode can be envisioned as being of a quasi-stationary nature. If we assume there are no surface losses from the electrode (i.e., electrode is partially insulated), the corresponding heat transfer problem can be modeled as a one-dimensional moving heat source problem governed by the heat conduction equation ( $10-14$ ). If we further assume that the quasi-stationary condition exists, the governing differential equation for this problem is taken as

$$
\begin{equation*}
\frac{d^{2} T}{d \xi^{2}}+\frac{1}{k} g_{\mathrm{s}}^{\mathrm{c}} \delta(\xi)=-\frac{u d T}{\alpha} \frac{d T}{d \xi}, \quad \text { in } \quad-\infty<\xi<\infty \tag{10-20}
\end{equation*}
$$

subject to the boundary condition

$$
\begin{equation*}
\frac{d T}{d \xi} \rightarrow 0 \quad \text { as } \quad \xi \rightarrow \pm \infty \tag{10-21}
\end{equation*}
$$

Applying the transformation (10-18), equation (10-20) takes the lorm

$$
\begin{equation*}
\frac{d^{2} \theta}{d \xi^{2}}-\left(\frac{u}{2 x}\right)^{2} \theta+\frac{1}{k} g_{s}^{\mathrm{c}} \delta(\xi)=0 \quad \text { in } \quad-\infty<\xi<\infty \tag{10-22}
\end{equation*}
$$

which is the same as that given by equation (10-19). The solution of this equation for $\xi \neq 0$, where the source term drops out, is taken as

$$
\begin{equation*}
\theta(\xi)=C_{1} e^{-(\omega / 2 x) \xi}+C_{2} e^{(w / 2 \alpha) \xi} \quad \text { for } \quad-\infty \rho<\xi<\infty \tag{10-23}
\end{equation*}
$$

Introducing this result into equation (10-18), we obtain

$$
\begin{equation*}
T(\xi)=C_{1} e^{-\left(u^{\prime} x\right)^{\xi}}+C_{2} \quad \text { for } \quad-\infty<\xi<\infty \tag{10-24}
\end{equation*}
$$

This solution is now considered separately for the regions $\xi<0$ and $\xi>0$ in the form

$$
\begin{array}{lll}
T^{-}(\xi)=C_{1}^{-} e^{-(u / a) \xi}+C_{2}^{-} & \text {for } & \xi<0 \\
T^{+}(\bar{\zeta})=C_{1}^{+} e^{-(u / t))^{x}}+C_{2}^{+} & \text {for } & \xi>0 \tag{10-25b}
\end{array}
$$

and the unknown coefficients are determined by the application of the following

## boundary conditions:



Fig. 10-4 Quasi-stationary temperature distribution around a moving surface heal source.
except assume that heat is lost by convection from the lateral surlaces of the rod into an ambient at zero temperature with a heat transfer coefficient $h$. If the rod has a uniform cross section $A$ and perimeter $P$, then the governing one-dimensional heat conduction equation allowing for convection losses from the lateral surfaces is given by

$$
\begin{equation*}
\frac{\partial^{2} \dot{T}}{\partial x^{2}}+\frac{1}{k} y(x, t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}+\frac{P h}{A k} T \tag{10-31a}
\end{equation*}
$$

where the last term on the right-hand side represents convection heat losses from the lateral surfaces of the rod. The surface heat source- $g_{s}^{\text {c.-is }- \text { related to the }}$ volumetric source $g(x, t)$ by

$$
\begin{equation*}
g(x, t)=g_{5}^{⿺} \delta(x-u t) \tag{10-31b}
\end{equation*}
$$

The equation is transformed from the fixed coordinate $x$ to the moving coordinate $\xi$ by the transformation

$$
\begin{equation*}
5=x-u t \tag{10-32}
\end{equation*}
$$

Then the heat conduction (10-31) takes the form

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{1}{k} g_{\mathrm{s}}^{\mathrm{c}} \delta(\zeta)=\frac{1}{\alpha}\left(\frac{\partial T}{\partial t}-u \frac{\partial T}{\partial \xi}\right)+\frac{P h}{A k} T \tag{10-33}
\end{equation*}
$$

and for the quasi-stationary condition we have

$$
\begin{equation*}
\frac{d^{2} T}{d \xi^{2}}+\frac{1}{k} y_{\mathrm{s}}^{\mathrm{c}} \delta(\xi)=-\frac{u d T}{\alpha} \frac{P h}{d \xi}+\frac{P h}{A k} T \tag{10-34a}
\end{equation*}
$$

Applying the transformation

$$
\begin{equation*}
T(\xi)=\phi(\xi) e^{-(u / 2 a) \xi} \tag{10-35}
\end{equation*}
$$

equation (10-34) takes the form

$$
d^{2} \phi\left(\xi^{\varepsilon}\right)-m^{2} \phi\left(\xi^{k}\right)+\frac{1}{k} g_{s}^{c} \delta(\xi)=0 \quad \text { in } \quad-\infty<\xi<\infty \quad(10-36 a) \quad: \quad \text { where }
$$

where

$$
\begin{equation*}
m=\left[\left(\frac{u}{2 \alpha}\right)^{2}+\frac{P h}{A k}\right]^{1 / 2} \tag{10-36b}
\end{equation*}
$$

The solution of equation (10-36a) for $\xi \neq 0$ where the source term drops out is given by

$$
\begin{equation*}
\phi(\xi)=C_{1} e^{-m \xi}+C_{2} e^{+m \xi} \quad \text { for } \quad-\infty<\xi<\infty \quad \text { and } \quad \xi \neq 0 \tag{10-37}
\end{equation*}
$$

Introducing this result into equation (10-35), we obtain

It is convenient to consider this solution for the regions $\xi<0$ and $\xi>0$, separately, as

$$
\begin{align*}
& T(\zeta)=\bar{C}_{1}^{-} e^{-[m+(m / 3 a)]_{5}}+\mathcal{C}_{2}^{-} e^{[m-(m / 7 n))_{i}^{x}} \quad \text { fui } \quad \zeta<0 \quad(10-39 a) \\
& T^{i}(\xi)=C_{1}^{+} e^{-[m+(\omega / 2 x)] \xi}+C_{2}^{+} e^{[m-(m / 2 a)] \xi}  \tag{10-39b}\\
& \text { for } \quad \xi>0
\end{align*}
$$

and the boundary conditions for the determination of these four unknown coefficients are taken as
$d T^{+}-0$
an \& -
(10-40a, b)
$d \xi$
at $\quad \xi=0$ (continuity of temperature)
(10-40c)
$T^{-}=T^{+}$
at $\quad \varsigma=0$ (jumpcondition)
(10-40d)

Here, the last condition is obtained by integrating equation (10-34a) from $\xi=$ $-\epsilon$ to $\xi=+\epsilon$ and then letting $\epsilon \rightarrow 0$. The application of the boundary conditions
(10-40) to equations (10-39) gives the solution as

$$
\begin{array}{lll}
T^{-}(\xi)=\frac{g_{\mathrm{s}}^{\mathrm{c}}}{2 k m} e^{[m-(山 / 2 \alpha)] \xi} & \text { for } & \xi<0 \\
T^{+}(\xi)=\frac{g_{\mathrm{s}}^{\mathrm{s}} \cdot e^{-[m+(u / 2 \alpha)] \xi}}{2 k m} & \text { for } \quad \xi>0 & (10-41 \mathrm{a})
\end{array}
$$

$$
\begin{equation*}
m=\sqrt{\left(\frac{u}{2 \alpha}\right)^{2}+\frac{P h}{k A}} \tag{10-41c}
\end{equation*}
$$

Clearly, equations (10-41) reduce to equation (10-30) for $h=0$.

## 10-3 TWO-DIMENSIONAL QUASI-STATIONARY LINE HEAT SOURCE PROBLEM

We now examine a two-dimensional situation in which heat flows in the $x$ and $y$ directions while a line heat source of constant strength $g_{\mathrm{L}}^{\mathrm{c}} \mathrm{W} / \mathrm{m}$ oriented parallel to the $z$ axis moves along the $x$ axis in the positive $x$-direction with a constant velocity $u$. We assume ( $\partial T / \nu_{z}$ ) $=0$ everywhere.

Assuming yuasi-stationary conditions, the transiormed energy equation is the two-dimensional version of equation (10-19); that is

$$
\begin{equation*}
\frac{\partial^{2} \theta}{\hat{c} \xi^{2}}+\frac{\partial^{2} \theta}{\partial y^{2}}-\left(\frac{u}{2 \alpha}\right)^{2} \theta+\frac{1}{k} g_{\mathrm{L}}^{c} \delta(\xi) \delta(y)=0 \tag{10-42a}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=x-u t, \quad 0 \equiv \theta(\xi, y) \tag{10-42b}
\end{equation*}
$$

and $\theta(\xi, y)$ is related to the temperature $T(\xi, y)$ by

$$
T\left(\xi, y^{\prime}\right)=\theta(\xi, y) e^{-(u / 2 \alpha) \xi}
$$

Sine the bomadary conditions for $T\left(\frac{x}{c}\right.$. 1 ) at infinity are given by

$$
\begin{array}{lll}
\frac{\partial T}{\partial \xi} \rightarrow 0 & \text { for } & \xi \rightarrow \pm \infty \\
\frac{\partial T}{\partial y} \rightarrow 0 & \text { for } & y \rightarrow \pm \infty \tag{10-43b}
\end{array}
$$

and equation (10-42a) is symmetric with respect to the $\xi$ and $y$ variables; then, the
function $0\left(5, y^{\prime}\right)$ depends only on the distance $r$ from the heat source. To solve this problem, we write the homogeneous portion of the differential equation (10-42a) in the polar coordinates in the $r$ variable as

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(\frac{d \theta}{d r}\right)-\left(\frac{u}{2 \alpha}\right)^{2 ;} \theta=0 \quad \text { in } \quad 0<r<\alpha \tag{10-44a}
\end{equation*}
$$

and treal the source term ats a boundary effect at $r$. ( ) To obtain a boundary condition at the origin, a circle of radius $r$ is drawn around the line heat source, the heat released by the source is equated to the heat conducted away, and then $r$ is allowed to go to zero. We find

$$
\begin{align*}
& \lim _{r \rightarrow 0}\left(-2 \pi r k \begin{array}{l}
d \theta \\
d r
\end{array}\right)=g_{\mathrm{l},}^{\mathrm{c}} \tag{10-44b}
\end{align*} \quad \text { as } \quad r \rightarrow 0
$$

$(10-44 \mathrm{c})$

Equation (10-44a) is a modified Bessel equation of order zero and its solution satislying the boundary condition ( $10-44 \mathrm{c}$ ) is taken as

$$
\begin{equation*}
O(r)=C K_{0}\binom{\frac{u}{2 \alpha}}{2 \alpha} \tag{10-45}
\end{equation*}
$$

where $K_{0}$ is the modified Bessel function of order zero.
Introducing the solution ( $10-45$ ) into the boundary condition (10-44b) we find

$$
\begin{equation*}
-C 2 \pi k \lim _{r \rightarrow 0}\left[r \frac{d}{d r} K_{0}\left(\frac{\|}{2 \alpha} r\right)\right]=y_{\mathrm{L}}^{\mathrm{e}} \tag{10-46a}
\end{equation*}
$$

$(C 2 \pi k)(1)=y_{L}^{c} \quad$ or $\quad C=\frac{1}{2 \pi k} y_{L}^{\text {e }}$
since

$$
K_{0}\binom{" r}{2 \alpha^{r}} \rightarrow-\ln \binom{"}{2 \alpha^{\prime}}
$$

for small arguments and

$$
r \frac{d}{d r}\left[\ln \left(\frac{u}{2 \alpha} r\right)\right]=(r)\left[\frac{2 \alpha}{u r} \frac{u}{2 \alpha}\right]=1
$$

Hence the solution for $\theta(r)$ becomes

$$
\begin{equation*}
y(r)=\frac{1}{2 \pi k} y_{\mathrm{L}}^{c} K_{0}\left(\frac{u}{2 \alpha} r\right) \tag{10-47}
\end{equation*}
$$

and $T(r, \check{5})$ is determined according to equation ( $10-42 \mathrm{c}$ ) as

$$
\begin{equation*}
T(r, 5)=\frac{1}{2 \pi k} I_{k}^{\prime} \kappa_{0}\binom{1^{*}}{2 \alpha}, \quad \text { mant } \tag{10-+8}
\end{equation*}
$$

The two-dimensional temperature field given by equation (10-48) can have application in the arc welding of thin plates along the edges.

For large values of $r$, equation (10-48) can be simplified by using the asymptotic value of $K_{0}(z)$ for large arguments:

$$
\begin{equation*}
K_{0}(z) \simeq \sqrt{\frac{\pi}{2 z}} e^{-z} \quad \text { for large } z \tag{10-49}
\end{equation*}
$$

## 10-4 TWO-DIMENSIONAL QUASI-STATIONARY RING HEAT SOURCE PROBLEM

There_are_many_engineering_applicationsin_which the moving heal source can be modeled as a moving ring heat source. Consider, for example, the turning operation for a cylindrical workpiece on a lathe in order to reduce its diameter. The thermal energy released from the cutting process will cause the heating of both the tool and the workpiece. In such turning operations the relative velocity of the tool with respect to the workpiece is large in the circumferential direction. Therefore, the heat generated during the turning operation can be legated as a ring heat source moving along the outer boundary in the negative $=$ direction as illustrated in Fig. 10-5. We assume azimuthal symmetry and a ring heat source of constant strength $Q_{0}$ watts, releasing its energy continuously as it moves with of constant velocity $u$ along the outer surface of the cylinder. We allow for convection from the outer surface of the cylinder into an ambient at zero temperature and choose the initial temperature of the solid as zero.


Fig. 10-5 Moving ring heat source.

The mathematical formulation of this problem is given as

$$
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T}{\partial r}\right)+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} \frac{Q_{0}}{2 \pi b} \delta(r-b) \delta(z+u t)=\frac{1}{\alpha} \frac{\partial T}{\partial t}
$$

$$
\begin{equation*}
\frac{\partial T}{\partial \xi} \rightarrow 0 \tag{10-53~d}
\end{equation*}
$$

as $\quad \xi \rightarrow \pm \infty$
This problem is now expressed in the dimensionless form as

$$
\begin{equation*}
\text { in } \quad 0<r<b, \quad-\infty<z<\infty \tag{10-50}
\end{equation*}
$$

subjeet to the boundary conditions

$$
\begin{array}{lll}
\frac{\partial T}{\partial r}=0 & \text { at } & r=0 \\
k \frac{\partial T}{\partial r}+h T=0 & \text { at } & r=b  \tag{10-54~b}\\
\frac{\partial T}{\partial r} \rightarrow 0 & \text { as } & z \rightarrow \pm \infty \\
T=0 & \text { for } & t=0
\end{array}
$$

This problem has been solved in reference 23 by using the integral transform technique. Here we describe its solution by the classical separation of variables technique. In equation ( $10-50$ ), the delta function $\delta(r-b)$ denotes that the source is located at the outer surface of the cylinder and $\delta(z+u t)$ shows its position at time $t$ along the $z$ axis.
The fixed coordinate system $r, z$ is now allowed to move with the source by introducing the transformation

$$
\begin{equation*}
\xi=z+u t \tag{10-52}
\end{equation*}
$$

In the moving $\xi$ coordinate system assuming quasi-stationary condition, equation ( $10-50$ ) reduces to

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\Delta r}\left(r \cdot \frac{\partial T}{\partial r}\right)+\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{1}{k} \frac{Q_{0}}{2 \pi b} \delta(r-b) \delta(\xi)=\frac{u}{\alpha} \frac{\partial T}{\partial \xi} \quad \text { in } \quad 0<r<b, \quad-\infty<\xi<\infty \tag{10-53a}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{array}{lll}
\frac{\partial T}{\partial r}=0 & \text { at } & r=0 \\
k \frac{\partial T}{\partial r}+h T=0 & \text { at } & r=b
\end{array}
$$

$$
\underset{R}{1} i_{R} \quad\left(R\binom{\partial \psi}{r R}+\frac{\partial^{2} \psi}{i_{\eta}^{2}}+\delta(R-1) \delta(\eta)=\frac{\operatorname{Pe}}{2} \frac{\partial \psi}{\partial \eta} \quad \text { in } \quad 0<R<1 . \quad-\infty<\eta<\infty,\right.
$$

subject to the boundary conditions

$$
\begin{array}{lll}
\frac{\partial \psi}{\partial R}=0 & \text { at } & R=0 \\
\frac{\partial \psi}{\partial R}+\frac{B i}{2} \psi=0 & \text { at } & R=1 \\
\frac{\partial \psi}{\partial \eta} \rightarrow 0 & \text { as } & \eta \rightarrow \pm \infty \tag{10-54d}
\end{array}
$$

where various dimensionless quantities are defined as

$$
\left.\begin{array}{c}
\eta=\frac{\xi}{b}, \quad R=\frac{r}{b}, \quad \psi=\frac{T}{A}, \quad A=\frac{Q_{0}}{k 2 \pi b} \\
\operatorname{Pe}=\frac{\mu \cdot 2 b}{\alpha}=\text { Peclét number, } \quad \mathrm{Bi}=\frac{h \cdot 2 b}{k}=\text { Biot number } \tag{10-55}
\end{array}\right\}
$$

With the application of the transformation

$$
\begin{equation*}
\psi(R, \eta)=O(R, \eta) e^{-(\mathrm{P} \varepsilon / 4) \eta} \tag{10-56}
\end{equation*}
$$

the differential equation (10-54a) is transformed to
where $e^{-i \text { Pef4in }}$ appearing in the source term can be omitted because the source term vanishes for $\eta \neq 0$ and $\exp [-(\mathrm{Pe} / 4) \eta]$ becomes unity for $\eta=0$. Therefore we need to consider the solution of the homogeneous equation
$\frac{1}{R} \frac{\partial}{\partial R}\left(R \frac{\partial \theta}{\partial R}\right)+\frac{\partial^{2} \theta}{\partial \eta^{2}}-\left(\frac{\mathrm{Pe}}{4}\right)^{2} \theta=0$
in
in $\quad 0<R<1,-\infty<\eta<\infty$
(10-58a)
subject to the boundary conditions

| $\begin{aligned} & \partial \theta \\ & \partial R \end{aligned}=0$ | at | $R=0$ | (10-58b) |
| :---: | :---: | :---: | :---: |
| $\frac{\partial 0}{\partial \dot{R}}+\frac{B i}{2} \cdot \theta=0$ | at | $R=1$ | (10-58c) |
| $\stackrel{\partial \theta}{\partial \eta} \rightarrow 0$ | is | $\eta \rightarrow \pm \infty$ | (10-58d) |

in the regions $\eta<0$ and $\eta>0$. Let $\theta \equiv 0^{-}$be the solution for the region $\eta<0$ and $\theta \equiv \theta^{+}$be the solution for the region $\eta>0$. The unknown coeflicients associated with these solutions are determined from the requirement of continuity of temperature

$$
\begin{equation*}
\theta^{-}=\theta^{+} \quad \text { at } \quad \eta=0 \tag{10-59a}
\end{equation*}
$$

and the jump condition

$$
\begin{equation*}
\partial \theta^{-}-\frac{\partial \theta^{+}}{\partial \eta}=\delta(R-1) \quad i L \ldots \quad \eta=0 \tag{10-59b}
\end{equation*}
$$

This jump condition is obtained by integrating equation (10-57) from $\eta=-\epsilon$ to $\eta=+\epsilon$ and then letting $\epsilon \rightarrow 0$.

Once $\theta^{ \pm}$are determined, the dimensionless temperature $\psi^{ \pm}$is determined according to the transformation given by equation (10-56).

Finally, the solution for the dimensionless temperatures $\psi^{ \pm}(R, \eta)$ are determined as

$$
\begin{equation*}
\psi^{ \pm}(R, \eta)=\sum_{n=1}^{\infty} \frac{\beta_{n}^{2}}{\left(\frac{\mathrm{Bi}}{2}\right)^{2}+\beta_{n}^{2}} \frac{J_{0}\left(\beta_{n} R\right)}{J_{0}\left(\beta_{n}\right)}-\frac{\exp \left(\frac{\mathrm{Pe}}{4} \pm F\right) \eta}{F} \tag{10-60a}
\end{equation*}
$$

where the $\beta_{n}$ values are the roots of

$$
\begin{equation*}
\left.\beta_{n} J_{1}\left(\beta_{n}\right)+{ }_{2}^{\mathrm{Bi}} J_{0}(\dot{\beta})_{n}\right)=0 \tag{10-60~b}
\end{equation*}
$$

and $F$ is defined by

$$
F \equiv \sqrt{\left(\frac{\mathrm{Pe}}{4}\right)^{2}+\beta_{n}^{2}}
$$

(10-60c)
with plus and minus signs denoting the regions $\eta>0$ and $\eta<0$, respectively.
Here the Peclet number is a measure of the ratio of convective diffusion (i.e.. due to the velocity of the moving source) to the conduction diffusion. Therefore, for the smaller Peclet number, the temperature field penetrates considerably farther "upstream" from the source than with the larger Peclét numbers.
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## PROBLENAS

10-1 Consider the three-dimensional quasi-stationary temperature field $T(\xi, y, z)$ governed by the differential equation (10-5) with the boundary conditions at infinity taken as

$$
\begin{aligned}
& \frac{\partial T}{\partial \xi} \rightarrow 0 \text { for } \xi \rightarrow \pm \infty, \quad \frac{\partial T}{\partial y} \rightarrow 0 \text { for } y \rightarrow \pm \infty \\
& \frac{\partial T}{\partial z} \rightarrow 0 \text { for } z \rightarrow \pm \infty
\end{aligned}
$$

and the transformed equation (10-7) for the temperature field $\theta(\xi, j ; z)$. In equation (10-7), which is symmetric with respect to the variables $\xi, y$, and $z$, the function $\theta(\xi, y, z)$ depends only on the distance $r$ from the point heat sourec. Then

1. Equation (10-7) can be written in the polar coordinates with respect to the $r$ variable only; write this equation without the source term.
2. Develop the boundary condition at $r=0$ for this equation by drawing a sphere of radius $r$ around the point heat source, then equating the heat released by the source to the heat conducted away and letting $r \rightarrow 0$.
3. By solving this equation in the polar coordinates, develop an expression for the quasi-stationary temperature field $T(r, \zeta)$ around the moving point heat source.

10-2 Develop equation (10-31a) by writing an energy balance for a bar of uniform cross section with energy generation in the solid and heat dissipation from the lateral surfaces by convection with a heat transfer coefficient $h$ into an ambient at zero temperature.
10-3 The temperature distribution in the gun barrel resulting from the firing of a bullet can be regarded as a problem of a point heat source moving with a constant velocity $u$ along the axis of a solid cylinder of radius $b$ if the base of the barrel is small enough compared to the outside radius of the barrel.

Assuming (1) constant speed and the rate of heat release by the point source, (2) no heat losses from the outer surface of the cylinder, and (3) cylinder long enough with respect to the diameter so that quasi-stationary
state is established, develop the governing differential equations and the boundary conditions needed for the solution of the quasi-stationary temperature distribution in the cylinder.
10-4 Consider a boring process in order to increase the inside diameter of a hollow cylindrical work piece. Such a problem can be modeled as a moving ring heat source advancing axially along the interior surface of a hollow cylinder. Assume a source of constant strength $Q_{0}$ watts, relcasing its encrgy continuously as it moves with a constant speed ualong the inner surface of the cylinder and heat loss by convection from the outer surface of the cylinder with a heat transfer coellicient $h$ into an ambient at zero temperature. Initially the solid is also at zero temperature. Give the governing differential equations and the boundary conditions for the determination of the quasi-stationary temperature field in the cylinder. Note that this problem is analogous to that considered in Section 10-4, except the ring heat source is moving along the inside surface of the cylinder. Assume negligible heat loss from the inner surface of the hollow cylinder.
situations involving semiinfinite or infinite regions and subject to simple boundary and initial conditions [3]. Because of the nonlinearity of such problems, the superposition principle is not applicable and each case must be treated separately. When exact solutions are not available, approximate, semi-analytic, and numerical methods can be used to solve the phase-change problems. We now present a brief discussion of various methods of solution of phase-change problems.

The imestrat mothord, which dates back to von Kirman and Pobhlansen, who used it for the approximate analysis of boundary-layer equations, was applied by Goodman [5,6] to solve a one-dimensional transient melting problem, and subsequently by many other investigators [7-15] to solve various types of one-dimensional transient phase-change problems. This method provides a relatively straightforward and simple approach for approximate analysis of onedimensional transient phase-change problems. The variational formulation derived by Biot [16] on the basis of an irreversible thermodynamic argument, was used in the solution of one-dimensional, transient phase-change problems [17-21]. The moving heat source (or the integral equation) method, originally applied by Lightfoot [22] to solve Neuman's problem, is based on the concept of representing the liberation (or absorption) of latent heat by a moving plane heat source (or sink) located at the solid-liquid interface. A general formulation of moving heal source approach is given in refcrence 23, and various application can be found in referenees 24 28. The perturbution methed has been used by several investigators [29-34]; however, the analysis becomes very complicated if higher-order solutions are to be determined; also it is difficult to use this method for problems involving more than one dimension. The embedding technique, first introduced by Boley [35] to solve the problem of melting of a slab, has been applied to solve various phase-change problems [36-41]. The method appears to be versatile to obtain solutions for one, two, or three dimensions and to develop general starting solutions. A variable eigenvalue approach developed in connection with the solution of heat conduction problems involving time-dependent boundary condition parameters $[42,43]$ has been applied to solve one-dimensional transient phase-change problems [44]. The method is applicable to solve similar problems in the cylindrical or spherical symmetry. The electrical network analog method often used in early applications [45-49] has now been replaced by purely numerical methods of solution because of the availability of high-speed digital computers. A large number of purely numerical solutions of phase-change problems has been reported [50 81].
Reviews of phase-change problems up to 1965 can be found in references 82-84. Extensive list of references and treatments of the fundamentals of solidification can be found in standard texts [85-89].

Experimental investigation of phase-change problems is important in order to check the validity of various analytic models, but only a limited number of experimental studies are available in the literature [90-94].

Transient heat transfer problems involving melting or solidification generally referred to as "phase-change" or "moving-boundary" problems are important in many enginecring applicalions such as in the making of iece, the frecoing of food, the solidification of metals in casting, the cooling of large masses of igncous rock thermal energy storage, processing of chemicals and plastics, crystal growth, aerodynamic ablation, casting and welding of metals and alloys, and numerous others. The solution of such problems is inherently difficult because the interface between the solid and liquid phases is moving as the latent heat is absorbed or released at the interface; as a resuit, the location of the solid-liquid interface is not known a priori and must follow as a part of the solution. In the solidification of pure substances, like water, the solidification takes place at a discrete temperature, and the solid and liquid phases are separated by a sharp moving interface. On the other hand, in the solidification of mixtures, alloys, and impure materials the solidification takes place over an extended temperature range, and as a result the solid and liquid phases are separated by a two-phase moving region.
Early analytic work on the solution of phase-change problems include those by Lamé and Clapeyron [1] in 1831 and by Stefan [2] in 1891 in relation to the ice formation. The fundamental feature of this type of problem is that the location of the boundary is both unknown and moving, and that the parabolic heat conduction equation is to be solved in a region whose boundary is also to be determined. Although references 1,2 are the early published works on this subject, the exact solution of a more general phase-change problem was discussed by F. Neumann in his lectures in the 1860s, but his lecture notes containing these solutions were not published until 1912. Since then, many phase-change problems have appeared in the literature, but the exact solutions are limited to a number of idealized

## I1-1 MATHEMATICAL FORMULATION <br> OF PHASE-CHANGE PROBLEMS

To illustrate the mathematical formulation of phase-change problems, we consider first a one-dimensional solidification problem and then a melting problem.

Interface Condition for One- and Multidimensiomal Phase Change Problems
Solidification Prohlem. A liquid having a single phase-change temperature $T_{m}$ is conlined to a semiinfinite region $0<x<\infty$. Initially, the liquid is at a uniform temperature $T_{i}$ which is higher than the phase-change temperature $T_{\mathrm{m}}$. At time $t=0$, the temperature of the boundary surface $x=0$ is suddenly lowered to a temperature $T_{0}$, which is less than the melt temperature $T_{\mathrm{m}}$ and is maintained at that temperature for times $r>0$. The solidification starts at the boundary surface $x=0$ and the solid-liquid interface $x=s(t)$ moves in the positive $x$ direction.

Figure 11-1a shows the geometry and coordinates for such a one-dimensional solidification problem. The temperatures $T_{\mathrm{s}}(x, t)$ and $T_{1}(x, t)$ for the solid and liquid phases, respectively, are governed by the standard diflusion equations given by

$$
\begin{align*}
& -\quad \hat{a}^{2} T_{s}(x, t)=\frac{1}{\lambda x_{s}^{2}} T_{x_{s}(x, t)}^{\lambda_{t}} \tag{11-1a}
\end{align*}
$$

$$
\begin{align*}
& \text { in } s(t)<x<\pi s, \quad t>0 \tag{11-1b}
\end{align*}
$$

where we assumed constant properties for the solid and liquid phases. Here, $s(t)$


Fig. 11-1 Geometry and coordinates for one-dimensional ( $a$ ) solidification and ( $b$ ) melting problems.
is the location of the solid-liquid interface which is not known a priori, hence must be determined as a part of the solution. The subscripts $s$ and $l$ refer, respectively, to the solid and liquid phases. Therefore, the problem involves three unknowns, namely, $T_{s}(x, t), T_{1}(x, t)$, and $s(t)$. An additional equation governing $s(t)$ is determined by considering an interface energy balance at $x=s(t)$, stated as
$\left[\begin{array}{l}\text { Conduction } \\ \text { heat flux in } \\ \text { the negative } x \\ \text { direction through } \\ \text { the solid phase }\end{array}\right]-\left[\begin{array}{l}\text { conduction } \\ \text { heat flux } \\ \text { in the negative } x \\ \text { direction through } \\ \text { the liquid phase }\end{array}\right]=\left[\begin{array}{l}\text { rate of heat } \\ \text { liberated during } \\ \text { solidification } \\ \text { per unit area or } \\ \text { interface }\end{array}\right]$
or

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-k_{\mathrm{r}} \frac{\partial T_{1}}{\partial x}=\rho L \frac{d s(t)}{d t} \quad \text { at } \quad x=s(t), \quad t>0 \tag{11-2b}
\end{equation*}
$$

where $L$ is the latent heat per unit mass [i.e., (Ws)/kg] associated with the phase change. For the time being we neglected the density difference for the solid and liquid phases and assumed $\rho_{1}=\rho_{\mathrm{s}}=\rho$ at the solid-liquid interface.

The continuity of temperature at the solid liquid interface is given by

$$
\begin{equation*}
T_{\mathrm{s}}^{\prime}(x, t)=T_{i}(x, t)=T_{\mathrm{m}} \quad \text { at } \quad x=s(t) \tag{11-3}
\end{equation*}
$$

where $T_{s}(x, t)$ and $T_{1}(x, t)$ are the solid and liquid phase temperature at $x=s(t)$, respectively, and $T_{\mathrm{m}}$ is the phase-change temperature.

Summarizing, equations (111a), (111b), and (112b) provide three differential equations that govern the temperature distributions in the solid and liquid phases and the position $s(t)$ of the solid-liquid interface.

Equation (11-3) provides two boundary conditions. Other boundary conditions and the initial conditions are specified depending on the nature of the physical conditions at the boundary surfaces. This matter will be illustrated later in this chapler with specific examples.

Melting Problem. We now consider a solid having a single phase-change temperature $J_{\mathrm{m}}$ confined to a semiinfinite region $0<x<\infty$. Initially, the solid is at a uniform temperature $T_{i}$ that is lower than the phase-change temperature $T_{\mathrm{m}}$. At time $t=0$, the temperature of the boundary surface $x=0$ is suddenly raised to a temperature $T_{0}$, which is higher than the melting temperature $T_{\mathrm{m}}$ and maintained at that temperature for times $t>0$. We assume that the coordinate system for this melting problem is arranged as illustrated in Fig. 11-1b, so that the solidliquid interface moves in the positive $x$ direction as in the case of the solidification problem. The governing differential equations for this problem, assuming
constant properties for each phase, are given by

$$
\begin{array}{lll}
\frac{\partial^{2} T_{1}(x, t)}{\partial x^{2}}=\frac{1}{\alpha_{1}} \frac{\partial T_{1}(x, t)}{\partial t} & \text { in } & 0<x<s(t), \quad t>0 \\
\partial^{2} T_{s}(x, t) \\
\partial x^{2} & =\frac{\partial T_{s}(x, t)}{\alpha_{s}} \partial_{t} & \text { in }  \tag{11-4b}\\
s(t)<x<\infty, \quad t>0
\end{array}
$$

and an encrgy balance at the solid-liquid interface $x=s(t)$ shows that the resulting interface energy balance equation is exactly the same as given by equation (11-2b); hence we have

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-k_{1} \frac{\partial T_{1}}{\partial x}=\rho L \frac{d s(t)}{d t} \quad \text { at } \quad x=s(t), \quad t>0 \tag{11-4c}
\end{equation*}
$$

Thus, equations ( $11-4 a, b, c$ ) provide three differential equations for the determination of the three unknowns $T_{s}(x, t), T_{1}(x, t)$, and $s(t)$ for the melting problem considered here. Appropriate boundary and initial conditions need to be specified for their solution.

We note that, in the interface energy-balance equation (11-2b) or (11-4c), the term $d s(t) / d$ represents the velocity of the interface in the positive $x$ direction, hence we write

$$
\begin{equation*}
\frac{d s(t)}{d t} \equiv v_{x}(t) \tag{11-5a}
\end{equation*}
$$

Then the interface energy-balance equation can be written as

$$
\begin{equation*}
k_{5} \frac{\partial T_{s}}{\partial x}-k_{1} \frac{\partial T_{1}}{\partial x}=\rho L v_{x}(t) \quad \text { at } \quad x=s(t) \tag{11-5b}
\end{equation*}
$$

Effects of Density Change. The difference in the density of phases at the interface during phase change gives rise to liquid motion across the interface. Usually $\rho_{\mathrm{s}}>\rho_{\mathrm{j}}$, except for water, bismuth, and antimony, for which $\rho_{\mathrm{s}}<\rho_{1}$.

To illustrate the effects of density change, we consider the onc-dimensional solidification problem illustrated in Fig. 11-1a. Let $p_{s}>\rho_{1}$ and

$$
\begin{aligned}
v_{x} & =\text { velocity of the interface } \\
v_{1} & =\text { velocity of the liquid at the interface }
\end{aligned}
$$

$H_{3}, H_{1}=$ enthalpies per unit mass of the material for the solid and liquid phases at the interface

In the physical situation considered in Fig. 11-1 $a$, the interface velocity $v_{x}$ is in
the positive $x$ direction, and for $p_{s}>\rho_{1}$ the motion of the liquid is in the opposite direction. Then, the energy balance at the interface allowing for the contributions of various diffusive and convective energy transfer becomes

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-k_{1} \frac{\partial T_{1}}{\partial x}=\left(\rho_{1} H_{1}-\rho_{\mathrm{s}} H_{\mathrm{s}}\right) v_{x}-\rho_{1} H_{1} v_{\mathrm{I}} \quad \text { at } \quad x=s(t) \tag{11-6}
\end{equation*}
$$

The mass-conservation equation at the interfate may be writfen as

$$
\begin{align*}
& \left(\rho_{1}-\rho_{\mathrm{s}}\right) v_{x}=\rho_{1} v_{1}  \tag{11-7a}\\
& v_{1}=-\frac{\rho_{\mathrm{s}}-\rho_{\mathrm{t}}}{\rho_{1}} v_{x} \tag{11-7b}
\end{align*}
$$

Eliminating $v_{1}$ from equation (11-6) by means of equation (11-7b) we obtain

$$
\begin{equation*}
k_{s} \frac{\partial T_{s}}{\partial x}-k_{1} \frac{\partial T_{1}}{\partial x}=\rho_{s} L v_{x} \tag{11-8a}
\end{equation*}
$$

since

$$
\begin{equation*}
H_{1}-H_{\mathrm{s}}=L=\text { the latent heat } \tag{11-8b}
\end{equation*}
$$

which is similar to equation $(11-40)$ except $\rho$ is now replaced by $\rho_{\mathrm{s}}$.
Effects of Convection. Consider the solidification problem illustrated in Fig. 11-1a. If the heat transfer from the liquid phase to the solid-liquid interface is controlled by convection, and hence diffusion in the liquid phase is neglected, the interface energy-balance equation (11-2b) takes the form

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-h\left(T_{\infty}-T_{\mathrm{m}}\right)=\rho L \frac{d s(t)}{d t} \quad \text { at } \quad x=s(t) \tag{11-9}
\end{equation*}
$$

where $h$ is the heat transfer coeflicient for the liquid side, $T_{\infty}$ is the bulk temperature of the liquid phase, and $T_{\mathrm{m}}$ is the melting-point temperature at the interface.

In the case of the melting problem illustrated in Fig. 11-1b, if convection is dominant in the liquid phase, equation (11-9) is applicable if the minus sign before $h$ is changed to the plus sign.

Nonlinearity of Interface Condition:--The interface-boundary-eonditions given by equations (11-2b) and (11-9) are nonlinear. To show the nonlinearity of these equations, we need to relate $d s(t) / d t$ to the derivative of temperatures. This is done by taking the total derivative of the interface equation (11-3)

$$
\begin{equation*}
\left[\frac{\partial T_{5}}{\partial x} d x+\frac{\partial T_{s}}{\partial t} d t\right]_{x=s(t)}=\left[\frac{\partial T_{1}}{\partial x} d x+\frac{\partial T_{1}}{\partial t} d t\right]_{x=s(t)}=0 \tag{11-10a}
\end{equation*}
$$

$$
\frac{\partial T_{\mathrm{s}} d s(t)}{\partial x}+\frac{\partial T_{\mathrm{s}}}{\partial t}=\frac{\partial T_{1} d s(t)}{\partial x d t}+\frac{\partial T_{1}}{\partial t}=0-\quad \text { at } \quad x=s(t) \quad(11-10 \mathrm{~b})
$$

which can be rearranged as

$$
\begin{equation*}
-\quad \frac{d s(t)}{d t}=-\frac{\partial T_{s} / \partial t}{\partial T_{s} / \partial x} \quad \text { and } \quad \frac{d s(t)}{d t}=-\frac{\partial T_{1} / \partial t}{\partial T_{1} / \partial x} \tag{11-10c}
\end{equation*}
$$

Introducing these results, for example, into equation (1t-2b) we obtain

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-k_{1} \frac{\partial T_{1}}{\partial x}=-\rho L \frac{\partial T_{\mathrm{s}} / \partial t}{\partial T_{1} / \partial x}=-\rho L \frac{\partial T_{1} / \partial t}{\partial T_{\mathrm{s}} / \partial x} \tag{11-10~d}
\end{equation*}
$$

The nonlinearity of this equation is now apparent.
Generalization to Multidimension. The interface energy-balance equation developed above for the one-dimensional case is now generalized for the multidimensional situations. Figure 11-2 illustrates a solidification in a three-dimensional region. The solid and liquid phases are separated by a sharp interface defined by the equation

$$
\begin{equation*}
F(x, y, z, t)=0 \tag{11-11}
\end{equation*}
$$

The requirement of the continuity of temperatures at the interface becomes

$$
\begin{equation*}
T_{\mathrm{s}}(x, y, z, t)=T_{1}\left(x, y^{\prime}, z, t\right)=T_{\mathrm{m}} \quad \text { at } \quad F(x, y, z, t)=0 \tag{11-12}
\end{equation*}
$$

The interface energy-balance equation is written as

$$
\begin{equation*}
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial n}-k_{\mathrm{l}} \frac{\partial T_{1}}{\partial n}=\rho L v_{n} \quad \text { at } \quad F(x, y, z, t)=0 \tag{11-13}
\end{equation*}
$$



Fig. 11-2 Solidification in three dimensions. Interface is moving in the direction $\mathbf{n}$.
where $\partial_{/} / \partial_{n}$ denotes the derivative at the interface along the normal direction vector $n$ at any location $P$ on the interface and pointing toward the liquid region and $v_{n}$ is-the velocity of this interface at the location $P$ in the direction $n$. Here we assumed that the densities of the solid and liquid phases are the same.

The interface energy-balance equation (11-13) is not in a form suitable for developments of analytic or numerical solutions of the phase-change problems. An alleraative form of this equation is given by [95]

$$
\begin{equation*}
\left[1+\left(\frac{\partial s}{\partial x}\right)^{2}+\left(\frac{\partial s}{\partial y}\right)^{2}\right]\left[k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial z}-k_{1} \frac{\partial T_{1}}{\partial z}\right]=\rho L \frac{\partial s}{\partial t} \quad \text { at } \quad z=s(x, y, t) \tag{11-14}
\end{equation*}
$$

This form of the interface energy balance equation is analogous to the form given by equation (11-2b) for the one-dimensional case; therefore, it is more suitable for numerical or analytic purposes. We now examine some special cases of equation (11-14).

For the two-dimensional problem involving ( $x, z, t$ ) variables, if the location of the solid-liquid interface is specified by the relation $F(x, z, t)=z-s(x, t)=0$, then equation ( $11-14$ ) reduces to

$$
\begin{equation*}
\left[1+\left(\frac{\partial s}{\partial \partial_{x}}\right)^{2}\right]\left[k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial_{z}}-k_{1} \frac{\partial T_{1}}{\partial z}\right]=\rho L \frac{\partial s}{\partial \mathrm{t}} \quad \text { at } \quad z=s(x, t) \tag{11-15}
\end{equation*}
$$

This equation is the same as that used in references 25,38 , and 39 for interface boundary condition in the analysis of two-dimensional phase-clange problems.

For the one-dimensional problem involving $(z, t)$ variables, if the location of the solid-liquid interface is given by $F(z, t)=z-s(t)=0$, equation(11-14) reduces to

$$
\begin{equation*}
k_{\mathrm{s}} \cdots T_{\mathrm{s}}-k_{1} \frac{\partial T_{1}}{\partial z}=\rho L \frac{d s}{d t} \quad \text { at } \quad z=s(t) \tag{11-16}
\end{equation*}
$$

which is identical to cquation (11-2b) if $z$ is replaced by $x$.
In the cylindrical coordinate system involving $(r, \phi, t)$ variables, if the toeation of the solid liquid interface is given by $f(r, \phi, 1)=r \rightarrow s(\phi, t)=0$, then the corresponding form of equation (11-14) becomes

$$
\begin{equation*}
\left[1+\frac{1}{s^{2}}\left(\frac{\partial s}{\partial \phi}\right)^{2}\right]\left[k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial r}-k_{1} \frac{\partial T_{1}}{\partial r}\right]=\rho L \frac{\partial s}{\partial t} \quad \text { at } \quad r=s(\phi, t) \tag{11-17}
\end{equation*}
$$

In the cylindrical coordinate system involving $(r, z, t)$ variables, if the location of the solid-liquid interface is given as $F(r, z, t)=z-s(r, t)=0$, the interface
equation takes the form

$$
\begin{equation*}
\left[1+\left(\frac{\partial s}{\partial r}\right)^{2}\right]\left[k_{s} \frac{\partial T_{s}}{\partial z}-k_{1} \frac{\partial T_{1}}{\partial z}\right]=\rho L \frac{\partial s}{\partial t} \quad \text { at } \quad z=s(r, t) \tag{11-18}
\end{equation*}
$$

## Dimensionless Variables of Phase-Change Problem

The role of dimensiontess variables in phase-change problems is envisioned better if the interface energy-balance equation (11-2b) is expressed in the dimensionless form as

$$
\begin{equation*}
\frac{\partial \theta_{\mathrm{s}}}{\partial \eta}-\frac{k_{1}}{k_{\mathrm{s}}} \frac{\partial \theta_{1}}{\partial \eta}=\frac{1}{S t e} \frac{d \delta(\tau)}{d \tau} \tag{11-19}
\end{equation*}
$$

$$
\begin{align*}
& \theta_{i}(\tau, \eta)=\frac{T_{i}(x, t)-T_{m}}{T_{\mathrm{m}}-T_{0}}, \quad i=\text { sor } ; \quad \eta=x / b ; \\
& \delta(\mathrm{r})=\frac{s(t)}{b} ; \quad \tau=\frac{\alpha_{s} t}{b^{2}} ; \quad S t c=\begin{array}{c}
C_{p s}\left(T_{11}-T_{\mathrm{u}}\right) \\
L
\end{array} \tag{11-20}
\end{align*}
$$

Here, $b$ is a reference length, $L$ is the latent heat, $C_{p s}$ is the specific heat, $T_{\mathrm{m}}$ is the metting temperature, $T_{0}$ is a reference temperature, $s(t)$ is the location of the solid-liquid interface, and Ste is the Stefan number, named after J. Stefan. The above dimensionless variables, other than the Stefan number, are similar to those frequently used in the standard heat conduction problems; the Stefan number is associated with the phase-change process.

The Stefan number signifies the importance of sensible heat relative to the latent heat. If the Stefan number is small, say, less than approximately 0.1 , the heat releascd or absorbed by the interface during phase change is affected very little as a result of the variation of the sensible heat content of the material during the propagation of heat through the medium. For materials such as aluminum, copper, iron, lead, nickel, and tin, the Stefan number based on a temperature difference between the melting temperature and the room temperature varies from 1 to 3 . For meiting or solidification processes taking place with much smaller temperature differences, the Stefan number is much smaller. For example, in phase-change problems associated with thermat encrgy storage, the temperafure lifferences are sumall; as a result the Stefan number is generally smaller flam 0.1.

## 11-2 EXACT SOLUTION OF PHASE-CHANGE PROBLEMS

The exact solution of phase-change problems is limited to few idealized situations for the reasons stated previously. They are mainly for the cases of one-dimensional infinite or semiinfinite regions and simple boundary conditions, such as the
prescribed temperature at the boundary surface. Exact solutions are obtainable if the problem admits a similarity solution allowing the two independent variables $x$ and $t$ merge into a single similarity variable $x / t^{112}$. Some exact solutions can be found in references 3 and 4 . We present below some of the exact solutions of phase-change problems.

## Example 11.1

Sohidification of a Supartooled Iiquad in a IIalf-Space (Ont-1'hatse Iroblem). A supercooled liquid at a uniform temperature $T_{i}$ which is lower than the solidification (or melting) temperature $T_{\mathrm{m}}$ of the solid phase is confined to a hall-space $x>0$. It is assumed that the solidification starts at the surface $x=0$ at time $t=0$ and the solid-liquid interface moves in the positive $x$ direction. Figure 11-3 illustrates the geometry, the coordinates, and the temperature profiles. The solid phase being at the uniform temperature $T_{\mathrm{m}}$ throughout, there is no heat transfer through it; the heat released during the solidification process is translerred into the super-cooled liquid and raises its temperature. The temperature distribution is unknown only in the liquid phase; hence the problem is a one-phase problem. In the following analysis we determine the temperature distribution in the liquid phase and the location of the solid .liquid interface as a function of time.

Solution. Before presenting the analysis for the solution of this problem we discuss the implications of the supercooling of a liquid. If a liquid is cooled very slowly, the bulk temperature may be lowered below the solidification temperature and the liquid in such a state is called a supercooled liquid. After supercooling reaches some critical temperature, the solidification starts, and heat released during freezing raises the temperature of the supercooled liquid. Little is known about the actual condition of the solid-liquid interface during the soliditication of a supercooled liquid. During the solidilication of supercooled water the interface may grow as a dentritic surface consisting of thin, plate-like crystals of ice interspersed in water rather than moving as a sharp interface [96]. As a result, it is a very complicated matter to include in the analysis the effects of irregular surface conditions. Therefore, in the following solution only an idealized situation is considered. Namely, it is assumed that


Fig. 11-3 Solidification of supercooled liquid in a half-space. One-phase problem.
the solid-liquid interface is a sharp surface whose motion is similar to that encountered in the normal solidification process. The mathematical formulation for the liquid phase is given as

$$
\begin{align*}
& a^{2} T_{1}=1 \imath^{2} T_{1}(x, t) \\
& { }_{\lambda} x^{2}=\frac{1}{\alpha_{1}} \frac{T_{1}(x)}{\lambda}  \tag{11-21}\\
& \text { in } s(t)<x<\infty, \quad t>0 \\
& \because \quad T_{i}(x, t) \rightarrow T_{i}  \tag{11-22a}\\
& \text { as } \\
& x \rightarrow \infty, \quad r>0 \\
& T_{1}(x, t)=T_{i}  \tag{1-22b}\\
& \text { for } \quad t=0 \\
& \text { in } x>0
\end{align*}
$$

and for the interface as

$$
\begin{array}{lll}
T_{1}(x, t)=T_{\mathrm{m}} & \text { at } & x=s(t), \quad t>0 \\
-k_{1} \stackrel{\partial T_{1}(x, t)}{\lambda \cdot x}=\rho L \frac{d s(t)}{d t} & \text { at } & x=s(t), \quad t>0
\end{array}
$$

The interface equation (1!-23b) states that the heat liberated at the interface as a result of solidification is equal to the heat conducted into the supercooled liquid. No equations are needed for the solid phase because it is at uniform temperature $T_{\mathrm{n}}$. Recalling that erfc $\left[x / 2\left(\alpha_{1} t\right)^{1 / 2}\right]$ is a solution of the heatconduction equation (11-21), we choose a solution for $T_{1}(x, t)$ in the form

$$
\begin{equation*}
T_{1}(x, t)=T_{i}+B \operatorname{crfc}\left[x / 2\left(\alpha_{1} t\right)^{1 / 2}\right] \tag{11-24}
\end{equation*}
$$

where $B$ is an arbitrary constant. This solution satisfies the differential equation (11-21), the boundary condition (11-22a), and the initial condition (11-22b) since $\operatorname{erfc}(\infty) \fallingdotseq 0$. If we require that the solution (11-24) should also satisfy the interface condition (11-23a), we find

$$
\begin{equation*}
T_{\mathrm{m}}=T_{i}+B \operatorname{erfc}(\lambda) \tag{II-25a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{s(1)}{2\left(x_{1} f^{\prime}\right)^{\prime 2}} \tag{11-25b}
\end{equation*}
$$

Since equation (1-25a) should be satisfied for all times, the parameter $i$ must be a constant. Equation (11-25a) is solved for the coefficient $B$

$$
\begin{equation*}
B=\frac{T_{\mathrm{m}}-T_{i}}{\operatorname{er\lceil c}(\lambda)} \tag{11-26}
\end{equation*}
$$

and this result is introduced into equation (11-24). We obtain

$$
\begin{equation*}
\frac{T_{1}(x, t)-T_{i}}{T_{\mathrm{m}}-T_{i}}=\frac{\operatorname{ercc}\left[x / 2\left(\alpha_{1} t\right)^{1 / 2}\right]}{\operatorname{erfc}(\lambda)} \tag{11-27}
\end{equation*}
$$

Finally, the interface energy-balance equation (11-23b) provides the additional relationship for the determination of the parameter $\lambda$. Namely, substituting $s(t)$ and $T_{1}(x, t)$ from equations (11-25b) and (11-27), respectively, into equation (11-23b) and after performing the indicated operations, we obtain the following transcendental equation for the determination of $\lambda$

$$
\begin{equation*}
\lambda e^{\lambda^{2}} \operatorname{erfc}(\lambda)=\frac{C_{p}\left(T_{\mathrm{m}}-T_{i}\right)}{L \sqrt{\pi}} \tag{11-28}
\end{equation*}
$$

TABLE 11-1 Tabulation of Equation (11-28)

|  | $\lambda e^{\lambda^{2}} \operatorname{erfc}(\lambda)=\frac{C_{p}\left(T_{\mathrm{m}}-T_{i}\right)}{L \sqrt{\pi}}$ |
| :--- | :---: |
| 0.00 | $0.00000 \mathrm{E}+00$ |
| 0.10 | $8.96457 \mathrm{E}-02$ |
| 0.20 | $1.61804 \mathrm{E}-01$ |
| 0.30 | $2.20380 \mathrm{E}-01$ |
| 0.40 | $2.68315 \mathrm{E}-01$ |
| 0.50 | $3.07845 \mathrm{E}-01$ |
| 0.60 | $3.40683 \mathrm{E}-01$ |
| 0.70 | $3.68151 \mathrm{E}-01$ |
| 0.80 | $3.91280 \mathrm{E}-01$ |
| 0.90 | $4.10878 \mathrm{E}-01$ |
| 1.00 | $4.27584 \mathrm{E}-01$ |
| 1.10 | $4.41904 \mathrm{E}-01$ |
| 1.20 | $4.54245 \mathrm{E}-01$ |
| 1.30 | $4.64935 \mathrm{E}-01$ |
| 1.40 | $4.74241 \mathrm{E}-01$ |
| 1.50 | $4.82378 \mathrm{E}-01$ |
| 1.60 | $4.89525 \mathrm{E}-01$ |
| 1.70 | $4.95828 \mathrm{E}-01$ |
| 1.80 | $5.01408 \mathrm{E}-01$ |
| 1.90 | $5.06368 \mathrm{E}-01$ |
| 2.00 | $5.10791 \mathrm{E}-01$ |
| 2.50 | $5.27016 \mathrm{E}-01$ |
| 3.00 | $5.37003 \mathrm{E}-01$ |
| 3.50 | $5.43528 \mathrm{E}-01$ |
| 4.00 | $5.47998 \mathrm{E}-01$ |

and $\lambda$ is the root of this equation. Knowing $\lambda$, we can determine the location of the solid-liquid interface $s(t)$ from equation ( $11-25 \mathrm{~b}$ ) and the temperature distribution $T_{i}(x, t)$ in the liquid phase from equation (11-27).

In Table 11-1 we present the values of $\lambda e^{\lambda^{2}} \operatorname{erfc}(\lambda)$ against $\lambda$. Thus, knowing the Stefan number, $\lambda$ is determined from this table.

## Example 11-2

Meflimg in a Half-Space (One-Phase Problem). A solid at the solidification for melting) temperature $T_{\mathrm{n}}$ is confined to a hall-space $x>0$. At time $t=0$, the temperature of the boundary surface at $x=0$ is raised to $T_{0}$, which is higher than $T_{m}$ and maintained at that temperature for times $t>0$. As a result melting starts at the surface $x=0$ and the solid-liquid interface moves in the positive $x$ direction. Figure 11-4 shows the coordinates and the temperature profiles. The solid phase being at a constant temperature $T_{\mathrm{m}}$ throughout, the temperature is unknown only in the liquid phase, hence the problem is a one-phase problem. In the following analysis the temperature distribution in the liquid phase and the location of the solid-liquid interface are determined, as a function of time.

Solution. The mathematical formulation for the liquid-phase is given as

$$
\begin{array}{llll}
\partial^{2} T_{1}(x, t) & \frac{1}{\partial x^{2}}=\frac{\partial T_{1}(x, t)}{\alpha_{1}} \frac{\text { in }}{\partial t} & 0<x<s(t), & 1>0 \\
T_{1}(x, t)=T_{0} & \text { at } & x=0, & t>0 \tag{11-29b}
\end{array}
$$

and for the interface as

$$
\begin{array}{llll}
T_{1}(x, t)=T_{n 1} & \text { at } & x=s(t), & t>0 \\
-k_{1} \frac{\partial T_{1}}{\partial x}=\rho L \frac{d s(t)}{d t} & \text { at } & x=s(t), & t>0
\end{array}
$$



Fig. 11-4 Melting in a half-space. One-phase problem.

No equations are needed for the solid phase because it is at the melting temperature $T_{\mathrm{m}}$ throughout. If we assume a solution in the form

$$
\begin{equation*}
\left.T_{1}(x, t)=T_{0}+B \operatorname{erf}\left[x / 2\left(x_{1}\right)\right)^{1 \cdot 2}\right] \tag{11-31}
\end{equation*}
$$

where $B$ is an arbitrary constant, the differential equation (11-29a) and the boundary condition ( $11-29 \mathrm{~b}$ ) are satisfied since $\operatorname{erf}(0)=0$. If we impose the condition that this solution should also satisly the boundary condition (11-30a) at $x=s(t)$, we obtain

$$
\begin{equation*}
T_{\mathrm{m}}=T_{0}+B \operatorname{erf}(\mathrm{i}) \tag{11-32a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{s(t)}{2\left(\alpha_{1} t\right)^{1 / 2}} \quad \text { or } \quad s(t)=2 \AA\left(\alpha_{1}\right)^{t_{i 2}} \tag{11-32b}
\end{equation*}
$$

Equation (11-32a) implies that $i$ should be a constant. Then the coefficient $B$ is determined from equation (11-32a) as

$$
\begin{equation*}
B=\frac{T_{\mathrm{m}}-T_{0}}{\operatorname{err}(\lambda)} \tag{11-33}
\end{equation*}
$$

Introducing equation (11-33) into (11-31) we obtain

$$
\begin{equation*}
\frac{T_{1}(x, t)-T_{0}}{T_{\mathrm{m}}-T_{0}}=\frac{\operatorname{erf}\left[x / 2\left(x_{1} t\right)^{1 / 2}\right]}{\operatorname{erf}(\lambda)} \tag{11-34}
\end{equation*}
$$

Finally, we utilize the interface condition (11-30b) to obtain an additional relationship for the determination of the parameter $\lambda$. When $s(t)$ and $T_{t}(x, t)$ from equations (11-32b) and (1-34), respectively, are introduced into equation (11-30b), the following transcendental equation, similar to equation (11-28), is obtained for the determination of $\lambda$

$$
\begin{equation*}
\dot{\lambda} e^{i^{2}} \operatorname{crr}(\dot{i})=\frac{C_{p}\left(T_{0}-T_{m}\right)}{L \sqrt{\pi}} \tag{11-35}
\end{equation*}
$$

and $\lambda$ is the root of this equation. Knowing $\lambda$, , (f) is determined from equation (11-32b) and $T_{1}(x, t)$ from equation (11-34).

In Table 11-2 we present the values of $\lambda e^{\lambda^{2}}$ erf $(\lambda)$ against $\lambda$. Thus, knowing the Stefan number, $\lambda$ is determined from this table.

## Example 11-3

Solidification in a Half-Space (Two-phase Problem). A liquid at a uniform temperature $T_{i}$ that is higher than the melting temperature $T_{\mathrm{m}}$ of the solid

TABLE 11-2 Tabulation of Equation (11-35)

|  | $\lambda e^{\lambda 2} \operatorname{er}(\lambda)=\frac{C_{p}\left(T_{0}-T_{m}\right)}{L \sqrt{\pi}}$ |
| :--- | :---: |
| 0.00 | $0.00000 \mathrm{E}+00$ |
| 0.10 | $1.13593 \mathrm{E}-02$ |
| 0.20 | $4.63583 \mathrm{E}-02$ |
| 0.30 | $1.07872 \mathrm{E}-01$ |
| 0.40 | $2.01089 \mathrm{E}-01$ |
| 0.50 | $3.34168 \mathrm{E}-01$ |
| 0.60 | $5.19315 \mathrm{E}-01$ |
| 0.70 | $7.74470 \mathrm{E}-01$ |
| 0.80 | $1.12590 \mathrm{E}+00$ |
| 0.90 | $1.61224 \mathrm{E}+00$ |
| 1.00 | $2.29070 \mathrm{E}+00$ |
| 1.10 | $3.24693 \mathrm{E}+00$ |
| 1.20 | $4.61059 \mathrm{E}+00$ |
| 1.30 | $6.58039 \mathrm{E}+00$ |
| 1.40 | $9.46482 \mathrm{E}+00$ |
| 1.50 | $1.37492 \mathrm{E}+01$ |
| 1.60 | $2.02078 \mathrm{E}+01$ |
| 1.70 | $3.00928 \mathrm{E}+01$ |
| 1.80 | $4.54593 \mathrm{E}+01$ |
| 1.90 | $6.97291 \mathrm{E}+01$ |
| 2.00 | $1.08686 \mathrm{E}+02$ |
| 2.50 | $1.29451 \mathrm{E}+03$ |
| 3.00 | $2.43087 \mathrm{E}+04$ |
| 3.50 | $7.31434 \mathrm{E}+05$ |
| 4.00 | $3.55444 \mathrm{E}+07$ |

phase is confined to a half-space $x>0$. At time $t=0$ the boundary surface at $x=0$ is lowèred to a temperature $T_{0}$ below $T_{\mathrm{m}}$ and maintained at that temperature for times $t>0$. As a result, the solidification starts at the surface $x=0$ and the solid-liquid interface moves in the positive $x$ direction. Figure $11-5$ illustrates the coordinates and the temperatures. This problem is a two-phase problem because the temperatures are unknown in both the solid and liquid phases. In the following analysis we determine the temperature distributions in both phases and the location of the solid- liquid interface. This problem is more general than the ones considered in the previous examples; its solution is known as Neumam's solution.
Solution. The mathematical formulation of this problem for the solid phase is given as

$$
\begin{array}{llll}
\frac{\partial^{2} T_{s}}{\partial x^{2}}=\frac{1}{x_{s}} \frac{\partial T_{s}(x, t)}{\partial t} & \text { in } & 0<x<s(t), & t>0 \\
T_{s}(x, t)=T_{0} & \text { at } & x=0, & 1>0 \tag{11-36b}
\end{array}
$$



Fig. 11-5 Solidification in a half-space. Two-phase problem.
for the liquid phase as

$$
\begin{array}{llll}
\frac{\partial^{2} T_{1}}{\partial x^{2}}=\frac{1}{\alpha_{1}} \frac{\partial T_{1}(x, t)}{\partial t} & \text { in } & s(t)<x<\infty, & t>0 \\
T_{1}(x, t) \rightarrow T_{i} & \text { as } & x \rightarrow \infty, & t>0 \\
T_{1}(x, t)=T_{i} & \text { for } & t=0, & \text { in } x>0 \tag{11-37c}
\end{array}
$$

and the coupling conditions at the interface $x=s(t)$ as

$$
\begin{array}{ll}
T_{\mathrm{s}}(x, t)=T_{1}(x, t)=T_{\mathrm{m}} & \text { at } \quad x=s(t), \quad t>0 \\
k_{\mathrm{s}} \frac{\partial T_{\mathrm{s}}}{\partial x}-k_{\mathrm{1}} \frac{\partial T_{1}}{\partial x}=\rho L \frac{d s(t)}{d t} & \text { at } \quad x=s(t), \quad t>0 \tag{11-38b}
\end{array}
$$

If we choose a solution for $T_{s}(x, t)$ in the form

$$
\begin{equation*}
T_{s}(x, t)=T_{0}+A \operatorname{er}\left[\left[x / 2\left(\alpha_{s} t\right)^{1 / 2}\right]\right. \tag{11-39}
\end{equation*}
$$

the differential equation (11-36a) and the boundary condition (11-36b) are satisficd.

If we choose a solution for $T_{1}(x, t)$ in the form

$$
\begin{equation*}
T_{1}(x, t)=T_{i}+B \operatorname{erfc}\left[x / 2\left(\alpha_{i} t\right)^{1 / 2}\right] \tag{11-40}
\end{equation*}
$$

the differential equation (11-37a), the boundary condition (11-37b), and the initial condition $(11-37 c)$ are satisfied. The constants $A$ and $B$ are yet to be determined.

Equations (11-39) and (11-40) are introduced into the interface condition (11-38a); we find

$$
\begin{equation*}
T_{0}+A \operatorname{erf}(\lambda)=T_{i}+B \operatorname{erfc}\left[\lambda\left(\frac{\alpha_{\mathrm{s}}}{\alpha_{\mathrm{t}}}\right)^{1,2}\right]=T_{\mathrm{m}} \tag{11-41a}
\end{equation*}
$$

where

$$
\lambda=\begin{gather*}
s(t) \\
2\left(\alpha_{s} t\right)^{1 / 2}
\end{gather*} \text { or } \quad s(t)=2 \lambda\left(\alpha_{s} t\right)^{1 / 2}
$$

Equation (11-4la) implies that $\lambda$ should be a constant. The coefficients $A$ and $B$ are determined from equations ( $11-41$ ) as

$$
\begin{equation*}
A=\frac{T_{\mathrm{m}}-T_{0}}{\operatorname{erf}(\lambda)}, \quad B=\frac{T_{\mathrm{m}}-T_{i}}{\operatorname{erfc}\left[\lambda\left(\alpha_{\mathrm{s}} / \alpha_{1}\right)^{1 / 2 / 2}\right]} \tag{11-42}
\end{equation*}
$$

Introducing the coefficients $A$ and $B$ into equations (11-39) and (11-40), we obtain the temperatures for the solid and liquid phases as

$$
\begin{align*}
& \frac{T_{s}(x, t)-T_{0}}{T_{\mathrm{m}}-T_{0}}=\frac{\operatorname{err}\left[x / 2\left(\alpha_{s} t\right)^{1 / 2}\right]}{\operatorname{erf}(\lambda)}  \tag{11-43a}\\
& \frac{T_{1}(x, t)-T_{i}}{T_{\mathrm{m}}-T_{i}}=\frac{\operatorname{erfc}\left[x / 2\left(x_{1} t\right)^{1 / 2}\right]}{\operatorname{ercc}\left[\lambda\left(\alpha_{s} / \alpha_{5}\right)^{1 / 2}\right]} \tag{11-43b}
\end{align*}
$$

The interface energy-balance equation (11-38b) is now used to determine the relation for the evaluation of the parameter $\lambda$. That is, when $s(t), T_{s}(x, t)$ and $T_{1}(x, t)$ from equations ( $\left.11-41 \mathrm{~b}\right)$; (11-43a), and (11-43b), respectively, are substituted into equation (11-38b), we obtain the following transcendental equation for the determination of $\lambda$ :

$$
\begin{equation*}
\frac{e^{-\lambda^{2}}}{\operatorname{err} \Gamma(\lambda)}+\frac{k_{1}}{k_{\mathrm{s}}}\left(\frac{\alpha_{\mathrm{s}}}{\alpha_{\mathrm{i}}}\right)^{1 / 2} \frac{T_{\mathrm{m}}-T_{\mathrm{i}}}{T_{\mathrm{m}}-T_{0}} \frac{e^{-\mathrm{i}^{2}\left(z_{\mathrm{s}} / \alpha_{0}\right)}}{\operatorname{er}\left[\mathrm{C}\left[\lambda\left(\alpha_{\mathrm{s}} / \alpha_{1}\right)^{1 / 2}\right]\right.}=\frac{\lambda L \sqrt{\pi}}{C_{p s}\left(T_{\mathrm{m}}-T_{0}\right)} \tag{11-44}
\end{equation*}
$$

Once $\lambda$ is known from the solution of this equation, $s(t)$ is determined from equation (11-4!b), $T_{s}(x, t)$ from equation (11-43a) and $T_{1}(x, t)$ from equation (1t-43b).

## Example 11-4

Solidification by a Line Heat Sink in an Infinite Medium with Cyclindrical Symmetry (Two-Phase Problem). A line heat sink of strength $Q, \mathrm{~W} / \mathrm{m}$ is located at $r=0$ in a large body of liquid at a uniform temperature $T_{i}$ higher than the melting (or solidification) temperature $T_{\mathrm{m}}$ of the medium. The heat sink is


Fiig. 11-6 Solidification by a line heat sink in an infinite medium with cylindrical symmetry. Two-phase problem.
activated at time $t=0$ to absorb heat continuously for times $t>0$. As a result, the solidification starts at the origin $r \rightarrow 0$ and the solid-liquid interface moves in the positive $r$ direction. Figure 11-6 shows the coordinates and the temperature profiles. The problem has cylindrical symmetry, and the temperatures being unknown in both regions, it is a two-phase problem. In this example, the temperature distributions in the solid and liguid phases, and the location of the solid-liquid interface as a function of time will be determined.
Solution. Paterson [97] has shown that the exact solution to the above problem is obtainable if the solution of the heat conduction equation is chosen as an exponential integral function in the form $E i\left(-r^{2} / 4 \alpha t\right)$. The function $-E_{i}(-x)$ is also denoted by $E_{1}(x)$ [99]. A tabulation of $E_{1}(x)$ function is given in Table 11-3 and a brief discussion of its properties is given in the note at the end of this chapter.

The mathernatical formulation of this problem is given for the solid phase as

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T_{s}}{\partial r}\right)=\frac{1}{\alpha_{\mathrm{s}}} \frac{\partial T_{s}(t, t)}{\partial t} \quad \text { in } \quad 0<r<s(t), \quad t>0 \tag{11-45}
\end{equation*}
$$

for the liquid phase as

| $\begin{array}{ll} 1 & \grave{r} \\ r \partial r \end{array}\left(\begin{array}{c} r \\ r \end{array} \frac{\partial r}{\partial r}\right)=\begin{gathered} 1 \\ \alpha_{1} \\ \partial T_{1}(r, t) \\ \partial t \end{gathered}$ | in | $s(t)<r<\infty$, | $1>0$ | (11-46) |
| :---: | :---: | :---: | :---: | :---: |
| $T_{1}(r, t) \rightarrow T_{i}$ | as | $r \rightarrow \infty$, | $1>0$ | (11-47: ${ }^{\text {a }}$ |
| $T_{1}(r, t)=T_{i}$ | for | $t=0$, | in $r>0$ | (11-47b) |

TABLE 11-3 $\quad E_{1}(x)$ or $-E i(-x)$ Function ${ }^{a}$

| $\times$ | $E_{1}(x)$ | $x$ | $E_{1}(x)$ | $x$ | $E_{1}(x)$ | $x$ | $E_{1}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | $\infty$ | 0.25 | -1.0442826 | 0.50 | 0.5597736 | 1.60 | 0.0863083 |
| 0.01 | 4.0379296 | 0.26 | 0.0138887 | 0.55 | 0.5033641 | 1.65 | 0.0802476 |
| 0.02 | 3.3547078 | 0.27 | 0.9849331 |  |  |  |  |
| 0.0 .1 | 2.9591187 | 0.28 | 0.9573083 | 0.60 | 0.4543795 | 1.70 | 0.0746 .546 |
| 00.4 | 2.8181 .6 .37 | 0.31 | 0.9309182 | 0.6 .5 | 0.411 .5170 | 1.7 .5 | 0.0.0, $12 \cdot 1587$ |
| 0.05 | 2.4678985 | 0.30 | 0.9056767 | 0.70 | 0.3737688 | 1.80 | 0.0647131 |
| 0.06 | 2.2953069 | 0.31 | 0.8815057 | 0.75 | 0.3403408 | 1.85 | 0.0602950 |
| 0.07 | 2.1508 .182 | 0.12 | 0.8583 .352 |  |  |  |  |
| 0.08 | 2.0269410 | 0.33 | 0.8361012 | 0.80 | 0.3105966 | 1.90 | 0.0562044 |
| 0.09 | 1.9187448 | 0.34 | 0.8147456 | 0.85 | 0.2840193 | 1.95 | 0.0524144 |
| 0.10 | 1.8229240 | 0.35 | 0.7942154 | 0.90 | 0.2601839 | 2.0 | 4.89005(-2) |
| 0.11 | 1.7371067 | 0.36 | 0.7744622 | 0.95 | 0.2387375 | 2.1 | 4.26143 |
| 0.12 | 1.6595418 | 0.37 | 0.7554414 |  |  |  |  |
| 0.13 | 1.5888993 | 0.38 | 0.7371121 | 1.00 | 0.2193839 | 2.2 | 3.71911 |
| 0.14 | 1.4241457 | 0.39 | 0.7194367 | 1.05 | 0.2018728 | 2.3 | 3.25023 |
| 0.15 | 1.4644617 | 0.40 | 0.7023801 | 1.10 | 0.1859909 | 2.4 | 2.84403 |
| 0.16 | 1.4091867 | 0.41 | 0.6859103 | 1.15 | 0.1715554 | 2.6 | 2.18502 |
| 0.17 | 1.3577806 | 0.42 | 0.6699973 |  |  |  |  |
| 0.18 | 1.3097961 | 0.4 .3 | 0.6546134 | 1.20 | 0.1584084 | 2.8 | 1.68553 |
| 0.19 | 1.2648 .584 | 0.44 | 0.6 .397328 | 1.25 | 0.14641 .34 | 3.0 | 1. 304184 |
| 0.20 | 1.2226505 | 0.45 | 0.6253313 | 1.30 | 0.1354510 | 3.5 | $6.97014(-3)$ |
| 0.21 | 1.1829020 | 0.46 | 0.6113865 | 1.35 | 0.1254168 | 4.0 | 3.77935 |
| 0.22 | 1.1453801 | 0.47 | 0.5978774 | 1.40 | 0.1162193 | 4.5 | 2.07340 |
| 0.23 | 1.1098831 | 0.48 | 0.5847843 | 1.45 | 0.1077774 | 5.0 | 1.14830 |
| 0.24 | 1.0762354 | 0.49 | 0.5720888 | 1.50 | 0.1000196 | $\infty$ | 0 |

${ }^{\circ}$ The figures in parentheses indicate the power of 10 by which the numbers to the lefl. and those below in the same column. are to te multiplied.
and for the solid-liquid interface as

$$
\begin{align*}
& T_{s}(r, t)=T_{1}(r, t)=T_{n}  \tag{11-48a}\\
& \text { at } \quad r=s(t), \quad t>0 \\
& k_{*}{ }_{\text {itr }} T_{\mathrm{i}} \cdot k_{1}{ }_{\text {ar }}^{a T_{1}}=\rho l_{d s}^{d s(t)} \quad \text { al } \quad r=s(t) . \quad 1>0 \tag{11-48b}
\end{align*}
$$

We now choose the solutions for the solid and liquid phases in the forms

$$
\begin{align*}
& T_{s}(r, t)=A-B E i\binom{-r^{2}}{-\cdots \alpha_{s} t} \quad \text { in } \quad 0<r<s(t) \quad \text { (11-49a) } \\
& -\quad T_{1}(r, t)=T_{i}-C E i\left(\frac{-r^{2}}{4 \alpha_{1} t}\right) \quad \text { in } \quad s(t)<r<\infty \quad(11-49 \mathrm{~b}) \tag{11-49b}
\end{align*}
$$

and the derivatives of these solutions with respect to $r$ are given as

$$
\begin{align*}
& \frac{\partial T_{\mathrm{s}}(r, t)}{\partial r}=-\frac{2 B}{r} e^{-r^{2} / 4 a_{\mathrm{a}} t}  \tag{11-49c}\\
& \partial T_{1}(r, t)=-\overbrace{r}^{2 C} e^{-r^{2} / 4 a_{1} t}
\end{align*}
$$

(11-49) $)$

The solution (11-49a) for $T_{s}(r, t)$ satisfies the differential equation (11-45), while the solution (11-49b) for $T_{1}(r, t)$ satisfies the differential equation (1 [-46), the boundary condition (11-47a), and the initial condition (11-47b) since $E i(-\infty)=0$. The remaining conditions are used to determine the coefficients $A, B$, and $C$ as now described. The energy balance around the line-heat sink is written as

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left[2 \pi r k_{s} \frac{\partial T_{s}}{\partial r}\right]=Q \tag{11-50a}
\end{equation*}
$$

Introducing equation (11-49c) into (11-50a) we find

$$
\begin{equation*}
B=-Q / 4 \pi k_{\mathrm{s}} \tag{11-50b}
\end{equation*}
$$

Equations (11-49a), (11-49b), and (11-50b) are introduced into the interface condition (11-48a)

$$
\begin{equation*}
A+\frac{Q}{4 \pi k_{\mathrm{s}}} E i\left(-\lambda^{2}\right)=T_{\mathrm{i}}-C E i\left(\frac{-\lambda^{2} \alpha_{\mathrm{s}}}{\alpha_{1}}\right)=T_{\mathrm{m}} \tag{11-51a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{s(t)}{2\left(\alpha_{s} t\right)^{1 / 2}} \tag{11-5ib}
\end{equation*}
$$

Since equation (11-51a) should be valid for all values of time, we conclude that 2 must be a constant. The coefficients $A$ and $C$ are solved from equations (11-51a); we lind

$$
\begin{equation*}
A=T_{\mathrm{m}}-\frac{Q}{4 \pi k_{\mathrm{s}}} E i\left(-\lambda^{2}\right) \tag{11-52a}
\end{equation*}
$$

$$
\begin{equation*}
C=\frac{T_{i}-T_{\mathrm{m}}}{E i\left(-\lambda^{2} \alpha_{\mathrm{s}} / \alpha_{1}\right)} \tag{11-52b}
\end{equation*}
$$

The derivative of $s(t)$ is obtained from equation (11-51b) as

$$
\begin{equation*}
\frac{d s(t)}{d t}=\frac{2 \alpha_{s} \lambda^{2}}{s} \tag{11-52c}
\end{equation*}
$$

hivicumal mikituv ue sucu...... .. ........ ...... --

Introducing equations (11-52a) and (11-52b) into equations (11=49id, b) the solutions for the temperatures in the solid and liquid phases become

$$
\begin{array}{ll}
T_{s}(r, t)=T_{m}+\underset{4 \pi k_{s}}{\underline{Q}}\left[E i\left(-\stackrel{r^{2}}{4 \alpha_{s} t}\right)-E i\left(-d^{2}\right)\right] & \text { in } \quad 0<r<s(t) \quad \text { (11-53a) } \\
T_{1}(r, t)=T_{i}-\underset{E i\left(\cdots \lambda^{2} \alpha_{s} / \alpha_{1}\right)}{T_{i}-T_{m}} E i\left(-\frac{r^{2}}{4 \alpha_{1} t}\right), & \text { in } \quad s(0)<r<x \quad \text { (11-53b) }
\end{array}
$$

Finally, when equations ( $11-52 \mathrm{c}$ ) and (11-53) are introduced into the interface energy-balance equation (11-48b) the following transcendental equation is obtained for the determination of $\lambda$

$$
\begin{equation*}
\frac{Q}{4 \pi} e^{-\lambda^{2}}+\frac{k_{1}\left(T_{i}-T_{\mathrm{m}}\right)}{E i\left(-\lambda^{2} \alpha_{\mathrm{s}} / \alpha_{1}\right)} e^{-\lambda^{2} x_{3} / \alpha_{1}}=\lambda^{2} \alpha_{\mathrm{s}} \rho L \tag{11-54}
\end{equation*}
$$

and $\lambda$ is the root of this equation. Once $\lambda$ is known, the location of the solidliquid interface is determined from equation ( $11-51 \mathrm{~b}$ ); and the temperatures in the solid and liquid phase, from equations (11-53a) and (11-53b), respectively.

A scrutiny of the foregoing exact analyses reveils that in the rectangular coordinate system exact solutions are ohtained for some half-space problems when the solution of the heat conduction equation is chosen as a function of $x t^{-1 / 2}$, namely, as er $\left[\left[x / 2(\alpha t)^{1 / 2}\right]\right.$ or erfc $\left[x / 2(\alpha t)^{1 / 2}\right]$. In the cylindrical symmetry the corresponding solutions are in the form

$$
-E i\left(-\frac{r^{2}}{4 \alpha t}\right)
$$

which is again a function of $r t^{-1 / 2}$. Paterson [97] has shown that the corresponding solution of the heat conduction equation in spherical symmetry is given in the form

$$
\frac{(\alpha t)^{1 / 2}}{r} e^{-r^{2} / 4 \alpha t}-\frac{1}{2} \pi^{1 / 2} \operatorname{erfc}\left(\frac{r}{2(\alpha t)^{1 / 2}}\right)
$$

## 11-3 İNTEGRAL METHOD OF SOLUTION <br> OF PHASE-CHANGE PROBLEMS

The integral method provides a relatively simpic and straightorward approach for the solution of one-dimensional transient phase-change problems and has been used for this purpose by several investigators [5-15]. The basic theory of this method has already been described in the chapter on approximate solution
of heat conduction problems: When it is applied to the solution of phase-change problems, the fundamental steps in the analysis remain essentially the same, except some modifications are needed in the construction of the temperature profile. In this section we illustrate the use of the integral method in the solution of phase-change problems with simple examples.

## Example 11-5

Melting in a Half-Space (One-phase Problem). To give some idea on the accuracy of the integral method of solution of one-dimensional, time-dependent phase-change problems, we consider the one-phase melting problem for which exact solution is available in Example 11-2. The problem considered is the melting of a solid confined to a half-space $x>0$, initially at the melting temperature $T_{\mathrm{m}}$. For times $t>0$ the boundary surface at $x=0$ is kept at a constant temperature $T_{0}$, which is higher than the melting temperature $T_{\mathrm{m}}$ of the solid. The melting starts at the surface $x=0$ and the solid-liquid interface moves in the positive $x$ direction as illustrated in Fig. 11-4. In the following analysis we determine the location of the solid-liquid interface as a function of time.

Solution. The mathematical formulation of this problem is exactly the same as those given by equations (11-29) and (11-30). Namely, for the liquid phase the equations are given as

$$
\begin{align*}
& \frac{\partial^{2} T_{1}}{\partial x^{2}}=\frac{1}{\alpha_{1}} \frac{\partial T_{1}(x, t)}{\partial t}  \tag{in}\\
& T_{1}(x, t)=T_{0}
\end{align*}
$$

$$
0<x<s(t), \quad t>0
$$

and for the interface as

$$
\begin{array}{lll}
T_{1}(x, t)=T_{\mathrm{m}} & \text { at } & x=s(t), \quad t>0 \\
-k_{1} \frac{\partial T_{1}}{\partial x}=\rho L \frac{d s(t)}{d t} & \text { at } & x=s(t), \quad t>0 \tag{11-56b}
\end{array}
$$

We recall that the first step in the analysis with the integral method is to define a thermal layer thickness beyond which the temperature gradient is considered zerofor practical purposes. Referring to ligg. 11-4, we note that the location of the solid liquid interface $x=s(t)$ is identical to the definition of the thermal layer, since the temperature gradient in the solid phase is zero for $x>s(t)$. Hence, we choose the region $0 \leqslant x \leqslant s(t)$ as the thermal layer appropriate for this problem and integrate the heat conduction equation from $x=0$ to $x=s(t)$ to obtain

$$
\begin{equation*}
\left.\frac{\partial T}{\partial x}\right|_{x=s(t)}-\left.\frac{\partial T}{\partial x}\right|_{x=0}=\frac{1}{\alpha} \frac{d}{d t}\left[\left(\int_{0}^{s(t)} T d x\right)-\left.T\right|_{x=s(r)} s(t)\right] \tag{11-57}
\end{equation*}
$$

For simplicity we omitted the subscript " 1 " and it will be done so in the following analysis. We note that equation (11-57) is similar to equation $(9-2 b)$ considered in Chapter 9. In view of the boundary conditions (11-56a) and (11-56b) the equation (11-57) reduces to

$$
-\left.\begin{align*}
& p L \cdot d s(t)  \tag{11-58a}\\
& -k d t
\end{align*} \quad \lambda T\right|_{x=0}=\frac{1 d}{\alpha d t}\left[0-T_{n} s(t)\right]
$$

where

$$
\begin{equation*}
\theta \equiv \int_{0}^{s(t)} T(x, t) d x \tag{11-58b}
\end{equation*}
$$

Equation (11-58) is the energy-integral equation for this problem. To solve this equation we choose a second-degree polynomial approximation for the temperature in the form

$$
\begin{equation*}
T(x, t)=a+b(x-s)+c(x-s)^{2} \tag{11-59}
\end{equation*}
$$

where $s \equiv s(t)$. Three conditions are needed to determine these three coefficients. Equations (11-55b) and (11-56a) provide two conditions; but, the relation given by equation (11-56b) is not suitable for this purpose. because if it is used, the resulting temperature profile will involve the $d s(t) / d t$ term. When such a profile is substituted into the energy integral equation, a second-order ordinary differential equation will result for $s(t)$ instead of the usual lirst-order equation. To alleviate this difficulty an alternative relation is now developed [5]. The boundary condition (11-56a) is differentiated

$$
\begin{equation*}
d T \equiv\left[\frac{\partial T}{\partial x} d x+\frac{\partial T}{\partial t} d t\right]_{x=s(t)}=0 \tag{11-60a}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial T}{\partial x} \frac{d s(t)}{d t}+\frac{\partial T}{\partial t}=0 \tag{11-60b}
\end{equation*}
$$

where we omitted the subscript 1 for simplicity. The term $d s(t) / d t$ is eliminated between equations (11-56b) and (11-60b)

$$
\begin{equation*}
\left(\frac{\partial T}{\partial x}\right)^{2}=\frac{\rho L}{k} \frac{\partial T}{\partial t} \quad \text { at } \quad x=s(t) \tag{11-61}
\end{equation*}
$$

and eliminating $a T / \partial t$ between equations (11-55a) and (11-61) we obtain

$$
\begin{equation*}
\left(\frac{\partial T}{\partial x}\right)^{2}=\frac{\alpha \rho L}{k} \frac{\partial^{2} T}{\partial x^{2}} \quad \text { at } \quad x=s(t) \tag{11-62}
\end{equation*}
$$

This relation, together with the boundary conditions at $x=0$ and $x=s(t)$

$$
\begin{array}{lll}
T=T_{0} & \text { at } & x=0 \\
T=T_{\mathrm{m}} & \text { at } & x=s(t) \tag{11-63b}
\end{array}
$$

provide three independent relations for the determination of three unknown coeflicients in equation (11-59); the resulting temperature profile becomes

$$
\begin{equation*}
T(x, t)=T_{\mathrm{m}}+b(x-s)+c(x-s)^{2} \tag{11-64a}
\end{equation*}
$$

where

$$
\begin{align*}
& b=\frac{\alpha \rho L}{k s}\left[1-(1+\mu)^{1 / 2}\right]  \tag{11-64b}\\
& c=\frac{b s+\left(T_{0}-T_{m}\right)}{s^{2}}  \tag{11-64c}\\
& \mu=\frac{2 k}{\alpha \rho L}\left(T_{0}-T_{m}\right)=\frac{2 C_{p}\left(T_{0}-T_{m}\right)}{L} \tag{11-64d}
\end{align*}
$$

Substituting the tentperature profite (11-64) into the energy-integral equation (11-58) and performing the indicated operations we obtain the following ordinary differential equation for the determination of the location of the solid-liquid interface $s(t)$

$$
\begin{equation*}
s \frac{d s}{d t}=6 \alpha \frac{1-(1+\mu)^{1 / 2}+\mu}{5+(1+\mu)^{1 / 2}+\mu} \tag{11-65a}
\end{equation*}
$$

with

$$
\begin{equation*}
s=0 \quad \text { for } \quad t=0 \tag{11-65b}
\end{equation*}
$$

The solution of equation (11-65) is

$$
\begin{equation*}
s(t)=2 \lambda \sqrt{\alpha t} \tag{11-66a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \equiv\left[3 \frac{1-(1+\mu)^{1 / 2}+\mu}{5+(1+\mu)^{1 / 2}+\mu}\right]^{1 / 2} \tag{11-66b}
\end{equation*}
$$

We note that the approximate solution (11-66a) for $s(t)$ is of the same form as


Fig. 11-7 A comparison of exact and approximate solutions of the melting problem in hall-space. (From Goodman [5].)
the exact solution of the same problem given previously by equation (11-32b); but the parameter $\lambda$ is given by equation (11-66b) for the approximate solution, whereas it is the root of the transcendental equation (11-35), that is,

$$
\begin{equation*}
\lambda e^{\lambda^{2}} \operatorname{er}\left[(\lambda)=\frac{C_{p}\left(T_{0}-T_{m}\right)}{L \sqrt{\pi}}=\frac{\mu}{2 \sqrt{\pi}}\right. \tag{11-67}
\end{equation*}
$$

for the exact solution. Therefore, the accuracy of the approximate analysis can be determined by comparing the exact and approximate values of $\lambda$ as a function of the quantity $\mu$. Now, recalling the definition of the Stefan number given by equation (11-20) we note that the parameter $\mu$ is actually twice the Stefan number. Figure 11-7 shows a comparison of the exact and approximate values of $\lambda$ as a function of the parameter $\mu$. The agreement between the exact and approximate analysis is reasonably good for the second-degree profile used here. If a cubic polynomial approximation were used, the agreement would be much closer [5].

## 11-4 VARIABLE-TIME-STEP METHOD FOR SOLVING PHASE-CHANGE PROBLEMS-A NUMERICAL SOLUTION

When analytic methods of solution are not possible or impractical, numerical techniques, such as finite differences or finite element is used for solving
phase-change problems. The numerical methods of solving phase-change problems can be categorized as follows:

Fixed-grid methods, in which the space-time domain is subdivided into a linite number of equal grids $\Delta x, \Delta t$ for all times. Then the moving solid-liquid interface will in general lie somewhere between two grid points at any given time. The methods of Crank [101] and Ehrlich [102] are the examples for estimating the location of the interface by a suitable interpolation formula as a part of the solution.
Variable-grid methods, in which the space time domain is subdivided into equal intervals in one direction only and the corresponding grid side in the other direction is determined so that the moving boundary always remains at a grid point. For example, Murray and Landis [52] chose equal steps $\Delta t$ in the time domain and kept the number of space intervals lixed which in turn allowed the size of the space interval $\Delta x$ changed (decreased or increased) as the interface moved. In an alternative approach, the space domain is subdivided into fixed equal intervals $\Delta x$, but time step is varied such that the interface moves a distance $\Delta x$ during the time interval $\Delta t$, hence always remains at a grid point at the end of each time interval $\Delta t$. Several variations of such a variable time step approach have been reported by [52, 66, 79, 80].
Front-fixing method, used in one-dimensional problems. This is essentially a coordinate transformation scheme which immobilizes the moving front hence alleviates the need for tracking the moving front at the expense of solving a more complicated problem by the numerical scheme [77, 101].
Enthalpy method, which has been used by several investigators to solve phasechange problems in situations in which the material does not have a distinct solid-liquid interface. Instead, the melting or solidifieation takes place over an extended range of temperatures. The solid and liquid phases are separated by a two-phase moving region. In this approach, an enthalpy function, $H(T)$, which is the total beat content of the substance, is used as a dependent variable along with the temperature. The method is also applicable for phase-change problems involving a single phase-change temperature [73-76].

In this section we present the modified variable-time-step (MVTS) method described by Gupta and Kumar [79].

We consider the solidification of a liquid initially at the melting temperature $T_{\mathrm{m}}^{*}$, conlined to the region $0 \leqslant x \leqslant B$. For times $t>0$, the boundary surface at $x=0$ is subjected to convective cooling into an ambient at a constant temperature $T_{\infty}$ with a heat transfer coeflicient $h$, while the boundary surface at $x=B$ is kept insulated or satisfies the symmetry condition. The solidification starts at the boundary surface $x=0$, and the solid-liquid interface moves in the $x$ direction asillustrated in-Fig. 11-8.


Fig. 11-8 Geometry and coordinate for single-phase solidification


Fig. 11-9 Subdivision of $x-t$ domain using constant $\Delta x$, variable $\Delta t$.

Temperature $T(x, t)$ varies only in the solid phase, since the liquid region is at the melting temperature $T_{\mathrm{m}}^{*}$. We are concerned with the determination of the temperature distribution $T(x, t)$ in the solid phase and location of the interface as a function of time. The mathematical formulation of this solidification problem is given as follows:

| Solid region: | $\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $0<x<s(t)$, | $t>0$ |
| :--- | :--- | :--- | :--- | :--- | (11-68a)

where $h$ is the heat transfer coefficient, $s(t)$ is the location of solid-liquid interface, $\rho$ is the density, $L$ is the latent heat of solidification (or melting), $k$ is the thermal conductivity, and $\alpha$ is the thermal diffusivity.

To solve the above problem with finite differences, the " $x-t$ " domain is subdivided into small intervals of constant $\Delta x$ in space and variable $\Delta t$ in time as illustrated in Fig. 11-9. The variable time step approach requires that at each time level $t_{n}$ the time step $\Delta t_{n}$ is so chosen that the interface moves exactly a distance $\Delta x$ during the time interval $\Delta t_{n}$, hence always stays on the node. Therefore, we are concerned with the determination of the time step $\Delta t_{n}=t_{n+1}-t_{n}$ such that, in the time interval from $t_{n}$ to $t_{n+1}$, the interface moves from the position
$n \Delta x$ to the next position $(n+1) \Delta x$. We describe below first the finite-difference approximation of this solidification problem, and then the determination of the time step $\Delta t_{n}$.

The finite-difference approximation of equations (11-68) is described below:
Differemial Equation ( $1 /$-6ka). This differential equation can he approximated with linite differences by using either the implicil scheme or the combined nethod. For simplicity we prefer the implicit method and write equation (11-68a) in Iinite-difference form as

$$
\begin{equation*}
\frac{T_{i=1}^{n+1}-2 T_{i}^{n+1}+T_{i+1}^{n+1}}{(\Delta x)^{2}}=\frac{1 T_{i}^{n+1}-T_{i}^{n}}{\alpha t_{n}} \tag{11-69a}
\end{equation*}
$$

where the following notation is adopted

$$
\begin{equation*}
T\left(x, t_{n}\right)=T\left(i \Delta x, t_{n}\right) \cong T_{i}^{n} \tag{11-69b}
\end{equation*}
$$

Equation (11-69a) is rearranged as

$$
\begin{equation*}
\left[-r_{n} T_{i-1}^{n+1}+\left(1+2 r_{n}\right) T_{i}^{n+1}-r_{n} T_{i+1}^{n+1}\right]^{(p)}=T_{i}^{n} \tag{11-70a}
\end{equation*}
$$

where the superscript $p$ over the bracket refers to the $p$ th iteration, and the parameter $r_{n}$ is delined as

$$
r_{n}=\frac{\alpha \Delta t_{n}}{(\Delta x)^{2}}, \quad i=1,2,3, \ldots, \quad \Delta t_{n}=t_{n+1}-t_{n}
$$

(11-70b,c)

Boundary Condition at $x=0$. The convection boundary condition (11-68b) is rearranged

$$
\begin{equation*}
\frac{\partial T}{\partial x}=H T-H T_{\infty} \quad \text { where } \quad H=\frac{h}{k} \tag{11-71a}
\end{equation*}
$$

and then discretized as

$$
\begin{equation*}
I_{\Delta x}^{I_{0}^{n+1}-T_{0}^{n+1}}=H T_{0}^{n+1}-H T_{s} \tag{11-71b}
\end{equation*}
$$

This result is rearranged in the form

$$
\begin{equation*}
\left[T_{1}^{n+1}-(1+H \Delta x) T_{0}^{n+1}\right]^{(p)}=-H \Delta x T_{\infty} \tag{11-71c}
\end{equation*}
$$

where superscript $p$ over the bracket denotes the $p$ th iteration. The finite-difference equation (11-71c) is lirst-order accurate.

Interface Conditions. The condition of continuity of temperature at the interface, equation ( $11-68 \mathrm{c}$ ), is written as

$$
\begin{equation*}
T_{n+1}^{n+1}=T_{\mathrm{m}}^{*}=\text { melting temperature } \tag{11-72a}
\end{equation*}
$$

which is valid for all times. The interface energy balance equation (11-68d) is discretized as

$$
\begin{equation*}
\frac{T_{n+1}^{n+1}-T_{\pi}^{n+1}}{\Delta x}=\frac{\rho L}{k} \frac{\Delta x}{\Delta t_{n}} \tag{11-72b}
\end{equation*}
$$

which is rearranged in the form

$$
\begin{equation*}
\left[\Delta t_{n}\right]^{(p+1)}=\frac{\rho L}{k}\left[\frac{(\Delta x)^{2}}{T_{m}^{*}-T_{n}^{n}+1}\right]^{(p)} \tag{11-72c}
\end{equation*}
$$

since $T_{n+1}^{n+1}=T_{m}^{*}=$ melting temperature.

## Determination of Time Steps

We now describe the algorithms for the determination of time step $\Delta t_{n}$ such that during this time step, the interface moves exactly a distance $\Delta x$.

Starting Time Step $\Delta t_{0}$. An explicit expression can be developed for the calculation of the first step $\Delta t_{0}$ as follows. Set $n=0$ in equations (11-71c) and (11-72c), and eliminate $T_{0}^{1}$ between the resulting two equations and note that $T_{1}^{1} \equiv T_{\mathrm{m}}^{*}$.

The following explicit expression is obtained for $\Delta t_{0}$.

$$
\begin{equation*}
\Delta t_{0}=\frac{\rho L \Delta x(1+H \Delta x)}{k H\left(T_{n}^{*}-T_{x}\right)} \tag{11-73}
\end{equation*}
$$

where $\Delta t_{0} \equiv t_{1}-t_{0}$.
The Step $\Delta t_{1}$. We set $i=1, n=1$ in equation ( $11-70 \mathrm{a}$ ) and note that $T_{1}^{1}=T_{2}^{2}=$ $T_{\mathrm{m}}^{*}$. Then equation (11-70a) becones

$$
\begin{equation*}
\left[-r_{1} T_{0}^{2}+\left(1+2 r_{1}\right) T_{1}^{2}\right]^{(p)}=\left(1+r_{1}^{(p)}\right) T_{m}^{*} \tag{11-74a}
\end{equation*}
$$

and from the boundary condition (11-71c) for $n=1$, we-oblain

$$
\begin{equation*}
\left[-(1+H \Delta x) T_{0}^{2}+T_{1}^{2}\right]^{(p)}=-H \Delta x T_{x} \tag{11-74b}
\end{equation*}
$$

To solve equations (11-74a) and (11-74b) for $T_{0}^{2}$ and $T_{1}^{2}$, the value of $r_{1}^{(p)}$ is needed; but $r_{1}^{(p)}$ defined by-equation (1.1-70b) depends. on $\Delta t_{1}^{(p)}$. Therefore, iteration is needed for their solution. To start iterations, we set

$$
\Delta t_{1}^{(0)}=\Delta t_{0}
$$

Then, $r_{1}^{(0)}$ is determined from equation (11-70b); using this value of $r_{1}^{(0)}$, equations ( $11-74 \mathrm{a}, \mathrm{b}$ ) are solved for $T_{0}^{2}$ and $T_{1}^{2}$. Knowing $T_{1}^{2}$, we can compute $\Delta t_{1}^{(1)}$ from equation ( $11-72 \mathrm{c}$ ). Iterations are continued until the difference between two consecutive time steps

$$
\left|\Delta l_{i}^{(p+1)}-\Delta t_{i}^{(p)}\right|
$$

satisfies a specified convergence criteria.
Time Step $\Delta t_{r}$. The above results are now used in the following algorithm to calculate the time steps $\Delta t_{n}$ at each time level $t_{n}, n=2,3, \ldots$.

1. The starting time step $\Delta t_{0}$ at the time level $t_{0}$ is calculated directly from the explicit expression ( $11-73$ ) since all the quantities on the right-hand side of this equation are known.
2. The time steps $\Delta t_{n}$ at the time levels $t_{n}, n=2,3, \ldots$ are calcuated by iteration. A guess value $\Delta r_{n}^{0}$ is chosen as

$$
\begin{equation*}
\Delta t_{n}^{(0)}=\Delta t_{n-1}, \quad n=2,3, \ldots \tag{11-75a}
\end{equation*}
$$

The system of finite-difference equations (11-70), (11-71c), together with the condition (11-72a) are solved for $i=1,2,3, \ldots, n$ by setting $p=0$ and a first
estimate is obtained for the nodal temperatures

$$
\begin{equation*}
\left[T_{i}^{n+1}\right]^{(0)}, \quad \text { for } \quad i=1,2, \ldots, n \tag{11-75b}
\end{equation*}
$$

We note that the system of equations is tridiagonal, and hence readily solved.
3. The values of $\left[T_{1}^{n+1}\right]^{(0)}$ oblained from equation (11-75b) are introduced into equation (11-72c) for $p=0$ and a first estimate for the time step $\Delta t_{n}^{(1)}$ is determined.
4. $\Delta t_{n}^{(1)}$ is used as a guess value and steps 2 and 3 are repeated to calculate a second cstimate for the time step $\Delta t_{n}^{(2)}$.
5. The steps 2,3 , and 4 are repeated until the difference between two consecutive time steps

$$
\left|\Delta t_{n}^{(p+1)}-\Delta t_{n}^{(p)}\right|
$$

satislies a specified convergence criteria.

## Example 11-6

Consider a single-phase solidification problem for a liquid initially at the melting temperature $T_{\mathrm{m}}^{*}$, confined to the region $0 \leqslant x \leqslant B$. Solidification takes place as a result of convective cooling at the boundary surface $x=0$, while the boundary surface at $x=B$ is kept insulated. The mathematical formulation of this problem is given in the dimensionless form as follows:

$$
\begin{array}{rlll}
\text { Solid region: } & \frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial T}{\partial t} & \text { in } & 0<x<s(t), \\
& t>0 \\
& -\frac{\partial T}{\partial x}+10 T=0 & \text { at } & x=0, \\
\text { Interface: } & T(x, t)=1 & \text { at } & x=s(t), \\
& & t>0 \\
\frac{\partial T}{T x}=\frac{d s}{d t} & \text { at } & x=s(t), & t>0
\end{array}
$$

Calculate the time step $\Delta t$ required for the solid-liquid interface $s(t)$ to move onc space interval $\Delta x=0.1$ and the temperature of the boundary surface at $x=0$ for the interface positions $s(t)=0.1 .0 .2,0.3, \ldots, 1.0$.
Solution. This problem has been solved [79] by using the variable time step approach described above, and their results are listed in Table 11-4. For example, the first time step $\Delta t_{0}$, needed for the interface to move from $s(t)=0$ to $s(1)=0.1$, is determined directly from equation (11-73). The numerical

TABLE 11-4 Time Step $\Delta t$ Required for the Interface Position to Move by One Space Interval $\Delta \boldsymbol{x}$ and Temperature of the Boundary Surface at $x=0$

| Interface <br> Position $s(t)$ | Time Step $\Delta t$ | $T(0, t)$ | Number of <br> Iterations |
| :--- | :---: | :---: | :---: |
| 0.1 | 0.0200 | 0.5000 | 0 |
| 0.2 | 0.0356 | 0.3596 | 4 |
| 0.3 | 0.0494 | 0.2770 | 4 |
| 0.4 | 0.0627 | 0.2242 | 4 |
| 0.5 | 0.0759 | 0.1879 | 4 |
| 0.6 | 0.0890 | 0.1616 | 4 |
| 0.7 | 0.1021 | 0.1416 | 4 |
| 0.8 | 0.1152 | 0.1260 | 4 |
| 0.9 | 0.1282 | 0.1135 | 4 |
| 1.0 | 0.1413 | 0.1032 | 4 |

values of various parameters appearing in this equation are determined by comparing the mathematical formulation of this example with that given by equations (11-68). We find

$$
T_{m}^{*}=1, \quad H=\frac{h}{k}=10, \quad T_{x,}=0, \quad \frac{\rho L}{k}=1
$$

and the space step is chosen as $\Delta x=0.1$. Introducing these numerical values into equation (11-73), the starting time step $\Delta t_{0}$ is determined as

$$
\Delta t_{0}=\frac{\rho L}{k} \frac{\Delta x(1+H \Delta x)}{H\left(T_{\mathrm{m}}^{*}-T_{\infty}\right)}=\frac{0.1(1+10 \times 0.1)}{10 \times(1-0)}=0.020
$$

The next time step $\Delta t_{1}$ needed for the interface to move from the position $s(t)=0.1$ to the position $s(t)=0.2$ is determined by an iterative procedure described previously. According to Table 11-4, a value of $\Delta t_{1}=0.0356$ is obtained with a maximum error of $0.05 \%$. The remaining time steps are determined iteratively and listed in Table 11-4. Also included in this Table is $T(0,1)$, the temperature of the boundary surface at $x=0$.

## 11-5 ENTHALPY METHOD FOR SOLUTION

## OF PHASE-CHANGE PROBLEMS-A NUMERICAL SOLUTION

In the solution of phase-change problems considered previously, the temperature has been the sole dependent variable. That is, the energy equation has been written separately for the solid and liquid phases and the temperatures have been coupled through the interface energy balance condition. Such a formulation gives
rise to the tracking of the moving interface, and it is a difficult matter if the problem is to be solved with finite differences.

An alternative approach is the use of the enthalpy form of the energy equation along with the temperature. The advantage of the enthalpy method is that a single energy equation becomes applicable in both phases; hence there is no need to consider liquid and solid phases separately. Therefore, any numerical scheme such as the finite-difference or finite-element method can readily be adopted for the solution. In addition, the enthatpy method is caprable of hatiding phase change problems in which the phase change oecurs over an extended temperature range rather than at a single phase-change temperature.

Figure 11-10 shows enthalpy-temperature relations for (a) pure crystalline substances and eutectics and $(b)$ glassy substances and alloys. For pure substances the phase change takes place at a discrete temperature, and hence is associated with the latent heat $L$. Therefore, in Fig. (11-10a) a jump discontinuity occurs at the melting temperature $\Gamma_{\mathrm{m}}^{*}$; hence $\partial H / \partial T$ becomes infinite and the cnergy equation apparently is not meaningful at this point. However, it has been shown that [73] the enthalpy form of the energy equation given by

is equivalent to the usual lemperature form in which the heat conduction cquation is written separately for the liquid and solid regions and coupled with the energy balance equation at the solid-liquid interface. Therefore, the enthalpy method is applicable for the solution of phase-change problems involving both a distinct phase change at a discrete temperature as well as phase change taking place over an extended range of temperatures.

(a)

(b)

Fig. 11-10 Enthalpy-temperature relationship for (a) pure crystalline substances and eutectics and (b) glassy substances and alloys.

Figure 11-10b shows that for alloys and glassy substances there is no single melting-point temperature $T_{\mathrm{m}}^{*}$ because the phase change takes place over an extended temperature range from $T_{5}$ to $T_{1}$, and a mushy zone exists between the all solid and all liquid regions.
To illustrate the physical significance of the enthalpy function $H(T), \mathrm{J}_{\mathrm{i}} \mathrm{kg}$ (joules per kilogram), in relation to the case of pure substances having a single melting-point temperature $T_{\mathrm{m}}^{*}$, we refer to the plot of $H(T)$ as a function of lemperature as illustrated in Fig. 11-10a. When the substance is in solid form at
 where the melting-point temperature $T_{\mathrm{m}}^{*}$ is taken as the reference temperature. In the liquid form, it contains latent heat $L$ per unit mass in addition to the sensible heat, that is, $C_{p}\left(T-T_{\mathbf{m}}^{*}\right)+L$. For the specific case considered here, the enthalpy is related to temperature by

$$
H=\left\{\begin{array}{llll}
C_{p}\left(T-T_{\mathrm{m}}^{*}\right) & \text { for } & T<T_{\mathrm{m}}^{*} & (11-77 \mathrm{a}) \\
C_{p}\left(T-T_{\mathrm{m}}^{*}\right)+L & \text { for } & T>T_{\mathrm{m}}^{*} & (11-77 \mathrm{~b})
\end{array}\right.
$$

Conversely, given the enthalpy of the substance, the corresponding temperature is determined from

$$
T=\left\{\begin{array}{llll}
T_{\mathrm{m}}^{*}+\frac{H}{C_{p}} & \text { for } & H<0 & (11-78 \mathrm{a}) \\
T_{\mathrm{m}}^{*} & \text { for } & 0 \leqslant H \leqslant L & (11-78 \mathrm{~b}) \\
T_{\mathrm{m}}^{*}+\frac{H-L}{C_{p}} & \text { for } & H>L & (11-78 \mathrm{c})
\end{array}\right.
$$

In the case of glassy substances and alloys, there is no discrete melting-point temperature, because the phase change takcs place over an extended range of temperatures as illustrated in Fig. 11-10b. Such relationship between $H(T)$ and $T$ is obtained from either experimental data or standard physical tables. In general, enthalpy is a nonlinear function of temperature. Therefore an enthalpy versus temperature variation need to be available. Assuming linear release of latent heat over the mushy region, the variation of $H(T)$ with temperature can be taken as

$$
H=\left\{\begin{array}{lllll}
C_{n} T & \text { for } & T \vee T_{s} & \text { solidilugion } & \text { (11-7);i) } \\
C_{p} T+\frac{T-T_{s}}{T_{1}-T_{s}} L & \text { for } & T_{s} \leqslant T \leqslant T_{1} & \text { mushyregion } & (11-79 \mathrm{~b}) \\
C_{p} T+L & \text { for } & T>T_{1} & \text { liquid region } & (11-79 \mathrm{c})
\end{array}\right.
$$

where $L$ is the latent heat, and $T_{\mathrm{s}}$ and $T_{1}$ are the solid- and liquid-phase temperatures, respectively.

To solve the phase-change problem with the enthalpy method, an explicit or an implicit finite-difference scheme can be used. The implicit scheme is generally preferred because of its ability to accommodate a wide range of time steps without the restriction of the stability criteria. We present below, the implicit enthalpy method for solving one-dimensional, two-phase solidification problem for a substance having a single phase-change temperature $T_{\text {m }}^{*}$.

## Implicit Enthalpy Method for Solidification

at a Single Phase-Change Temperature
We consider one-dimensional solidification of a liquid having a single meltingpoint temperature $T_{\mathrm{m}}^{*}$ and confined to the region $0 \leqslant x \leqslant B$. Initially, the liquid is at a uniform temperature $T_{0}$ that is higher than the melting temperature $T_{\mathrm{m}}^{*}$ of the liquid. For times $t>0$, the boundary surface at $x=0$ is kept at a temperature $f$ that is lower than the melting temperature $T_{\mathrm{m}}^{*}$ of the substance. The boundary condition at $x=B$ satisfies the symmetry requirement. For simplicity, the properties are assumed to be constant.

The enthalpy formulation of this phase-change problem is given by

$$
\begin{array}{llll}
\rho \frac{\partial H}{\partial t}=k \frac{\partial^{2} T}{\partial x^{2}}, & \text { in } & 0<x<B, & t>0 \\
T=f & \text { at } & x=0, & t>0 \\
\frac{\partial T}{\partial x}=0 & \text { at } & x=B, & t>0 \\
T=T_{0}\left(\text { or } H=H_{0}\right) & \text { for } & t=0, & 0 \leqslant x \leqslant B
\end{array}
$$

To approximate this problem with linite differences, the region $0 \leqslant x \leqslant B$ is subdivided into $M$ equal parts each of width $\Delta x=B / M$.

The finite-difference approximation of the differential equation (11-80a) using the implicit scheme is given by

$$
f^{H_{i}^{n+1}-H_{i}^{n}}=k_{i=1}^{T_{i-1}^{n+1}-2 T_{i}^{n+1}}+T_{i+1}^{n+1}
$$

where the subscript $i=1,2, \ldots, M-1$ denotes the spatial discretization and the superscript $n=1,2, \ldots$ denotes the time discretization. The solution of equation (11-81) for the enthalpy $H_{i}^{n+1}$ gives

$$
\begin{align*}
H_{i}^{n+1}= & H_{i}^{n}+-\frac{k \Delta t}{\rho\left(\frac{t}{\Delta x}\right)^{2}}\left[F^{*}\left(H_{i-1}^{n+1}\right)-2 F^{*}\left(H_{i}^{n+1}\right)\right. \\
& \left.+F^{*}\left(H_{i+1}^{n+1}\right)\right], \quad i=1,2,3, \ldots, M-1 \tag{11-82}
\end{align*}
$$

where the notation

$$
\begin{equation*}
T=F^{*}(H) \tag{11-83}
\end{equation*}
$$

denotes that the temperature $T$ is related to the enthalpy $H$. The system of equations ( $11-82$ ) can be written more compactly in the vector form as

$$
\mathbf{I}^{n}{ }^{\prime \prime}=I^{\prime \prime}+\Delta \mathbf{I} \mathbf{F}\left(\mathbf{I}^{n \prime \prime}\right)
$$

(11-84a)
where $\mathbf{H}$ is a vector whose components are the nodal enthalpies $H_{i}$ and $\mathbf{F}$ is a function with ith component given by

$$
\begin{equation*}
F_{i}(\mathrm{H})=\frac{k}{\rho(\Delta x)^{2}}\left[F^{*}\left(H_{i-1}\right)-2 F^{*}\left(H_{i}\right)+F^{*}\left(H_{i+1}\right)\right] \tag{11-84b}
\end{equation*}
$$

For a substance having a single phase-change temperature $T_{\mathbf{m}}^{*}$, the temperature is related to the enthalpy by

$$
T= \begin{cases}\frac{H}{C_{p}} & H<C_{p} T_{\mathrm{m}}^{*}  \tag{11-85a}\\ T_{\mathrm{m}}^{*} & C_{p} T_{\mathrm{m}}^{*} \leqslant H \leqslant\left(C_{p} T_{\mathrm{m}}^{*}+L\right) \\ \frac{H-L}{C_{p}} & H>\left(C_{p} T_{\mathrm{m}}^{*}+L\right)\end{cases}
$$

Equivalently, equation (11-85) can be written as

$$
H(T)= \begin{cases}C_{p} T & T<T_{\mathrm{m}}^{*}  \tag{11-86}\\ C_{p} T+L & T>T_{\mathrm{m}}^{*}\end{cases}
$$

The difference between these equations and that given by equations (11-78) is that in the latter temperature $T_{m}^{*}$ is used as the reference temperature. The finite-difference cquations (11-84), together with the appropriate boundary and initial conditions for the problem and the "temperature entbalpy" relations given by equations (11-85), constitute a set of equations for the determination of nodal enthalpies $H_{i}^{n+1}$ at the time level $n+1$, from the knowledge of the enthalpies $H_{i}^{n}$ in the previous time level. These equations being nonlinear, an iterative scheme is needed to solve for $\mathbf{H}^{+1}$. Furthermore, if it is required that the solid-liquid interface move one and only one spatial step $\Delta x$ during each consecutive time step $\Delta t$, iteration becomes necessary to establish the magnitude of each time step accordingly. Voller and Cross [74] used enthalpy formulation for a one-dimensional solidification problem with a single phase-change temperature
which led to very accurate solutions. We present below, the equations needed to perform such iterations.

Equation (11-84) is written in the form

$$
\begin{equation*}
\mathbf{G}\left(\mathbf{H}^{n+1}\right) \equiv \mathbf{H}^{n}+\Delta t \mathbf{F}\left(\mathbf{H}^{n+1}\right)-\mathbf{H}^{n+1}=\mathbf{0} \tag{11-87}
\end{equation*}
$$

To calculate $\mathbf{H}^{\boldsymbol{n + 1}}$, the modification of Newton's method is applied

$$
\begin{equation*}
H^{n+1, k+1}=\dot{H}^{n+1, k}-w \frac{G\left(\mathbf{H}^{n+1, k}\right)}{\mathbf{G}^{\prime}\left(\mathbf{H}^{n+1, k}\right)} \tag{11-88a}
\end{equation*}
$$

where $\omega$ is the relaxation parameter, the superscript $k$ denotes the number of iterations, and $n$ is the number of discretization steps on time. The derivative $\mathbf{G}^{\prime}$ with respect to $\mathbf{H}^{n+1, k}$ is determined as

$$
\begin{align*}
\mathbf{G}^{\prime}\left(\mathbf{H}^{n+1, k}\right) & =\Delta t \frac{\partial \mathbf{F}\left(\mathbf{H}^{n+1, k}\right)}{\partial \mathbf{H}^{n+1, k}}-\mathbf{I}  \tag{11-88b}\\
& \equiv \mathbf{J}-\mathbf{I} \tag{11-88c}
\end{align*}
$$

where $\mathbf{I}$ is the identity matrix and $\mathbf{J}$ is the Jacobian matrix whose components are given by _

$$
\begin{equation*}
\mathbf{J}_{i, L}=\left.\Delta t \frac{\partial F_{i}}{\partial H_{i}}\right|_{\mathbf{H}=\mathbf{H}^{n+1, k}} \tag{11-89}
\end{equation*}
$$

where $F_{i}(\mathbf{H})$ is as defined by equation (11-84b).
Then the equation for the determination of the $i$ th component of enthalpy $H_{i}^{n+1, k+1}$ becomes

$$
\begin{equation*}
H_{i}^{n+1, k+1}=H_{i}^{n+1, k}+\omega \frac{H_{i}^{n, k}-H_{i}^{n+1, k}+\Delta t F_{i}\left(\mathbf{H}^{n+1, k}\right)}{1-J_{i i}} \tag{11-90a}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{i l}=\left.\Delta t \frac{\partial F_{i}}{\partial H_{i}}\right|_{I N \sim H n+1, n} \tag{11-90b}
\end{equation*}
$$

## The Algorithm

To start the iterations on $\mathbf{H}$, an initial estimate on the components of enthalpy is chosen as

$$
\begin{equation*}
H_{i}^{n+1,0}=H_{i}^{n}+\Delta t F_{i}\left(\mathrm{H}^{n}\right) \tag{11-91}
\end{equation*}
$$

where $F_{i}\left(\mathrm{H}^{\text {" }}\right)$ is as defined by equation (11-84b). Iterations are carried out by using equations ( $11-90$ ) until a specified convergence criterion is achieved.
Also we need to perform iterations on the size of the time step $\Delta t_{k}$ such that the interface will move one and only one grid point over the duration of this time step. This requirement can be satisfied by noting that at each time step one and only one nodal enthalpy takes the value ( $C T_{\mathrm{m}}^{*}+\frac{1}{2} L$ ).

Suppose the calculations are carried out up to the time level $n$ and that the nodal enthalpies $H_{i}^{n}$ are determined for ail nodal points $i$ at time $t$, namely, the time level n. Let. $\Delta t_{i}$ denote the times step during which the interfite moves by one sputial step $\Delta x$, from the node $i$ to the node $i+1$. Then

$$
\Delta t_{i}=t_{i+1}-t_{i}
$$

Then the iterations on the size of the time step $\Delta t$ is performed in the following manner:

1. The initial guess for the size of the time step $\Delta t_{k}^{0}$ is taken as

$$
\Delta t_{i}^{0}=\Delta t_{i-1}
$$

2. The enthalpy distribution $\mathbf{H}^{+\Delta t_{i}^{m}}$, where the superscript $m$ on $\Delta t$ refers to the mith iteration on the time step, is determined from the solution of equations (11-90) and (11-91). Here; the $m$ th time step $\Delta t_{i}^{m}$ - is computed using. an iterative scheme given by

$$
\begin{equation*}
\Delta t_{i}^{m+i}=\Delta t_{i}^{m}+\omega^{*} \Delta t_{i}^{m}\left(\frac{H_{i+1}^{t+\Delta 1_{1}^{m}}}{C T_{\mathrm{m}}^{*}+(L / 2)}-1\right) \tag{11-92}
\end{equation*}
$$

where $\omega^{*}$ is the relaxation parameter associated with the time step iterations.
3. When the value of $H_{i+1}^{+\Delta 1_{t}^{m}}$ converges to $\left[C T_{m}^{*}+(L / 2)\right]$, the corresponding enthalpy values at all nodes are considered to be the solution for the time $t+\Delta t_{i}^{m}$.
4. Once the enthalpy values are available at the nodes, the corresponding values of node temperatures $T_{i}$ are determined from the temperatureenthalpy relation given by equations (11-85).

## Implicit Enthalpy Method for Solidilication Over un Extended <br> Temperature Range

If the phase change takes place over an extended temperature range, there is a mushy zone between the solidus and liquidus regions. In such a case, the enthalpy $H(T)$ is a smooth continuous function or piecewise continuous function. Assuming a linear variation of latent heat over the mushy region, the variation of $H(T)$ with
temperature can be taken as that given by equations (11-79):

| $C_{p} T$ | for | $T<T_{s}$ | solid region | (11-93a) |
| :---: | :---: | :---: | :---: | :---: |
| $C_{p} T+\frac{T-T_{5}}{T_{1}-} \frac{T_{4}}{}$ | for | $T_{\mathrm{s}} \leqslant T \leqslant T_{1}$ | mushy region | (11-93b) |
| $C_{p}{ }^{\prime}+1$. | for | $r>T_{1}$ | liquid region | (11-93c) |

and the corresponding relations for temperature as a function of enthalpy becomes
$T=\left\{\begin{array}{llll}\frac{H}{C_{p}} & \text { for } & H<C_{p} T_{\mathrm{s}} & \text { (11-94a) } \\ \frac{H\left(T_{1}-T_{s}\right)+L T_{\mathrm{s}}}{C_{p}\left(T_{1}-T_{s}\right)+L} & \text { for } & C_{p} T_{s} \leqslant H \leqslant\left(C_{p} T_{1}+L\right) & (11-94 \mathrm{~b}) \\ \frac{H-L}{C_{p}} \ldots . . & \text { for } & H>\left(C_{p} T_{1}+L\right) & \text { (11-94c) }\end{array}\right.$

Then the atgorithon deseribed previously is applicable if equation (11-84b) is used logether with equations (11-94).
Readers should consult reference 74 for a comparison of explicit enthalpy and implicit enthalpy methods of solution for phase change at a single temperature and constant properties with the exact analytic solution of a one-dimensional solidification problem.
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## PROBLEMS

11-1 Verify that the interface energy-balance equation (11-2c) is also applicable for the melting problem illustrated in Fig. 11-1b.
11-2 In the melting problem illustrated in Fig. 11-1b, if the heat transfer on the liquid side is by convection and on the solid phase is by pure
conduction, derive the interface energy-balance equation. Take the bulk temperature of the liquid side as $T_{s}$ and the heat transfer coeflicient as $h$.
11-3 Solve exactly the phase-change problem considered in Example 11-2 for the case of solidification in a half-space $x>0$. That is, a liquid at the melting temperature $T_{m}^{*}$ is confined to a half-space $x>0$. At time $t=0$ the boundary at $x=0$ is lowered to a temperature $T_{0}$ below $T_{w}^{*}$ and maintained at that temperature for times $t>0$. Determine the temperature distribution in the solid phase and the location of the solid- liquid interface as a function of time.

11-4 Solve exactly the problem considered in Example 11-3 for the case of melting. That is, a solid in $x>0$ is initially at a uniform temperature $T_{i}$ lower than the melting temperature $T_{\mathrm{m}}^{*}$. For times $t>0$ the boundary surface at $x=0$ is kept at a constant temperature $T_{0}$, which is higher than the melting temperature $T_{\mathrm{m}}^{*}$. Determine the temperature distribution in the liquid and solid phases, and the location of the solid-liquid interface as a function of time.
11-5 Solve exactly the problem considered in Example 11-4 for the case of melting. That is, a line heat source of strength $Q, W / \mathrm{m}$ is situated at $r=0 \mathrm{in}$ an infinite medium that is at a uniform temperature $T_{i}$ lower than the melting temperature $T_{\mathrm{m}}^{*}$. The melting will start at $r \rightarrow 0$, and the solid liquid interface will move in the positive e direction. Determine the temperature distribution in the solid and liquid phases, and the location of the solid-liquid interface as a function of time.
11-6 Using the integral method of solution, solve the solidification Problem 11-3 and obtain an expression for the location of the solid-liquid interface. Compare this result with that oblained in Example 11-5 for the case of melting.
11-7 A solid confined in a half-space $x>0$ is initially at the melting temperature $T_{\mathrm{n} .}^{*}$. For times $t>0$ the boundary surface at $x=0$ is subjected to a heat Mlux in the form

$$
-\left.k \frac{\partial T}{\partial_{x}}\right|_{x=0}=H \equiv \text { constant }
$$

Using the integral method of solution and a second-degree polynomiat approximation for the temperature, obtain an expression for the location of the solid-liquid interface as a function of time.
11-8 Consider one-dimensional solidification of a liquid having a single mel-ting-point temperature $T_{\mathrm{m}}^{*}$, conlined to the region $0 \leqslant x \leqslant B$. Initially the liquid is at a uniform temperature $T_{0}$ that is higher than the melting temperature $T_{\mathrm{m}}^{*}$ of the liquid. For times $t>0$, the boundary surface at $x=0$ is kept at a temperature $T=f$ that is lower than the melting
temperature $T_{m}^{*}$ of the substance. The boundary at $x=B$ satisilies the symmetry requirement. The properties are assumed to be constant. Develop the finite-difference formulation of this problem by using the explicit enthalpy method; that is, use the explicit linite difference scheme to discretize the differential equations.

11-9 Repeat Problem 11-8 for the case of a material. having phase change over an extended temperature range.

11-10 A liquid having a single phase-change temperature $T_{\mathrm{m}}^{*}$ is confined to a semiinfinite region $0<x<\infty$. Initially, the liquid is at a temperature $T_{i}\left(>T_{m}^{*}\right)$. At time $t \doteq 0$, the temperature of the boundary surface at $x=0$ is suddenly lowered to a temperature $T_{0}\left(<T_{\mathrm{m}}^{*}\right)$ and maintained at that temperature for times $t>0$. Determine the location of the solid-liquid interface and the temperature at a position $x=x_{0}$ as a function of time by using (a) exact analytic solution, (b) explicit enthalpy method, and (c) implicit enthalpy method. Numerical values for various quantities are given as

$$
T_{\mathrm{m}}=0^{\circ} \mathrm{C}, \quad T_{i}=2^{\circ} \mathrm{C}, \quad T_{0}=-10^{\circ} \mathrm{C}
$$

$$
L=100 \mathrm{MJ} / \mathrm{kg}, \quad\left(\rho C_{p}\right)_{1}=2.5 \mathrm{MJ} /\left(\mathrm{kg} \cdot{ }^{\circ} \mathrm{C}\right), \quad\left(\rho C_{p}\right)_{\mathrm{s}}=1.5 \mathrm{MJ} /\left(\mathrm{kg} \cdot{ }^{\circ} \mathrm{C}\right)
$$

$$
K_{1}=1.75 \mathrm{~W} /(\mathrm{m} \cdot " C), \quad k_{n}=2.25 \mathrm{~W} /\left(\mathrm{m} \cdot{ }^{\prime \prime} \mathrm{C}\right), \quad X_{0}=50 \mathrm{~cm}
$$

(See Figures 3 and 7 of reference 74 to compare your results.)

## NOTE

The exponential-integral function $-\operatorname{Ei}(-x)$ or $E_{1}(x)$ is defined as

$$
\begin{equation*}
-E i(-x) \equiv E_{1}(x)=\int_{x}^{\infty} \frac{e^{-u}}{u} d u=\int_{1}^{\pi} \frac{e^{-x t}}{t} d t \quad \text { for } \quad x>0 \tag{1}
\end{equation*}
$$

The function - $E i(-x)$, which is also denoted by $E_{1}(x)$, decreases monotonically from the value $E_{1}(0)=\infty$ to $E_{1}(\infty)=0$ as $x$ is varied from $x=0$ to $x \rightarrow \infty$ as shown in Table 11-1. The derivative of - Ei( $-x$ ) with respect to $x$ is given as

$$
\begin{equation*}
\frac{d}{d x}[-E i(-x)]=\frac{d}{d x}\left[\int_{x}^{\omega} \frac{e^{-u}}{u} d u\right]=-\frac{e^{x}}{x} \tag{2}
\end{equation*}
$$

The notation $E_{1}(x)$ has been used for $-E i(-x)$ function in reference $99[p .228]$, and its polynomial approximations are given for $0 \leqslant x \leqslant 1$ and $1 \leqslant x<\infty$ [99, p. 231]. A tabulation of $E_{1}(x)$ function is given in references 99 [p. 239] and 100 [p. 515].

## FINITE-DIFFERENCE METHODS

Numcrical methods are useful for solving fluid dynamics, heat and mass transfer problems, and other partial-differential equations of mathematical physics when such problems cannot be handled by the exact analysis because of nonlinearities, complex geometries, and complicated boundary conditions. The development of the high-speed digital computers significantly enhanced the use of numerical methods in various branches of science and engineering. Many complicated problems can now be solved at a very little cost and in a very short time with the available computing power.

Presently, two major approaches used in the numerical solution of partialdifferential equations of heat, mass, and momentum transport include the finitedifference method (FDM) and the finite-element method (FEM). Extensive amount of literature exist on the application of FDMs [1-27] and FEMs [28-35]. Each method has its advantages depending on the nature of the physical problem to be solved. Finite-difference methods are simple to formulate, can be readily extended to two or threc-dimensional problems, and are very easy to learn and apply to the solution of partial-differential equations encountered in the modeling of engineering problems. More recently, with the advent of munerical grid generation [36-41] approach, the FDM have become comparable to FEM in dealing with irrcgular geometries, while still maintaining the simplicity of the standard PildMs. Here we consider the applization of FDMs to the solation of heat conduction problems. Despite the simplicity of the finite-difference representation of governing partial-differential equations, it requires considerable experience and knowledge to select appropriate finite-differencing scheme for a specific problem in hand. The type of partial differential equations, the number of physical dimensions, the type of coordinate system involved, whether the governing equations and boundary conditions are linear or nonlinear, and whether the 436
problem is steady-state or transient are among the factors that affect the type of the numerical scheme to be chosen from a large number of available methods. The tailoring of a numerical method for a specific problem in hand is an important first step in numerical solution with a finite-difference method. There[ore, we also present a classification of partial-differential equations encountered in the mathematical formulation of heat, mass, and momentum transfer problems and discuss the physical significance of such a classification in relation to the numerical solution of the problem.

## 12-1 CLASSIFICATION OF SECOND-ORDER PARTIAL-DIFFERENTIAL EQUATIONS

In the solution of partial-differential equations with finite differences, the choice of a particular finite-differencing scheme also depends on the type of the partialdifferential equation considered. Generally, the partial-differential equations are classified into three categories, called elliptic, parabolic, and hyperbolic. To illustrate this matter we consider the following most general second-order partialdifferential equation in two independent variables $x, y$ given by Forsythe and Wasow [6]:

$$
\begin{equation*}
A \frac{\partial^{2} \phi}{\partial x^{2}}+B \cdot \frac{\partial^{2} \phi}{\partial x} \frac{\phi}{\partial y}+C \frac{\partial^{2} \phi}{\partial y^{2}}+D \frac{\partial \phi}{\partial x}+E \frac{\partial \phi}{\partial y}+F \phi+G\left(x, y^{\prime}\right)=0 \tag{12-1}
\end{equation*}
$$

Here we assume a linear equation (this restriction is not cssential), that is, the coefficients $A, B, C, D, E$, and $F$ are functions of the two independent variables $x, y$, but not of the dependent variable $\phi$.

The classification is made on the basis of the coefficients $A, B$, and $C$ of the highest derivatives in equation (12-1), according to whether the determinant

$$
-\left|\begin{array}{ll}
A & B \\
B & C
\end{array}\right|
$$

is negative, zero, or positive. The differential equation is called

| Elliptic | if | $B^{2}-4 A C<0$ |
| :--- | :---: | :---: |
| Parabolic | if | $B^{2}-4 A C=0$ |
| Hyperbolic | if | $B^{2}-4 A C>0$ |

For example, the steady-state heat conduction equation with no energy generation

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0 \tag{12-3a}
\end{equation*}
$$

is elliptic. The steady-state heat conduction equation with energy generation

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g(x, y)=0 \tag{12-3b}
\end{equation*}
$$

is also elliptic. The characteristic of the elliptic equation is that it requires the specification of appropriate boundary conditions at all boundaries.
The one-dimensional time-dependent heat conduction equation

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{12-3c}
\end{equation*}
$$

is parabolic.
The second-order wave equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}} \tag{12-3~d}
\end{equation*}
$$

where $t$ is the time, $x$ is the space variable, and $c$ is the wave propagation speed, is hyperbolic.

The non-Fourier heat conduction equation

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} T}{\partial t^{2}}+\frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{12-3e}
\end{equation*}
$$

which is a second-order damped wave equation, is hyperbolic.

## Physical Significance of Parabolic, Elliptic, and Hyperbolic Systems

In the foregoing discussion we considered a purely mathematical criterion given by equations (12-2) to classify the second-order partial-differential equation (12-1) into categories called parabolic, elliptic, and hyperbolic. We now discuss the physical significance of such a classification in computational domain.

Consider, for example, the steady-state heat conduction equation (12-3a) or (12-3b), which has second-degree partial derivatives in both $x$ and $y$ variables. The conditions at any given location are influenced by changes in conditions at both sides of that location, whether the changes are in the $x$ variable or the $y$ variable. Thus, the steady-state heat conduction equation is elliptic in both $x$ and $y$ space coordinates, and simply called elliptic.
Now let us consider the one-dimensional time-dependent heat conduction equation (12-4), which has a second-degree partial derivative in the $x$ variable and a first-degree partial derivative in the time variable. The conditions at any given location $x$ are influenced by changes in conditions at both sides of that location; hence the equation is regarded elliptic in the $x$ variable. However, in
the time variable $t$, the conditions at any instant are influenced only by chariges taking place in conditions at times earlier than that time; hence the equation is parabolic in time and called parabolic.

The computational advantage of the parabolic system lies in the fact that significant reduction in computer time and computer storage can be realized. For example, in finite-diference solution of two-dimensional time-dependent heat conduction equation, which is parabolic in timc, one needs to consider only a two-dimensional network for the temperature field. As the temperature field at any time is not affected by temperature field at later times, one starts with a given initial temperature field and marches forward to compute the temperature fields at successive time steps.

In the case of hyperbolic equation, however, it does not seem to be possible to relate it to be some distinct computational advantages in finite-difference solutions as in the case of parabolic systems. As it will be apparent later, the solution of hyperbolic heat conduction equation exhibits a wave-like propagation of the temperature field with a finite speed in contrast to the infinite speed of propagation associated with the parabolic heat conduction equation. Therefore, the solution of hyperbolic equations with finite differences requires special considerations and special schemes.

## 12-2 FINITE-DIFFERENCE APPROXIMATION OF DERIVATIVES THROUGH TAYLOR'S SERIES

The idea of finite-difference representation of a derivative can be introduced by recalling the definition of the derivative of the function $F(x, y)$ at $x=x_{0}, y=y_{0}$ with respect to $x$ :

$$
\begin{equation*}
\frac{\partial F}{\partial x}=\lim _{\Delta x \rightarrow 0} \frac{F\left(x_{0}+\Delta x, y_{0}\right)-F\left(x_{0}, y_{0}\right)}{\Delta x} \tag{12-4}
\end{equation*}
$$

Clearly, if the function $F(x, y)$ is continuous, the right-hand side of equation (12-4) can be a reasonable approximation to $\partial F / \partial x$ for a sufficiently small but finite $\Delta x$.

We consider the Taylor series expansion of the functions $f(x+h)$ and $f(x-h)$ about the point $x$, as illustrated in Fig. 12-1, given by

$$
\begin{align*}
& f(x+h)=f(x)+h f^{\prime}(x)+\frac{h^{2}}{2!} f^{\prime \prime}(x)+\frac{h^{3}}{3!} f^{\prime \prime \prime}(x)  \tag{12-5a}\\
& f(x-h)=f(x)-h f^{\prime}(x)+\frac{h^{2}}{2!} f^{\prime \prime}(x)-\frac{h^{3}}{3!} f^{\prime \prime \prime}(x) \tag{12-5b}
\end{align*}
$$

where primes denote derivatives with respect to $\dot{x}$. The first- and second-order derivatives $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ can be represented in the finite difference form in many


Fig. 12-1 Nomenclature for a Taylor series representation.
different ways by utilizing Taylor series expansions given by equations (12-5) as now described.

## First Derivatives

The forward and back ward first-order derivatives of $f(x)$ are obtained by solving equations (12-5a) and (12-5b) for $f^{\prime}(x)$ :

$$
\begin{align*}
& f^{\prime}(x)=\frac{f(x+h)-f(x)}{h}-\frac{h}{2} f^{\prime \prime}(x)-\frac{h^{2}}{6} f^{\prime \prime \prime}(x) \cdots \quad \text { (forward) } \\
& f^{\prime}(x)=\frac{f(x)-f(x-h)}{2}+\frac{h}{2} f^{\prime \prime}(x)-\frac{h^{2}}{6} f^{\prime \prime \prime}(x)+\cdots \quad \text { (backward) } \tag{12-6b}
\end{align*}
$$

Subtracting equations (12-5a) and (12-5b), the first-order central-difference approximation is determined as

$$
\begin{equation*}
f^{\prime}(x)=\frac{f(x+h)-f(x-h)}{2 h}-\frac{h^{2}}{6} f^{\prime \prime \prime}(x)-\cdots \quad \text { (central) } \tag{12-6c}
\end{equation*}
$$

These three results are written more compactly as

$$
\begin{array}{ll}
f^{\prime}(x)=\frac{f(x+h)-f(x)}{h}+O(h) & \text { (forward) } \\
f^{\prime}(x)=\frac{f(x)-f(x-h)}{h}+O(h) & \text { (backward) } \\
f^{\prime}(x)=\frac{f(x+h)-f(x-h)}{2 h}+O\left(h^{2}\right) & \text { (central) } \tag{12-7c}
\end{array}
$$



Fig. 12-2 Nomenclature for finite-difference representation of $f(x)$.

Here the notation $O(h)$ is used to show that the error involved is of the order of $h$; similarly, $O\left(h^{2}\right)$ is for the error of the order of $h^{2}$.

If we now introduce the notation

$$
\begin{array}{llll}
x=i h, & x+h=(i+1) h, & x-h=(i-1) h, & \text { elc. } \\
f(x)=f_{i}, & f(x+h)=f_{i}, & (12-8 \mathrm{a})  \tag{12-8b}\\
& f(x-h)=f_{i}, & \text { etc. } & (12-8 \mathrm{~b})
\end{array}
$$

as illustrated in Fig. 12-2, then the finite-difference representation of the first derivative of function $f(x)$ about $x$, given by equations ( $12-7 a, b, c$ ), are written, respectively, as

$$
\begin{array}{ll}
f_{i}^{\prime}=\frac{f_{i+1}-f_{i}}{h}+O(h) & \text { (forward) } \\
f_{i}^{\prime}=\frac{f_{i}-f_{i-1}}{h}+O(h) & \text { (backward) } \\
f_{i}^{\prime}=\frac{f_{i+1}-f_{i-1}}{2 h}+O\left(h^{2}\right) & \text { (central) } \tag{12-11}
\end{array}
$$

## Second Derivatives

We now proceed to the finite-difference representation of the second derivative $f^{\prime \prime}(x)$ of a function $f(x)$ about the point $x$. To obtain such results we consider a Taylor series expansion of functions $f(x+2 h)$ and $f(x-2 h)$ about $x$ as

$$
\begin{align*}
& f(x+2 h)=f(x)+2 h f^{\prime}(x)+2 h^{2} f^{\prime \prime}(x)+\frac{4}{3} h^{3} f^{\prime \prime \prime}(x)+\cdots  \tag{12-12a}\\
& f(x-2 h)=f(x)-2 h f^{\prime}(x)+2 h^{2} f^{\prime \prime}(x)-\frac{4}{3} h^{3} f^{\prime \prime \prime}(x)+\cdots \tag{12-12b}
\end{align*}
$$

Eliminating $f^{\prime}(x)$ between equations (12-5a) and (12-12a) we obtain

$$
\begin{equation*}
f^{\prime \prime}(x)=\frac{f(x)+f(x+2 h)-2 f(x+h)}{h^{2}}-h f^{\prime \prime \prime}(x) \tag{12-13}
\end{equation*}
$$

similarly, climinating $f^{\prime}(x)$ be ween equations (12-5b) and (12-12b) we find

$$
\begin{equation*}
f^{\prime \prime \prime}(x)=\frac{f(x-2 h)+f(x)-2 f(x-h)}{h^{2}}+h f^{\prime \prime \prime \prime}(x) \tag{12-14}
\end{equation*}
$$

Eliminating $f^{\prime}(x)$ between equations (12-5a) and (12-5b) we obtain

$$
\begin{equation*}
f^{\prime \prime \prime}(x)=\frac{f(x-h)+f(x+h)-2 f(x)}{h^{2}}-\frac{1}{12} h^{2} \int^{\prime \prime \prime \prime}(x) \tag{12-15}
\end{equation*}
$$

The results given by equations (12-13)-(12-15) are written more compactly as

$$
\begin{array}{ll}
f_{i}^{\prime \prime}=\frac{f_{i}-2 f_{i+1}+f_{i+2}}{h^{2}}+O(h) & \text { forward difference } \\
f_{i}^{\prime \prime}-f_{i-2}-2 f_{i \cdot 1}+f_{i}+O(h) & \text { back ward difference } \\
h^{2} & (12-17)  \tag{12-18}\\
f_{i}^{\prime \prime}=f_{i-1}-\frac{2 f_{i}+f_{i+1}}{h^{2}}+O\left(h^{2}\right) & \text { central difference }
\end{array}
$$

where

$$
\left.f_{i}^{\prime \prime} \equiv \frac{d^{2} f(x)}{d x^{?}}\right|_{i}
$$

We note that the central-diference representation is accurate to $O\left(h^{2}\right)$ whereas the forward and backward differences to $O(h)$.
In the foregoing finite-difference expressions, two-point formulas are used for the first derivatives and three-point formulas for the second derivatives. It is possible to use more points in order to obtain more accurate finite-difference expressions.

## Summary of First Derivatives

In the following formulas, the symbols B, C, and F denote backward, central, and forward, respectively.

## Thro-Point Formulas

$$
\begin{align*}
& f_{i}^{\prime}=\frac{f_{i+1}-f_{i}}{h}+O(h)  \tag{12-19a}\\
& f_{i}^{\prime}=\frac{f_{i}-f_{i-1}}{h}+O(h)  \tag{!2-19b}\\
& f_{i}^{\prime}=\frac{f_{i+1}-f_{i-1}}{2 h}+O\left(h^{2}\right)  \tag{12-19c}\\
& \text { C }
\end{align*}
$$

## Three-Point Formulas

$$
\begin{align*}
& f_{i}^{\prime}=\frac{1}{2 h}\left(-3 f_{i}+4 f_{i+1}-f_{i+2}\right)+O\left(h^{2}\right)  \tag{12-20a}\\
& f_{i}^{\prime}=\frac{1}{2 h}\left(f_{i-2}-4 f_{i-1}+3 f_{i}\right)+O\left(h^{2}\right)  \tag{12-20b}\\
& f_{i}^{\prime}=\frac{1}{2 h}\left(f_{i+1}-f_{i-1}\right)+O\left(h^{2}\right) \tag{12-20c}
\end{align*}
$$

## Four-Point Formulas

$$
\begin{align*}
& f_{i}^{\prime}=\frac{1}{6 h}\left(-11 f_{i}+18 f_{i+1}-9 f_{i+2}+2 f_{i+3}\right)+O\left(h^{3}\right)  \tag{12-21a}\\
& f_{i}^{\prime}=\frac{1}{6 h}\left(-2 f_{i-1}-3 f_{i}+6 f_{i+1}-f_{i+2}\right)+O\left(h^{3}\right)  \tag{12-2Ib}\\
& f_{i}^{\prime}=\frac{1}{6 h}\left(f_{i-2}-6 f_{i-1}+3 f_{i}+2 f_{i+1}\right)+O\left(h^{3}\right) \tag{12-21c}
\end{align*}
$$

## Summary of Second Derivatives

$$
\begin{array}{ll}
f_{i}^{\prime \prime}=\frac{1}{h^{2}}\left(2 f_{i}-5 f_{i+1}+4 f_{i+2}-f_{i+3}\right)+O\left(h^{2}\right) & \mathrm{F} \\
f_{i}^{\prime \prime}=\frac{1}{h^{2}}\left(-f_{i-3}+4 f_{i-2}-5 f_{i-1}+2 f_{i}\right)+O\left(h^{2}\right) & \text { B } \\
f_{i}^{\prime \prime}=\frac{1}{h^{2}}\left(f_{i-1}-2 f_{i}+f_{i+1}\right)+O\left(h^{2}\right) & (12-22 \mathrm{~b}) \tag{12-22c}
\end{array}
$$

## Mixed Derivatives

Often it may be necessary to represent mixed partial derivatives, such as $\partial^{2} f / \partial x \partial y$, in finite differences. The finite-difference approximation can be developed by successive application of finite-differencing of the first derivative in the $x$ and $y$ variables.

For illustration purposes, we consider finite-difference approximation of the mixed partial derivative $\partial^{2} f / \partial x{ }^{3} y$ and use the central difference formula cyuation (12-11) to discretize the first derivative for both the $x$ and $y$ variables. We write

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{\partial f}{\partial y}\right)=\frac{1}{2 \Delta x}\left(\left.\frac{\partial f}{\partial y}\right|_{i+1 . j}-\left.\frac{\partial f}{\partial y}\right|_{i-1 . j}\right)+O(\Delta x)^{2} \tag{12-23}
\end{equation*}
$$

TABLE 12-1 Finite-Difference Approximation of Mixed Partial Derivative $\partial^{2} f / \partial x \partial y$

| Case No. | Difterencing Scheme ${ }^{0}$ |  | Finite-Diflerence Approximation | Order of the Error |
| :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{x}$ | $y$ |  |  |
| I | F | F |  | $O[\Delta x, \Delta y]$ |
| 2 | $F$ | 3 |  | $O[\Delta x, \Delta y]$ |
| 3 | F | C | $\frac{1}{\Delta x}\left(\frac{f_{i+1, j+1}-f_{i+1, j-1}}{2 \Delta y}-\frac{f_{1, j+1}-f_{1, j-1}}{2 \Delta y}\right)$ | $O\left[\Delta x,(\Delta y)^{2}\right]$ |
| 4 | B | $F$ | $\frac{1}{\Delta x}\left(\frac{f_{i, j+1}-f_{i, j}}{\Delta y}-\frac{f_{i-1, j+1}-f_{i-i, j}}{\Delta y}\right)$ | $O[\Delta x, \Delta y]$ |
| 5 | B | B | $\frac{1}{\Delta x}\left(\frac{f_{i, j}-f_{i, j-1}}{\Delta y}-\frac{f_{1-1, j}-\rho_{1-1, j-1}}{\Delta y}\right)$ | $O[\Delta x, \Delta y]$ |
| 6 | B | C | $\frac{1}{\Delta x}\left(\frac{f_{i, j+1}-f_{i, j-1}}{2 \Delta y}-\frac{f_{i-1 . j+1}-f_{i-1 . j-1}}{2 \Delta y}\right)$ | $O\left[\Delta x,\left(\Delta y^{\prime}\right)^{2}\right]$ |
| 7 | $\stackrel{\square}{ }$ | F |  | $O\left[(\Delta x)^{2} . \Delta y\right]$ |
| 8 | C | B | $\frac{1}{2 \Delta x}\left(\frac{f_{1+1}-f_{1+1!1-1}}{\Delta y}-\frac{f_{i-1}-1}{\Delta y}-f_{i-1: 1:=1}\right)$ | $O\left[(\Delta x)^{2}, \Delta y\right]$ |
| 9 | C | C | $\left(\frac{f_{i+1, j+1}-f_{i+1, j-1}}{2 \Delta y}-\frac{f_{i-1, j+1}-f_{i-1,-1}}{2 \Delta y}\right)$ | $O\left[(\Delta x)^{2},(\Delta y)^{2}\right]$ |

[^1]where the subscripts $i$ and $j$ denote the grid points associated with the discretizition in the $x$ and $y$ variables, respectively. Applying the central difference formula once more to discretize the partial derivatives with respect to the $y$ variable on the right-hand side of equation (12-23) we obtain
$$
\frac{\partial}{\partial_{x}}\left(\frac{\partial f}{\partial y}\right)=\frac{1}{2 \Delta x}\left(\frac{f_{i+1 \cdot j+1}-f_{i+1 \cdot j-1}-f_{i-1 \cdot j+1}-f_{i-1 . j-1}}{2 \Delta y}\right)+O\left[(\Delta x)^{2},(\Delta y)^{2}\right]
$$
$$
(12-24)
$$
which is the finite-difference approximation of the mixed partial derivative $\partial^{2} f / \partial x \partial y$ using central differences for both $x$ and $y$ variables. The order of differentiation is immaterial if the derivatives are continuous; that is $\hat{i}^{2} \int / \vec{c} x \partial y$ and $\partial^{2} f / \partial y^{\prime} \hat{x}$ are equal.
In the above illustration we applied eentral differences for both derivatives in $x$ and $y$. Ifall possible combinations of forward, backward, and central differences are considered, nine different cases arise for finite difference approximation of $\partial^{2} f / \partial x \hat{c} y$. Table 12-1 lists the finite-difference approximations for each of these nine different cases.

## 12-3 ERRORS INVOLVED IN NUMERICAL SOLUTIONS

In the numerical solution of partial-differential equations will finite differences, errors are involved in the discretization process as well as during the solution of the resulting algebraic equations with a computer. These errors' can be classified as the truncation, discretization, and round-off errors.

The round-off error, as the name implies, is caused by rounding off of the numbers by the computer during the solution process. The discretization error is caused by replacing the continuous problem satisfied by the PDE by a discrete problem satisfied by the finite-difference approximation, including the contributions of the differential equation and boundary conditions, but without the round-off errors.

Consider, for example, the steady-state heat conduction equation

$$
\begin{equation*}
L(T) \equiv \frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0 \tag{12-25a}
\end{equation*}
$$

and its finite-difference approximation given by

$$
\begin{equation*}
L_{\mathrm{FD}}(T) \equiv \frac{T_{i-1, j}-2 T_{i, j}+T_{i+1, j}}{(\Delta x)^{2}}+\frac{T_{i, j-1}-2 T_{i, j}+T_{i, j+1}}{(\Delta y)^{2}} \tag{12-25b}
\end{equation*}
$$

to be solved over a domain subject to some specified boundary conditions.
,

If the heat conduction problem is solved over the domain exactly by using the PDE and by using the finite-difference equations without any round-off error, the results will not be equal. The difference is called the discretization error caused by the truncation errors associated with finite-difference approximation of the differential equation and the boundary conditions for the problem.

The terminology, truncation error is used to identify the error resulting from the discretization of the PDF: only:


Clearly, the truncation error is the difference between the exact solution of PDE and its finite-difference solution without the round-off error, and hence is a measure of the accuracy of representing the partial differential equation in the finite-difference form.
Table 12-2 lists truncated leading error terms in the finite differencing of the first and second derivatives using forward, backward, and central differencing schemes. Clearly, the leading error is of the order $O(\Delta x)$ for the forward and backward differences, while of the order $O\left[(\Delta x)^{2}\right]$ for central difference.
The total error involved in linite-difference calculations consists of the discretization error plus the round-olf error. The discretization error increases with increasing mesh size while the round-off error decreases with increasing mesh

TABLE 12-2 Various Differencing Schemes and the Corresponding Truncated Leading Error Terms

| Derivative | Finite-Difference Form | Truncated Leading Error Terms ${ }^{\text {® }}$ |
| :---: | :---: | :---: |
| $\frac{d f(x)}{d x}$ | $\frac{f(x+\Delta x)-f(x)}{\Delta x}(\text { forward })$ | $-\frac{\Delta x}{2} f^{\prime \prime}-\frac{(\Delta \dot{x})^{2}}{6} f^{\prime \prime}$ |
| $\begin{gathered} d f(x) \\ d x \end{gathered}$ | $\left.\begin{array}{c} f(x)-f(x-\Lambda x) \\ \Lambda_{1} \end{array} \text { (biackwara) }\right)$ | ${ }_{2}^{A x} f_{6}^{A} f^{\prime \prime}$ |
| $\frac{d f(x)}{d x}$ | $\frac{f(x+\Delta x)-f(x-\Delta x)}{2 \Delta x} \text { (central) }$ | $-\frac{(\Delta x)^{2}}{6} \cdot f^{m}$ |
| $\begin{gathered} d^{2} f(x) \\ d x^{2} \end{gathered}$ | $f(x-\Delta x)-\frac{2 f(x)}{(\Delta x)^{2}}+f(x+\Delta x)(\text { central })$ | $-\frac{(\Delta x)^{2}}{12} f^{m n}$ |

[^2]size. Therefore, the total error is expected to exhibit a minimum as the mesh size is decreased.

## Example 12-1

The following numerical representation of $f(x)$ is given at equally spaced intervals $\Lambda x \equiv h=1$.

$$
\begin{array}{c|rrrrrr}
x & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline f(x) & 15 & 18 & 12 & 10 & 1 & -6
\end{array}
$$

Using finite differences, determine $f_{0}^{\prime} \equiv f^{\prime}(x=0), f_{5}^{\prime} \equiv f^{\prime}(x=5)$ and $f_{0}^{\prime \prime} \equiv$ $f^{\prime \prime \prime}(x=0)$ accurate to the order $h^{2}$.
Solution. The first-order derivatives accurate to $O(h)^{2}$ are given by equations (12-20a) and (12-20b). The forward difference formula (12-20a) is used to determine $\int_{0}^{\prime}$ because no points are available in the backward direction and the backward-difference formula (12-20b) is used to determine $\int_{5}^{\prime}$ because no points are available in the forward direction. Hence we have

$$
\begin{array}{ll}
f_{0}^{\prime}=\frac{1}{2}\left(-3 f_{0}+4 f_{1}-f_{2}\right)=\frac{1}{2}(-45+72-12)=7.5 & O(1)^{2} \\
f_{5}^{\prime}=\frac{1}{2}\left(f_{3}-4 f_{4}+3 f_{5}\right)=\frac{1}{2}(10-4-18)=-6 & O(1)^{2} \tag{12-27b}
\end{array}
$$

Formula (12-23a) is used to determine $\int_{0}^{\prime \prime}$; we find

$$
\begin{equation*}
f_{0}^{\prime \prime}=\frac{1}{2}\left(2 f_{0}-5 f_{1}+4 f_{2}-f_{3}\right)=\frac{1}{2}(30-90+48-10)=-11 \quad 0(1)^{2} \tag{12-27c}
\end{equation*}
$$

## 12-4 CHANGING THE MESH SIZE

In most engineering applications, one will often have some idea of the general shape of the solution, especially of the locations where the prolile will exhibit a sudden change in the first derivative. Therefore, to obtain higher resolution in the region where the gradients are expected to vary rapidly, it is desirahle to use a liner mesh over that particular region rather than relining the mesh over the entire domain. To iflustrate this mater we consider the simplest situation involving a change in mesh spacing only in one direction at some point in the region.

Figure 12-3 shows a change of the mesh size from $\Delta x_{1}$ to $\Delta x_{2}$ at some node i. A Taylor series expansion about the node $i$ can be used to develop linite


Fig. 12-3 Change of mesh size from $\Delta x_{1}$ to $\Delta x_{2}$ at node $i$.
difference approximation. That is, the function $f(x)$ is expanded about the node $i$ in forward and backward Taylor series, respectively, as

$$
\begin{align*}
& f_{i+1}=f_{i}+\left.\Delta x_{2} \frac{d f}{d x}\right|_{i}+\left.\frac{\left(\Delta x_{2}\right)^{2} d^{2} f}{2!} \frac{\left(x^{2}\right.}{d x^{2}}\right|_{i}+\left.\frac{\left(\Delta x_{2}\right)^{3} d^{3} y}{3!} d x^{3}\right|_{i}+O\left[\left(\Delta x_{2}\right)^{2}\right]  \tag{12-28a}\\
& f_{1}=f_{1}-\left.\Delta x_{1} d f\right|_{i}+\left.\begin{array}{c}
\left(\Delta x_{1}\right)^{2} d^{2} f \\
2! \\
d x^{2}
\end{array}\right|_{i}-\left.\frac{\left(\Delta x_{1}\right)^{3} d^{3} f}{3!} d x^{3}\right|_{i}+O\left[\left(\Delta x_{1}\right)^{2}\right] \tag{12-28b}
\end{align*}
$$

To obtain a difference approximation for the second derivative at the node $i$, equation ( $12-28 \mathrm{~b}$ ) is multiplied by $\left(\Delta x_{2} / \Delta x_{1}\right)^{2}$ and the resulting expression is added to equation (12-28a) to give

$$
\begin{align*}
f_{i+1}+\varepsilon^{2} f_{i-1}= & \left(1+\varepsilon^{2}\right) f_{i}+\left.(1-\varepsilon) \Delta x_{2} \frac{d f}{d x}\right|_{i}+\left.\left(\Delta x_{2}\right)^{2} \frac{d^{2} f}{d x^{2}}\right|_{i} \\
& +\left.\frac{1}{6}\left(\Delta x_{2}-\Delta x_{1}\right)\left(\Delta x_{2}\right)^{2} \frac{d^{3} f}{d x^{3}}\right|_{i}+O\left[(\Delta x)^{4}\right] \tag{12-29a}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon=\frac{\Delta x_{2}}{\Delta x_{1}} \tag{12-29b}
\end{equation*}
$$

and $O\left[(\Delta x)^{4}\right]$ means the largest of $O\left[\left(\Delta x_{1}\right)^{4}\right]$ or $O\left[\left(\Delta x_{2}\right)^{4}\right]$. The finite-difference approximation for the second derivative is obtained by solving equation (12-29a) For $\left.\left(d^{2} f / d x^{2}\right)\right)_{\text {; }}$ to yield

$$
\begin{equation*}
\left.\frac{d^{2} f}{d x^{2}}\right|_{i}=\frac{f_{i+1}-\left(1-\varepsilon^{2}\right) f_{i}+\varepsilon^{2} f_{i-1}}{\left(\Delta x_{2}\right)^{2}}-\left.\frac{1-\varepsilon}{\Delta x_{2}} \frac{d f}{d x}\right|_{i}+O\left[\left(\Delta x_{2}-\Delta x_{1}\right)\right] \tag{12-30}
\end{equation*}
$$

This expression is accurate to first order at $i$ if $I-\varepsilon=O\left[\left(\Delta x_{1}\right)^{2}\right]$. The above finite-difference approximations imply that, uniess the mesh spacing is changed slowly, the truncation error deteriorates rather than improves.

## 12-5 CON'TROL-VOLUME APPROACH

In the previous section it was assumed that the given partial-differential equation was the correct and appropriate form of the physical conservation law governing the problem and Taylor-series approach was used as a purely mathematical procedure to develop the finite difference approximation to the derivatives.

In the alternative control-volume approach, the finite-difference equations are developed by constraining the partial-differential equation to a finite control-
volume and conserving the specific physical quantity such as mass, momentum, or energy over the control volume. The basic concept is analogous to heat balance over a small volume surrounding a grid point commonly used by elementary textbooks on heat transfer to derive the finite-diference form of the heat conduction equation.

To develop the control-volume statement for a small finite region, it is instructive to work backward from the partial-differential equation governing the specific physical qumatity. For illustration purposes we consider the transient heal conduction equation with energy generation given in the form

$$
\begin{equation*}
\rho C_{p} \frac{\partial T}{\partial t}=-\nabla \cdot q+g \tag{12-31a}
\end{equation*}
$$

where the heat flux vector $q$ is related to the temperature $T(r, t)$ by the Fourier law

$$
\begin{equation*}
\mathbf{q}=-k \nabla T \tag{12-31b}
\end{equation*}
$$

and $g$ is the volumetric energy generation rate.
We integrate equation (12-31a) over a small lixed volume $V$

$$
\begin{equation*}
\int_{V} \rho C_{p} \frac{\partial T}{\partial t} d V=-\int_{V} \nabla \cdot q d V+\int_{V} g d V \tag{12-3ic}
\end{equation*}
$$

The integral on the left-hand side can be removed by means of the mean value theorem for integrals. Similarly, the integral over $g$ is also removed. The volume integral over the divergence of the heat Пux vector is transformed to a surface integral by means of the divergence theorem. Then equation (12-31c) becomes

$$
\begin{equation*}
V \rho C_{p} \frac{\partial \bar{T}}{d t}=-\int_{S} \mathbf{q} \cdot \mathbf{n} d S+V \bar{g} \tag{12-32}
\end{equation*}
$$

where $S$ is the surface area of the control volume. Introducing the heat Пux vector $q$ from equation (12-31b) into equation (12-32) we find

$$
\begin{equation*}
V \rho C_{p} \frac{\partial \bar{T}}{\partial t}=\int_{S} k \frac{\partial T}{\partial n} d S+V \bar{g} \tag{12-33a}
\end{equation*}
$$

since

$$
\begin{equation*}
\nabla T \cdot \mathbf{n}=\frac{\partial T}{\partial n} \tag{12-33b}
\end{equation*}
$$

Here $V$ is a small control volume; $n$ and $(\partial / \partial n)$ are, respectively, the outward-drawn normal unit vector and derivative along the outward-drawn normal to the
surface of the control volume; $\vec{T}$ and $\bar{g}$ are suitable averages over the control volume of temperature and the energy generation rate, respectively.
We have developed above a control-volume energy conservation equation for physical phenomena involving transient heat conduction. Similar conservation expressions can be developed for the conservation of mass or momentum and include situations involving convective transport.
Once the control-volume conservation equation is available, the corresponding finite-difference equation over the control volume is readily obtained by discretizing the derivative terms in this conservation equation.
The control-volume approach for the development of finite-difference equations has distinet advantages for being readily applicable to multidimensional problems, complicated boundary conditions and to situations involving variable mesh and physical properties. On the other hand, the accuracy estimates with the control-volume approach are diflicult compared to that with the Taylor series expansion method which provides information on the order of the truncation error involved.
When applying the control-volume approach to develop the finite-difference equations, the finite difference nodes must bc established first and then the control volumes must be identified.

## Example 12-2

Consider the following one-dimensional steady-state heat conduction problem with variable thermal conductivity:

$$
\begin{align*}
& \frac{d}{d x}\left(k \frac{d T}{d x}\right)+g(x)=0 \quad \text { in } \quad 0<x<L  \tag{12-34a}\\
& -k \frac{d T}{d x}+h_{0} T=h_{0} T_{\infty 0} \quad \text { at } \quad x=0  \tag{12-34b}\\
& k \frac{d T}{d x}+h_{L} T=h_{L} T_{\infty L} \quad \text { at } \quad x=L \tag{12-34c}
\end{align*}
$$

Using the control volume approach write the finite-difference form of this problem.
Solurion. Figure $12-4$ shows the finite-difierence nodes constructed over the region. The integration of equation (12-34a) over the control volume about


Fig. 12-4 Control volumes for one-dimensional case.
an internal node $i$ gives

$$
\begin{equation*}
\left(k \frac{d T}{d x}\right)_{i+1 / 2}-\left(k \frac{d T}{d x}\right)_{i-1 / 2}+\Delta x \bar{g}_{i}=0 \tag{12-35}
\end{equation*}
$$

and expressing the derivatives in the discrete form we obtain

$$
\begin{equation*}
k_{i+1 / 2} \frac{T_{i+1}-T_{i}}{\Delta x}-k_{i-1 / 2} \frac{T_{i}-T_{i-1}}{\Delta x}+\Delta x \bar{g}_{i}=0, \quad i=1,2, \ldots, M-1 \tag{12-36}
\end{equation*}
$$

where $\bar{g}_{i}$ is a suitable average value of $g$ over the control volume about $i$. The integration of equation (12-34a) over the control volumes associated with the boundary nodes at $x=0$ and $x=L$, respectively, gives

$$
\begin{array}{r}
\left(k \frac{d T}{d x}\right)_{1 / 2}-\left(k \frac{d T}{d x}\right)_{0}+\frac{1}{2} \Delta x \bar{g}_{0}=0 \\
\left(k \frac{d T}{d x}\right)_{M}-k\left(\frac{d T}{d x}\right)_{M-1 / 2}+\frac{1}{2} \Delta x \bar{g}_{M}=0 \tag{12-37b}
\end{array}
$$

Utilizing the boundary conditions ( $12-34 \mathrm{~b}, \mathrm{c}$ ), the finite-difference representation of the boundary conditions at $x=0$ and $x=L$ is obtained from cquations (12-37a) and (12-37b), respectively, as

$$
\begin{array}{r}
k_{1 / 2} \frac{T_{1}-T_{0}}{\Delta x}+h_{0}\left(T_{\infty 0}-T_{0}\right)+\frac{1}{2} \Delta x \bar{g}_{0}=0 \\
h_{L}\left(T_{\infty L}-T_{M}\right)-k_{M-1 / 2} \frac{T_{M}-T_{M-1}}{\Delta x}+\frac{1}{2} \Delta x \bar{g}_{m}=0 \tag{12-38b}
\end{array}
$$

Thus equations (12-36) together with the boundary-condition equations (12-38: 1,1 ) provide $M+1$ algebraic equations for the decermination of $A+1$ unknown node temperatures, $T_{i},(i=0,1, \ldots, M)$. For constant thermal conductivity, this system of equations reduces to

$$
\begin{array}{ll}
2 T_{1}-2 \beta_{0} T_{0}=-\left(2 \gamma_{0}+G_{0}\right), & i=0 \\
T_{i-1}-2 T_{i}+T_{i+1}=-G_{i}, & i=1,2, \ldots, M-1 \\
2 T_{M-1}-2 \beta_{L} T_{M}=-\left(2 \gamma_{L}+G_{M}\right), & i=M \tag{12-39c}
\end{array}
$$

452 FINITE-DIFFERENCE MEIHUDS:
where

$$
\left.\begin{array}{c}
\beta_{0} \equiv 1+\frac{\Delta x h_{0}}{k}, \quad \gamma_{0} \equiv \frac{\Delta x h_{0} T_{x, 0}}{k} \\
\beta_{L} \equiv 1+\frac{\Delta x h_{L}}{k}, \quad \gamma_{L} \equiv \frac{\Delta x h_{L} T_{x, L}}{k}  \tag{12-40}\\
G_{i}=\frac{(\Delta x)^{2} \bar{g}_{i}}{k}
\end{array}\right\}
$$

This system of equations can be expressed in the matrix form as

$$
\begin{equation*}
[A]\{T\}=\{B\} \tag{12-41}
\end{equation*}
$$

where

$$
\begin{aligned}
& {[A]=\left[\begin{array}{crccccc}
-2 \beta_{0} & 2 & 0 & \cdots & 0 & 0 & 0 \\
1 & -2 & 1 & & 0 & 0 & 0 \\
0 & 1 & -2 & 1 & 0 & 0 & 0 \\
\cdot & & & & & & \\
0 & & & & 1 & -2 & 1 \\
0 & 0 & \cdots & \cdots & 0 & 2 & -2 \beta_{L}
\end{array}\right]=\begin{array}{c}
\text { known } \\
\text { coefficient } \\
\text { matrix } \\
\text { (12-42a) }
\end{array}} \\
& \{\mathbf{T}\}=\left\{\begin{array}{c}
T_{0} \\
T_{1} \\
\cdot \\
\cdot \\
T_{M}
\end{array}\right\}=\begin{array}{l}
\text { unknown } \\
\text { vector, } \\
\ldots
\end{array} \\
& \{\mathbf{B}\}=\left\{\begin{array}{c}
-\left(G_{0}+2 \gamma_{0}\right) \\
-G_{1} \\
\cdot \\
\cdot \\
-G_{M-1} \\
-\left(G_{\bar{M}}+2 \gamma_{\mathrm{M}}\right)
\end{array}\right\}=\begin{array}{c}
\text { known } \\
\text { vector }
\end{array} \\
& \text { (12-42b,c) }
\end{aligned}
$$

It is to be noted that the system of algebraic equations (12-39) or (12-42) are second-order accurate, namely $0\left[(\Delta x)^{2}\right]$. If the boundary conditions (12-34b,c) were discretized by using first-order accurate, two-point forward and backward differencing, the resulting equations would be first-order accurate, specifically, $0 \mid \wedge x]$.

## 12-6 ilictitious NODE CONCEPT FOR DISCRETIZING BOUNDARY CONDITIONS

An alternative approach for developing second-order accurate finite-diference form of the convection boundary conditions $(12-34 \mathrm{~b}, \mathrm{c})$ is through the use of fictitious node concept.


Fig. 12-5 Fictitious nodes -1 and $M+1$ at fictitious temperatures $T_{\text {.- }}$ and $T_{M+1}$.
Figure 12-5 shows that the region $0 \leqslant x \leqslant L$ is extended outward by a distance $\Delta x$ to the left and to the right giving rise to two fictitious nodes -1 and $M+1$ at fictitious temperatures $T_{-1}$ and $T_{M+1}$, respectively. Then the application of the second-order accurate central-difference formula (12-19c) to discretize the lirst derivatives in the boundary conditions (12-34b,c), respectively, yields

$$
\begin{gather*}
-k \frac{T_{1}-T_{-1}}{2 \Delta x}+h_{0} T_{0}=h_{0} T_{x, 0}  \tag{12-43a}\\
k \frac{T_{M+1}-T_{M-1}}{2 \Delta x}+h_{L} T_{M}=h_{L} T_{x, L L} \tag{12-43b}
\end{gather*}
$$

The finite-difference equation (12-39b) is evaluated for $i=0$ and $i=M$ to give, respectively

$$
\begin{array}{r}
T_{-1}-2 T_{0}+T_{1}+\frac{(\Delta x)^{2} g_{0}}{k}=0 \\
T_{M-1}-2 T_{M}+T_{M+1}+\frac{(\Delta x)^{2} g_{0}}{k}=0 \tag{12-44b}
\end{array}
$$

The elimination of $T_{-1}$ and $T_{M+1}$ between equations (12-43) and (12-44) results in the following two finite-difference equations

$$
\begin{array}{lllll}
2 T_{1}-2 \beta_{0} T_{0}+\left(2 i_{0}+G_{0}\right)=0 & \text { at } & x=0 & (i=0) & (12-45 \mathrm{a}) \\
2 T_{M-1}-2 \beta_{L} T_{M}+\left(2 y_{L}+G_{M}\right)=0 & \text { at } & x=L & (i=M) & (12-45 \mathrm{~b})
\end{array}
$$

where the coefficients $\beta_{0}, \beta_{0 L}, \gamma_{0}, \gamma_{l}$, are as defined by equations (12-40). We note that equations (12-45a,b) are the same as equations (12-39a,c).

## 12-7 METHODS OF SOLVING SIMULTANEOUS ALGEBRAIC EQUATIONS

So far we illustrated the basic steps in the transformation of a partial-differential equation and its boundary conditions into a system of algebraic equations. The methods of solving such a system of algebraic equations can be put into one of the

$$
\begin{equation*}
a_{21} T_{1}+a_{22} T_{2}+a_{23} T_{3}=d_{2} \tag{12-46b}
\end{equation*}
$$

two-ategeries:-(-t) the direct methods in which a finite number of operations is involved in the solution and (2) the iterative techniques in which answers become progressively more accurate as the number of iterations is increased provided that the convergence criteria related to the diagonal dominance of the coefficient matrix is satisfied.

The reader should consult reference 42 for detailed description of various methods for solving systems of algebraic equations and the FORTRAN programs and the subroutines associated with them

We present here brielly some of the direct and iterative methods of solving systems of algebraic equations.

## Direct Methods

Generally, the direct methods are preferred for systems having banded matrix coefficients and for problems involving relatively simple geometries and boundary conditions. They are very efficient, but require large computer storage and give rise to the accumulation of round-off error if the number of equations is large. There is a wealth of literature on the subject of solving systems of simultaneous algebraic equations because of the importance of this subject in scientific computing. Here we present a brief discussion of some of these direct methods.

Cramer's Rule. One of the most elementary methods of solving a set of algebraic equations is by employing Cramer's rule. The method is not practical to usc for large number of equations because it involves large number of operations. To solve a set of $N$ equations, the number of basic operations needed is to the order of $O\left(N^{4}\right)$. It implies that doubling the number of equations to be solved would increase the computer time on the order of $2^{4}$, or 16 times. Even if the computer time were available, the accuracy would be destroyed by round-off errors. Therefore, in comparison to other methods discussed below, this method is completely impractical and should not be used in the solution of finite difference equations; it is mentioned here in order to bring into attention its such a shortcoming.

Gauss Elimination Method. This is a commonly used direct method for solving simultaneous algebraic equations. In this method, the coefficient matrix is transformed into an upper triangular matrix by systematic application of some algebraic operations under which the solution to the system of equations remains urariant. Two principal operations applied include (1) multiplication or division of any equation by a constant and (2) replacement of any equation by the sum (or difference) of that equation with any other equation. Once the system is transformed into upper diagonal form, the solution starts from the last equation and proceeds upward by back substitutions.
To ̈llüstrate the procedure we consider the following simple example involving three unknowns, $T_{1}, T_{2}$, and $T_{3}$ :

$$
\begin{equation*}
a_{11} T_{1}+a_{12} T_{2}+a_{13} T_{3}=d_{1} \tag{12-46a}
\end{equation*}
$$

$$
\begin{equation*}
a_{31} T_{1}+a_{32} T_{2}+a_{33} T_{3}=d_{3} \tag{12-46c}
\end{equation*}
$$

We choose the first equation as the "pivot" equation and use it to eliminate $T_{1}$ from the second and third equations. That is, the first equation is multiplied by $a_{21} / a_{11}$ and subtracted from the sccond equation to eliminate $T_{1}$ from that equation. Then, the first equation is multiplied by $a_{11} / a_{11}$ and subtrated from the third equation to eliminate $T_{1}$ from that equation. We obtain

$$
\begin{array}{r}
a_{11} T_{1}+a_{12} T_{2}+a_{13} T_{3}=d_{1} \\
0+a_{22}^{*} T_{2}+a_{23}^{*} T_{3}=d_{2}^{*} \\
0+a_{32}^{*} T_{2}+a_{33}^{*} T_{3}=d_{3}^{*} \tag{12-47c}
\end{array}
$$

To eliminate $T_{2}$ from the third equation, the second equation is used as the "pivot" equation. That is, the second equation is multiplied by $a_{32}^{*} / a_{22}^{*}$ and subtracted from the third equation. Then the system (12-47) takes the diagonal form

$$
\begin{align*}
a_{11} T_{1}+a_{12} T_{2}+a_{13} T_{3} & =d_{1}  \tag{12-48a}\\
a_{22}^{\prime} T_{2}+a_{23}^{\prime} T_{3} & =d_{2}^{\prime}  \tag{12-48b}\\
a_{33}^{\prime} T_{3} & =d_{3}^{\prime} \tag{12-48c}
\end{align*}
$$

The unknowns $T_{i}$ are immediately determined from this system by starting from the last equation and the back substitution. We obtain

$$
\begin{align*}
& T_{3}=\frac{d_{3}^{\prime}}{a_{33}^{\prime}}  \tag{12-49a}\\
& T_{2}=\frac{d_{2}^{\prime}-a_{23}^{\prime} T_{3}}{a_{22}^{\prime}}  \tag{12-49b}\\
& T_{1}=\frac{d_{1}-a_{13} T_{3}-a_{12} T_{2}}{a_{11}} \tag{12-4}
\end{align*}
$$

The above procedure is readily generalized to a system of $N$ simultaneous cquations.

Thomas Algorithm. In the case of a tridiagonal.system of algebraic equations, such as the one encountered in the solution of one-dimensional heat conduction
problems, the Gauss elimination method can be further simplified by taking advantage of the zeros of the tridiagonal coeflicient matrix. This modified procedure, generally referred to Thomas algorithm, is an extremely efficient method for solving tridiagonal system of equations.

In Appendix VI we present a computer program written in FORTRAN for solving tridiagonal systems by Thomas algorithm.

## Iterative Methods

When the number of equations is very large, the coeflicient matrix is sparse but not banded and the computer storage is critical, an iterative method is preferred to the direct method of solution. If the iterative process is convergent, the solution is obtained within a specified accuracy of the exact answer in a finite but not predeterminable number of operations. The method is certain to converge for system having diagonal dominance and a discussion of diagonal dominance will be given later in this section.

Iterative methods have rather simple algorithm, are easy to apply and are not restricted for use with simple geometries and boundary conditions. They are also preferred when the number of operations in the calculations is so large that the direct methods may prove inadequate hecause of the accumulation of round-off crrors.

Gauss-Seidel Iteration. This is a very simple, eflicient point-iterative procedure for solving large systems of algebraic equations. The Gauss-Seidel iteration is based on the idea of successive approximations, but it differs from the standard iteration in that the most recently determined values are used in each round of iterations. Basic steps are as follows:

1. Solve each equation for the main diagonal unknown.
2. Make an initial guess for all the unknowns. .
3. Computations begin with the use of the guess values to compute a first approximation for each of the main diagonal unknowns solved successively in step 1. In each computation, whenever possible, the most recently determined values are used and the first round of iterations are completed.
4. The values determined from the first round of iterations and, whenever possible, the most reeently computed values are used to complete the second round of iterations.
5. The procedure is continued until a specified convergence criterion is satisfied for all the unknowns.

To illustrate the procedure we consider the following three equations

$$
a_{11} T_{1}+a_{12} T_{2}+a_{13} T_{3}=d_{1}
$$

$$
\begin{align*}
& a_{21} T_{1}+a_{22} T_{2}+a_{23} T_{3}=d_{2}  \tag{12-50b}\\
& a_{31} T_{1}+a_{32} T_{2}+a_{33} T_{3}=d_{3} \tag{12-50c}
\end{align*}
$$

where $a_{i i} \neq 0$ for $i=1-3$.
Equations are successively solved for the main diagonal unknowns:

$$
\begin{align*}
& T_{1}={ }_{d_{11}}^{1}\left(d_{1}-a_{12} T_{2}-a_{1,3} T_{1}\right) \\
& T_{2}=\frac{1}{a_{22}}\left(d_{2}-a_{21} T_{1}-a_{23} T_{3}\right)  \tag{12-51b}\\
& T_{3}=\frac{1}{a_{33}}\left(d_{3}-a_{31} T_{1}-a_{32} T_{2}\right) \tag{12-51c}
\end{align*}
$$

Initial guess values are chosen as

$$
T_{1}^{(0)}, T_{2}^{(0)}, T_{3}^{(0)} \quad(12-52)
$$

These guess values are used together with the most recently computed valucs to complete the first round of iterations as

$$
\begin{align*}
& T_{1}^{(1)}=\frac{1}{a_{11}}\left(d_{1}-a_{12} T_{2}^{(1)}-a_{13} T_{3}^{(1)}\right)  \tag{12-53a}\\
& T_{2}^{(1)}=\frac{1}{a_{22}}\left(d_{2}-a_{21} T_{1}^{(1)}-a_{13} T_{3}^{(0)}\right)  \tag{12-53b}\\
& T_{3}^{(1)}=\frac{1}{a_{33}}\left(d_{3}-a_{31} T_{1}^{(1)}-a_{32} T_{2}^{(1)}\right) \tag{12-53c}
\end{align*}
$$

These first approximations are used together with the most recently computed . values to complete the second round of iterations as

$$
\begin{align*}
& T_{1}^{(2)}=\frac{1}{a_{11}}\left(d_{1}-a_{12} T_{2}^{(1)}-a_{13} T_{3}^{(1)}\right)  \tag{12-54a}\\
& T_{2}^{(2)}=\frac{1}{a_{22}}\left(d_{2}-a_{21} T_{1}^{(2)}-a_{23} T_{3}^{(1)}\right)  \tag{12-54b}\\
& T_{3}^{(2)}=\frac{1}{a_{33}}\left(d_{3}-a_{21} T_{1}^{(2)}-a_{32} T_{2}^{(2)}\right) \tag{12-54c}
\end{align*}
$$

The iteration procedure is continued in a similar manner

A general expression for the $(n+1)$ th round of iterations of the above system is written as

$$
\begin{align*}
& T_{1}^{(n+1)}=\frac{1}{a_{11}}\left[d_{1}-a_{12} T_{2}^{(n)}-a_{13} T_{3}^{(n)}\right]  \tag{12-55a}\\
& T_{2}^{(n+1)}=a_{a_{22}}^{1}\left[d_{2}-a_{21} T_{1}^{(n) 11}-a_{23} T_{3}^{(n)}\right]  \tag{12-55b}\\
& T_{3}^{(n+1)}=\frac{1}{a_{33}}\left[d_{3}-a_{31} T_{1}^{(n+1)}-a_{32} T_{2}^{(n+1)}\right] \tag{12-55c}
\end{align*}
$$

In the general case of $M$ equations, the $(n+1) t h$ round of iterations can be written as

$$
\begin{equation*}
T_{i}^{(n+1)}=\frac{1}{a_{i i}}\left\{d_{i}-\sum_{j=1}^{i-1} a_{i j} T_{j}^{(n+1)}-\sum_{j=i+1}^{M} a_{i j} T_{j}^{(n)}\right\} \quad \text { for } \quad i=1 \text { to } M \tag{12-56}
\end{equation*}
$$

The criterion for convergence can be specified either as the absolute convergence crierion in the form

$$
\begin{equation*}
\left|T_{i}^{(n+1)}-T_{i}^{(n)}\right| \leqslant \epsilon \tag{12-57}
\end{equation*}
$$

or as relative compergence criterion in the form

$$
\begin{equation*}
\left|\frac{T_{i}^{(n+1)}-T_{i}^{(n)}}{T_{i}^{(n+1)}}\right| \leqslant \epsilon \tag{12-58}
\end{equation*}
$$

which should be satisfied for all $T_{i}$.
Successive Overrelaxation. The Gauss-Seidel method described previously, generally does not converge sufficiently fast. The successive overrelaxation is a method that can accelerate the convergence.

In this method, the iteration procedure is witten as

$$
7_{i}^{(n+1)}=\omega\left\{\begin{array}{c}
\text { RHS (right-hand side) of Gauss--Scidel } \\
\text { iteration given by equation }(12-56) \tag{12-59}
\end{array}\right\}+(1-\omega) T_{i}^{(n)}
$$

Here $\omega$ is the relaxation parameter.
Clearly, the case $\omega=1$ corresponds to Gauss-Seidel iteration. The choice of the relaxation parameter effects the speed of convergence, but the determination of the optimal value of $\omega$ is a difficult matter. Some numerical experimentation is
necessary for selecting proper value of $\omega$ for a given problem. With the proper choice of $\omega$, it may be possible to reduce the computation time by an order of magnitude; therefore, when the number of equations is large and reduction of the computation time is important, some experimentation with different values of $\omega$ is worthwhile.
The physical significance of the relaxation parameter $\omega$ is as follows. For $(1)=1$, the Gamss Seidel computed value of the unk nown is stored as the current value. For underrelaxation, $0<\omega<1$, a weighted average of the Gauss-Seidel value and the value from the previous iteration are stored as the current value. For overrelaxation, $1<\omega<2$, the current stored value is essentially extrapolated beyond the Gauss-- Seidel value. For $\omega>2$, the calculations diverge.

Iterative techniques are used to solve very large systems of equations, because round-off error is much smaller with iterative techniques than with direct solution techniques. With direct techniques, round-off errors occur with each mathematical operation and accumulate until final answers are obtained. With iterative techniques, for all practical purposes, the round-off error in the final converged solution is due to that accumulated in the final iteration.

## 12-8 ONE-DIMENSIONAL, STEADY-STATE HEAT CONDUCTION IN CYLINDRICAL AND SPHERICAL SYMMETRY

We now examine the finite-difference representation of onc-dimensional, constantproperty, steady-state heat conduction equation with cylindrical and spherical symmetry. The governing heat conduction equation is given by

$$
\begin{equation*}
\frac{1}{r^{p}} \frac{d}{d r}\left(r^{p} \frac{d T}{d r}\right)+\frac{1}{k} g(r)=0 \quad r \neq 0 \tag{12-60a}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{p}{r} \frac{d T}{d r}+\frac{1}{k} g(r)=0 \quad r \neq 0 \tag{12-60b}
\end{equation*}
$$

where

$$
p= \begin{cases}0 & \text { rectangular } \\ 1 & \text { cylindrical } \\ 1 & \text { spherical }\end{cases}
$$

and the term $g(r)$ represents the volumetric energy generation rate (i.e., $\mathbf{W} / \mathrm{m}^{3}$ ).
Solid Cylinder and Sphere. For a solid cylinder and sphere, equation (12-60b) has an apparent singularity at the origin $r=0$. However, an examination of equation (12-60b) reveals that both $r$ and $d T / d r$ becomes zero for $r=0$; hence we
have $\frac{0}{0}$ ratio at the origin. By the application of L'Hospital's rule it can be shown that this ratio has the following determinate form:

$$
\begin{equation*}
\left(\frac{1}{r} \frac{d T}{d r}\right)_{r=0}=\frac{(d / d r)\left(\frac{d T}{d r}\right)}{(d / d r)(r)}{ }_{r=0}=\left.\frac{d^{2} T}{d r^{2}}\right|_{r=0} \tag{12-61}
\end{equation*}
$$

Then, equation (12-60b), at $r=0$, becomes

$$
\begin{equation*}
(1+p) \frac{d^{2} T(r)}{d r^{2}}+\frac{1}{k} g(r)=0, \quad r=0 \tag{12-62}
\end{equation*}
$$

To approximate this equation in finite differences, a network of mesh size $\delta$, as illustrated in Fig. 12-6, is constructed over the region. Then by using the secondorder accurate finite-difference formula, the first and the second derivatives are directly discretized. The resulting finite-difference approximation to equation (12-60b) becomes

$$
\begin{align*}
& \frac{T_{i-1}-2 T_{i}+T_{i+1}}{\delta^{2}}+ \frac{p}{i \delta} \frac{T_{i+1}-T_{i-1}}{2 \delta}+\frac{1}{k} g_{i}=0 \\
& \text { for } \quad i-1,2, \ldots, M \quad \text { I, } O\left(\delta^{2}\right) \tag{12-6,3}
\end{align*}
$$

This system provides $M-1$ algebraic equations for the $M+1$ unknown node temperatures $T_{0}, T_{1}, \ldots, T_{M-1}, T_{M}$. Two more relations are needed.

An additional relationship is obtained by discretizing equation(12-62) at $r=0$. In order to use a second-order accurate central-difference formula at $r=0$, a node is needed to the left of the origin $r=0$. This is achieved by considering a fictitious node " -1 " at a fictitious temperature $T_{-1}$ located at a distance $\delta$ to the left of the $r$ axis. The resulting finite-difference approximation of equation


Fig. 12-6 Nomenclature for finite-difference representation for cylindrical and spherical symmetry.
(12-62) at $r=0$ bccomes

$$
\begin{equation*}
(1+p)^{T-1}-\frac{2 T_{0}}{\delta^{2}}+T_{1}+\frac{1}{k} g_{0}=0, \quad i=0 \tag{12-64a}
\end{equation*}
$$

where the fictitious temperature $T_{-1}$ is detcrmined by utilizing the symmetry condition at the node $i=0$;

$$
\begin{equation*}
\left.\frac{d T}{d r}\right|_{r=0}=-T_{-1}-T_{1}=0, \quad \text { giving } \quad T_{-1}=T_{1} \tag{12-64b}
\end{equation*}
$$

-Introducingequation(12-64b)into (12-64a), the additional finite difference equation is determined as

$$
\begin{equation*}
2(1+p) \frac{T_{1}-T_{0}}{\delta^{2}}+\frac{1}{k} g_{0}=0 \quad \text { for } \quad i=0 \tag{12-65}
\end{equation*}
$$

Equations (12-65) and (12-63) are now rearranged, respectively, as

$$
\begin{equation*}
2(1+p)\left(T_{1}-T_{1}\right)+\frac{\delta^{2} g_{0}}{k}=0, \quad \text { oor } \quad i=0 \tag{12-6.6}
\end{equation*}
$$

$\left(1-\frac{p}{2 i}\right) T_{i-1}-2 T_{i}+\left(1+\frac{p}{2 i}\right) T_{i+1}+\frac{\delta^{2} g_{i}}{k}=0, \quad$ гor $\quad i=1,2, \ldots, M-1$
where

$$
p= \begin{cases}1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

One more equation is needed to make the number of equations equal to the number of unknowns. It is obtained by considering the boundary condition at the node $i=M$ (i.e., $r=b$ ). The following possibilities can be considered at the node $M$ :

1. The temperature $T_{\text {, }}$ is specified an the boundary $r=b$. Then we have

$$
\begin{equation*}
T_{M}=T_{b}=\text { known } \tag{12-68}
\end{equation*}
$$

and the system of equations (12-66), (12-67) and (12-68) provide $M+1$ relations for the determination of $(M+1)$ unknown node temperatures.
2. The boundary condition at $r=b$ is convcction into an ambient at a constant temperature $T_{x, b}$ with a heat transfer coefficient $h_{b}$. The boundary condition is


Fig. 12-7 Fictitious node $M+1$ at fictitious temperature $T_{M+1}$.
given by

$$
\begin{equation*}
k \frac{d T(r)}{d r}+h_{b} T(r)=h_{b} T_{\infty . b}=\text { known } \quad \text { at } \quad r=b \tag{12-69}
\end{equation*}
$$

To discretize this equation about the boundary node $M$ with a second-order central-difference formula, an additional node is needed to the right of the node $M$. This is obtained by considering an extension of the region by a distance $\delta$ to the right of the node $M$, giving rise to a fictitious node $M+1$ at a fictitious temperature $T_{M+1}$ as illustrated in Fig. 12-7. Then the discretization of equation (12-69) about the node $M$ with the central difference formula gives

$$
\begin{equation*}
k \frac{T_{M+1}-T_{M-1}}{2 \delta}+h_{b} T_{M}=h_{b} T_{m, b} \tag{12-70}
\end{equation*}
$$

An additional rclationship needed to eliminate $T_{M+1}$ is determined by evaluating equation (12-67) for $i=M$. We obtain

$$
\begin{equation*}
\left(1-\frac{p}{2 M}\right) T_{M-1}-2 T_{M}+\left(1+\frac{p}{2 M}\right) T_{M+1}+\frac{\delta^{2} g_{M}}{k}=0 \tag{12-71}
\end{equation*}
$$

The elimination of $T_{M+1}$ between equations (12-70) and (12-71) gives

$$
\begin{equation*}
2 T_{M-1}-2 \beta_{M i} T_{M}+2 \gamma_{M}+G_{M}=0 \quad \text { for } \quad i=M \tag{12-72a}
\end{equation*}
$$

where

$$
\begin{align*}
& \beta_{M}=1+\left(1+\frac{p}{2 M}\right)^{i h_{b}} \frac{i}{k}  \tag{12-72b}\\
& r_{M}=\left(1+\frac{p}{2 M}\right) \frac{\delta}{k} h_{b} T_{m b}  \tag{12-72c}\\
& G_{M}=\frac{\delta^{2} g_{M}}{k} \tag{12-72d}
\end{align*}
$$

which is accurate $0\left(\delta^{2}\right)$. Equations (12-66), (12-67), and (12-72) provide $M+1$ relations for the determination of $M+1$ unknown node temperatures for convection boundary conditions at $r=b$.
3. Boundary condition at $r=b$ is a prescribed heat flux boundary condition. For this case, the steady-state solution does not exist unless the energy generated in the medium equals to the total heat removal rate from the boundaries. Even for such a case, the steady-state solution for a solid eylinder or sphere is mot unique; such a situation will not be considered.

## Example 12-3

A $10-\mathrm{cm}$-diameter solid stecl bar of thermal conductivity $k=40 \mathrm{~W} /(\mathrm{m} \cdot " \mathrm{C})$ is heated electrically by the passage of electric current which generates energy within the rod at a rate of $g=4 \times 10^{6} \mathrm{~W} / \mathrm{m}^{3}$. Heat is dissipated from the surface of the rod by convection with a heat transfer coefficient $h=400 \mathrm{~W} /\left(\mathrm{m}^{2} .{ }^{\circ} \mathrm{C}\right)$ into an ambient at temperature $T_{\infty}=20^{\circ} \mathrm{C}$. By dividing the radius into Five equal parts, develop the finite-difference equations for this heat conduction problem. Compare the finite-diflerence solution with the exact analytic solution for the cases when the first-order and the second-order accurate diflerencing are used for the convection boundary condition.
Solution. The problem involves six unknown node temperatures, $T_{i}, i=$ $0,1, \ldots, 5$, since the region $0 \leqslant r \leqslant b$ is divided into five equal parts. The six linite-diference equations necded for their determination are obtained as

$$
\begin{gather*}
4\left(T_{1}-T_{0}\right)+10=0, \cdots i=0  \tag{12-73}\\
\left(1-\frac{1}{2 i}\right) T_{i-1}-2 T_{i}+\left(1+\frac{1}{2 i}\right) \dot{T}_{i+1}+10=0, \quad i=1,2,3,4 \tag{12-74}
\end{gather*}
$$

For the boundary condition at $i=M=5$, one can use either the first-order accurate formula

$$
\begin{equation*}
T_{5}=\frac{1}{1.1}\left(T_{4}+2\right), \quad i=5 \tag{12-75a}
\end{equation*}
$$

or the second-order accurate formula (c)

$$
\begin{equation*}
T_{4}-1.11 T_{5}+7.2=0, \quad i=5 \tag{12-75b}
\end{equation*}
$$

The exact solution of this problem is given by

$$
\begin{equation*}
T(r)=T_{x x}+\frac{g b}{2 h}+\frac{g b^{2}}{4 k}\left[1-\left(\frac{r}{b}\right)^{2}\right] \tag{12-76a}
\end{equation*}
$$

TABLE 12-3 Comparison of Results with Exact Solution for Example 12-3

| $\frac{r}{b}$ | Exact | $M=5$ |  | $\begin{gathered} M=10 \\ \text { 1st-Order } \\ \text { Accurate } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 1st-Order Accurate | 2nd-Order Accurate |  |
| $0.0{ }^{\circ}$ | 332.50 | 307.50 | 332.50 | 320.00 |
| 0.2 | 330.00 | 305.00 | 330.00 | 317.50 |
| 0.4 | 322.50 | 297.50 | 322.50 | 310.00 |
| 0.6 | 310.00 | 285.00 | 310.00 | 297.00 |
| 0.8 | 292.50 | 267.50 | 292.50 | 280.00 |
| 1.0 | 270.00 | 245.00 | 270.00 | 257.50 |

or

$$
\begin{equation*}
T(r)=20+250+62.5\left[1-\left(\frac{r}{b}\right)^{2}\right] \tag{12-76b}
\end{equation*}
$$

Table 12-3 shows a comparison of finite-difference solutions with the exact results for the cases when the first-order and second-order accurate formulas are used for the convection boundary condition. Gauss elimination method is used to solve the resulting algebraic cquations. The numerical results obtained with the second-order accurate formula are in excellent agreement with the exact solution; but the solution with the first-order formula is not so good; it underpredicts temperature from about 7 to $9 \%$. Increasing the number of subdivisions from $M=5$ to $M=10$ improves the accuracy of the results with the first-order formula to about $4 \%$.

Hollow Cylinder and Sphere. We now consider heat conduction in a hollow cylinder and sphere of inner radius $r=a$, outer radius $r=b$. To solve this problem with finite differences, a finite-difference network is constructed over the region


Fig. 12-8 Nomenclature for finite-diference representation for hollow sphere or cylinder.
as illustrated in Fig. 12-8. The governing heat conduction equation is given by

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{p}{r} d r+\frac{1}{d r}+d(r)=0 \quad \text { in } \quad a<r<b \tag{12-77}
\end{equation*}
$$

For finite-difference representation of this equation, the region $a \leqslant r \leqslant b$ is divided into $M$ subregions each of thickness $\delta$ given by

$$
\begin{equation*}
\delta=\frac{b-a}{M} \tag{12-78}
\end{equation*}
$$

The differential equation is discretized by using the second-order accurate centraldifference formula for both the second and the first derivatives. We obtain

$$
\begin{equation*}
\frac{T_{i-1}-2 T_{i}+T_{i+1}}{\delta^{2}}+\frac{p}{a+i \delta} \frac{T_{i+1}-T_{i-1}}{2 \delta}+\frac{1}{k} g_{i}=0 \tag{12-79}
\end{equation*}
$$

which is rearranged in the form

$$
\begin{equation*}
\left[1-\frac{p}{2[(a / \delta)+i]}\right] T_{i-1}-2 T_{i}+\left[1+\frac{p}{2[(a / \delta)+i]}\right] T_{i+1}+\frac{\delta^{2} g_{i}}{k}=0 \tag{12-80}
\end{equation*}
$$

$$
\text { for } \quad i=1,2, \ldots, M-1
$$

where

$$
p= \begin{cases}1 & \text { cylinder } \\ 2 & \text { sphere }\end{cases}
$$

Equations (12-80) provide $M-1$ algebraic equations, but involve $(M+1)$ unknown node temperatures $T_{i}, i=0,1,2, \ldots, M$. The additional two relationships are obtained from the boundary conditions at $r=a$ and $r=b$. The following possibilities are considered for the boundary conditions:

1. Temperatures $T_{a}$ and $T_{b}$ are prescribed at the boundaries $r=a$ and $r=b$. Then the system of equations (12-80) provide $M-1$ relations for the determination of $M-1$ internal node temperatures, since $T_{0}=T_{n}$ and $T_{M}=T_{b}$ are known.
2. The boundary conditions at $r=a$ and $r=b$ are convection into ambriemts at temperatures $T_{\ldots, \ldots}$ and $T_{\ldots, \text {, }}$ with leat fransfer coefficients $h_{1,}$ and $h_{l,}$. respectively:

$$
\begin{align*}
-k \frac{d T}{d r}+h_{\mathrm{a}} T=h_{a} T_{\infty, a}=\text { known, } & r=a  \tag{12-81a}\\
k \frac{d T}{d r}+h_{b} T=h_{b} T_{\infty, b}=\text { known, } & r=b \tag{12-81b}
\end{align*}
$$

These boundary conditions are discretized with the second-order accurate centraldifference formula by using the fictitious node concept. The resulting finitedifference form of equations (12-81) becomes

$$
\begin{array}{rlll}
2 T_{1}-2 \beta_{0} T_{0}+2 \gamma_{0}+G_{0}=0, & \text { for } & i=0 \\
2 T_{M}+2 \beta_{M} T_{M}+2 \gamma_{M} \mid G_{M}=0, & \text { for } & i \cdots M \tag{12-R2b}
\end{array}
$$

where

$$
\begin{array}{ll}
\beta_{0}=1+\left[1-\frac{p}{2(a / \delta)}\right] \frac{\delta h_{a}}{k}, & \beta_{M}=1+\left[1+\frac{p}{2[(a / \delta)+M]}\right] \frac{\delta h_{b}}{k}  \tag{12-83a}\\
\gamma_{0}=\left[1-\frac{p}{2(a / \delta)}\right] \frac{\delta}{k}\left(h_{a} T_{\infty, a}\right), & \gamma_{M}=\left[1+\frac{p}{2[(a / \delta)+M]}\right] \frac{\delta}{k}\left(h_{b} T_{x, b}\right)
\end{array}
$$

$$
\begin{equation*}
G_{0}=\frac{\delta^{2} g_{0}}{k}, \quad G_{\lambda}=\frac{\delta^{2} g_{M}}{k} \tag{12-84}
\end{equation*}
$$

and $a>\delta$.
Surmmarizing, equations (12-80) and (12-82) provide $M+1$ algebraic equations for the determination of $M+1$ unknown node temperatures $T_{i}, i=0,1,2, \ldots, M$.

## 12-9 MULTIDIMENSIONAL STEADY-STATE HEAT CONDUCTION

The extension of one-dimensional finite-differencing scheme for the discretization of multidimensional steady-state heat conduction equation is a straightforward matter which is now illustrated with examples.

## Example 12-4

Consider the following steady-state heat conduction problem.

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g(x, y)=0 & \text { in } & 0 \leqslant x \leqslant a, \quad 0 \leqslant y \leqslant b \\
T=f(y) & \text { at } & x=0  \tag{12-85b}\\
k \frac{\partial T}{\partial x}+h_{1} T=h_{1} T_{x: l} & \text { at } & x=a \\
-k \frac{\partial T}{\partial y}+h_{2} T=h_{2} T_{\infty 2} & \text { at } & y=0
\end{array}
$$

(12-85c)
(12-85d)
$T=0$
at $\quad y=b$
(12-85e)
Write the finite-difference form of this problem using second-order accurate differencing scheme.
Solution. Figure $12-9$ shows the finite-difference net drawn over the region. We let

$$
\begin{equation*}
T(x, y)=T(i \Delta x, j \Delta y) \equiv T_{i, j} \tag{12-86}
\end{equation*}
$$

where $i=0,1,2, \ldots, M$ and $j=0,1,2, \ldots, N$. We assume $\Delta x=\Delta y \equiv l$.
The finite-difference equations for various grid points are determined as follows:

1. Internal Nodes, $1 \leqslant i \leqslant M-1 ; 1 \leqslant j \leqslant N-1$. The differential equation is discretized to yield the following finite-difference equations:

$$
\begin{equation*}
\frac{T_{i-1, j}-2 T_{i, j}+T_{i+1, j}}{(\Delta x)^{2}}+\frac{T_{i, j-1}-2 T_{i, j}+T_{i, j+1}}{(\Delta y)^{2}}+\frac{1}{k} g_{i, j}=0 \tag{12-87a}
\end{equation*}
$$

For the case $\Delta x=\Delta y=1$, these equations reduce to

$$
\begin{equation*}
\left(T_{i-1, j}+T_{i+1, j}+T_{i, j-1}+T_{i, j+1}-4 T_{i, j}\right)+\frac{l^{2}}{k} g_{i, j}=0 \tag{12-87b}
\end{equation*}
$$



Fig. 12-9 Finite-difference network for Example 12-4.
2. Boundary Nodes $0, j$ for $j=0$ to $N-I$ and $i, N$ for $i=0$ to $M$. Because temperatures are prescribed at these boundaries, no equations are needed.
3. Boundary Nodes $M$, $j$ for $j=1$ to $N-1$. This boundary is subjected to convection. The finite-difference equations are developed either by writing an energy-balance equation for a control volume about the node $M, j$ or by considering a fictitious node $M+1, j$ at a distance / outside the region at a fictitious temperature $T_{s+1, j}$ is illustrated in Fig. 2-9. We prefer the hatter, and diseretize the boundary condition (12-850 ) using central differences as

$$
\begin{equation*}
k \frac{T_{M+1, j}-T_{M-1, j}}{2 l}+h_{1} T_{M, j}=h_{1} T_{\times 1} \tag{12-88a}
\end{equation*}
$$

To eliminate $T_{M+1, j}$, an additional relationship is obtained by evaluating equation (12-87b) Гог $i=M$ :

$$
\begin{equation*}
T_{M-1, j}+T_{M+1, j}+T_{M, j-1}+T_{M, j+1}-4 T_{M, j}+l_{k}^{2} g_{M, j}=0 \tag{12-88b}
\end{equation*}
$$

Eliminating $T_{M+1, j}$ between equations ( $12-88 a$ ) and (12-88b), the finitedifference equations for the nodes on this boundary becomes

$$
2 T_{M-1, j}+T_{M, j-1}+T_{M, j+1}-\left(4+\frac{2 h_{1} l}{k}\right) T_{M, j}=-\frac{2 h_{1} 1}{k} T_{x, 1}-\frac{l^{2}}{k} g_{M, j}
$$

$$
\begin{equation*}
\text { for } j=1 \text { to } N-1 \tag{12-88c}
\end{equation*}
$$

4. Boundary Nodes $i, 0$ for $i=1,2, \ldots, M-1$. By following a procedure similat tu that in case 3 , the finite-difference equatlons for nodes on this boundary are determined as

$$
\begin{equation*}
2 T_{i, 1}+T_{i-1.0}+T_{i+1.0}-\left(4+\frac{2 h_{2} l}{k}\right) T_{i .0}=-\frac{2 h_{2} l}{k}-\frac{\rho^{2}}{k} g_{i .0} \tag{12-89}
\end{equation*}
$$

5. Node M,0 at Intersection of Two Convection Bomblaries. The finitediflerence cequation (12-877) is evaluated for $i=M 1, j=0$ ) The resulting equation contains fictitious temperatures $T_{M,-1}$ and $T_{(M+11,0}$ al the fictitious nodes $M,-1$ and $(M+1), 0$. Two additional relation needed to eliminate these fictitious temperatures are obtained by discretizing the boundary conditions ( $12-85 \mathrm{c}$ ) and (12-85d) at the node $M, 0$ by central differences, using these fictitious nodes. After the fictitious temperatures are eliminated, the resulting finite-difference equation for the node $M, 0$
becomes

$$
\begin{gather*}
2 T_{M-1,0}+2 T_{M, 1}-\left(4+\frac{2 I h_{1}}{k}+\begin{array}{c}
2 I h_{2} \\
k
\end{array}\right) T_{M, 0} \\
=-\left(\frac{2 / h_{1}}{k} T_{x_{1}}+\frac{2 I h_{2}}{k} T_{x_{2}}+\frac{I^{2}}{k} 9_{M, 0}\right) \tag{12-90}
\end{gather*}
$$

## Exumple 12-5

Consider the following two-dimensional steady-state heat conduction for a solid cylinder of radius $b$ in the $r, \phi$ variables

$$
\begin{aligned}
& \frac{r^{2} T}{\partial r^{2}}+\frac{1 \gamma T}{r} \partial r+\frac{1}{r^{2} \partial \phi^{2}}+\frac{1}{k} g(r, \phi)=0 \quad \text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \phi \leqslant 2 \pi \\
& \text { (12-91a) } \\
& k \frac{\partial T}{\partial r}+h T=h T_{x} \\
& \text { at .. } r=b .-\cdots \quad(12-91 b)
\end{aligned}
$$

and $T$ is periodic in $\phi$ with a period $2 \pi$

Fig. 12-10. An $(r, \phi)$ network in cylindrical coordinate system and the fictitious node ${ }^{\prime} M+1, j$ "

Figure 12-10 shows the finite-difference network in $\Delta r, \Delta \phi$. Write the finitedifference form of this problem using second-order accurate differencing scheme:-

Solution. Temperature $T(r, \phi)$ at a grid point $(i, j)$ is denoted by

$$
\begin{align*}
& T(r, d) \quad T(i \Lambda r, j \Lambda d) \quad Y_{i j}  \tag{12-92:1}\\
& \text { for } \quad i=0,1,2, \ldots, M ; j=0,1,2, \ldots, N \tag{12-92b}
\end{align*}
$$

Various derivatives in this problem are discretized by using second-order accurate central differcnce formula. The resulting linite-difference equations for various grid points are determined as follows:

1. Internal Nodes, $1 \leqslant i \leqslant M-1 ; 0 \leqslant j \leqslant N$. Discretization of equation (12-91a) gives

$$
\begin{align*}
& \frac{T_{i-1, j}-2 T_{i, j}+T_{i, j+1}}{(\Delta r)^{2}}+\frac{1}{i \Delta r} \cdot \frac{T_{i+1, j}-T_{i-1, j}}{2 \Delta r} \\
& \quad+\frac{1}{i^{2}(\Delta r)^{2}} \frac{\left(T_{i, j-1}-2 T_{i, j}+T_{i, j+1}\right)}{(\Delta \phi)^{2}}+\frac{1}{k} g_{i, j}=0 \tag{12-93a}
\end{align*}
$$

After rearranging we find

$$
\begin{align*}
& \frac{1}{(\Delta r)^{-2}}\left[\left(1-\frac{1}{2 i}\right) T_{i-1 . j}-2 T_{i, j}+\left(1+\frac{1}{2 i}\right) T_{i+1, j}\right] \\
& \quad+\frac{1}{i^{2}(\Delta r \Delta \phi)^{2}}\left(T_{i, j-1}-2 T_{i, j}+T_{i, j+1}\right)+\frac{1}{k} g_{i, j}=0 \tag{12-93b}
\end{align*}
$$

and the condition that temperature is periodic in $\phi$ with a period $2 \pi$ requires

$$
T_{i, 0}=T_{i, N}
$$

(12-93c)
2. The Cemer Nowle $T_{j}^{0} \equiv 7_{4}$. Equation (12-91a) appears to have singularity at the origin $r=0$. To deal with this situation, equation (12-91a) is replaced by its Cartesian equivalent:

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g=0 \quad \text { as } \quad r \rightarrow 0 \tag{12-94a}
\end{equation*}
$$

We construct a circle of radius, $\Delta r$, center at $r=0$. Let $T_{0}$ be the temperature at $r=0$ and $T_{1}, T_{2}, T_{3}, T_{4}$ be the temperatures at the four
nodes this circle intersects the $x$ and $y$ axes. Then the linite difference form of this equation about $r=0$ becomes

$$
\begin{equation*}
\frac{T_{1}+T_{2}+T_{3}+T_{4}-4 T_{0}^{-}}{(\Delta r)^{2}}+\frac{1}{k} g_{0}=0 \tag{12-94b}
\end{equation*}
$$

with a truncation error of the order of $(A r)^{2}$. The rotation of the $0 . x$ and $0 y$ axes about $r=0$ also leads to a similar difference equation. If we now denote $\widetilde{T}_{1}$ as the arithmetic mean of the temperatures around the circle of radius $\Delta r_{1}$, then equation (12-94b) becomes

$$
\begin{equation*}
4 \frac{\tilde{T}_{1}-T_{0}}{(\Delta r)^{2}}+\frac{1}{k} g_{0}=0 \quad \text { at } \quad r=0 \tag{12-94c}
\end{equation*}
$$

where $\tilde{T}_{1}$ is the arithmetic mean of the values of $T_{1, j}$ around the circle of radius $\Delta r$ with center at $r=0, T_{0}$ is the value of temperature at $r=0$. Thus, equation (12-94c) is the finite-difference form of equation (12-91a) for the central node at $r=0$.
3. Boundary Nodes $(M, j)$, for $j=0$ to $N$. The finite-difference equation (12-93b) is evaluated for $i=M$ :

$$
\begin{gather*}
\left(1-\frac{1}{2 M}\right) T_{M-1, j}+\left(1+\frac{1}{2 M}\right) T_{(M+1), j}-2\left(1+\frac{1}{(M \Delta \phi)^{2}}\right) T_{M, j} \\
\quad+\quad \frac{1}{(M \Delta \phi)^{2}} T_{M, J-1}+\frac{1}{M(\Delta \phi)^{2}} T_{M, J+1}+\begin{array}{c}
(\Delta r)^{2} g_{M, J}=0 \\
k
\end{array} \tag{12-95a}
\end{gather*}
$$

An additional relation needed to eliminate the firtitious temperature $T_{(m+1), j}$ is obtained by discretizing the boundary condition (12-91b) about the node ( $M, j$ ) with central differences using the fictitious node $(M+1), j$. We obtain

$$
k \frac{T_{M+11, J}-T_{M-1, j}}{2 \Delta r}+h T_{M, J}=h T_{\infty}
$$

or solving for the fietitious temperature $7_{\text {M } 11, j}$ :

$$
\begin{equation*}
T_{(M+11, j}=T_{M-1, j}-\frac{2 h \Delta r}{k} T_{M, J}+\frac{2 h \Delta r}{k} T_{x} \tag{12-95b}
\end{equation*}
$$

Equation (12-95a), together with equation (12-95b), provides a second-order accurate linite-difference equations for the nodes $M, j$ for $j=0,1, \ldots, N$ on the convection boundary.

## 12-10 ONE-DIMENSIONAL TIME-DEPENDENT <br> HEAT CONDUCTION

In this section we present the finite-difference representation of one-dimensional transient heat conduction equation. There are several schemes available to express the time-dependent heat conduction equation in finite-difference form; for example, 13 different schemes are listed in reference 5 . Each of these schemes has its advantages and limitations. We shall discuss some of these schemes with particular emphasis to the finite-difference approximation in the rectangular coordinates. Applications for the cylindrical and spherical symmetry will be presented afterward.

## Explicit Method

We consider the one-dimensional, time-dependent heat conduction problem for a linite region $0 \leqslant x \leqslant L$ given as

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\alpha \frac{\partial^{2} T}{\partial x^{2}} \quad \text { in } \quad 0<x<L, \quad t>0 \tag{12-96}
\end{equation*}
$$

Subject to the boundary and initial conditions

$$
\begin{array}{llll}
T(x, t)=T_{a}=\text { known } & \text { at } & x=0, t>0 \\
T(x, t)=T_{L}=\text { known } & \text { at } & x=L, t>0 \\
T(x, t)=F(x)=\text { known } & \text { for } & t=0 & \tag{12-97c}
\end{array}
$$

The differential equation (12-96) is represented in finite-difference form by using central differences to discretize $\partial^{2} T / \partial x^{2}$ and forward differences to discretize $\partial T / \partial t$. We obtain

$$
\begin{equation*}
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\alpha \frac{T_{i-1}^{n}-2 T_{i}^{n}+T_{I+1}^{n}}{(\Delta x)^{2}}+0\left[\Delta t,(\Delta x)^{2}\right] \tag{12-98a}
\end{equation*}
$$

where

$$
\begin{equation*}
T(x, t)=T(i \Delta x, n \Delta t) \equiv T_{i}^{n} \tag{12-98b}
\end{equation*}
$$

Equation (12-98a) is rearranged as

$$
\begin{equation*}
T_{i}^{n+1}=r T_{i-1}^{n}+(1-2 r) T_{i}^{n}+r T_{i+1}^{n} \tag{12-99a}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{x \Delta t}{(\Delta x)^{2}} \tag{12-99b}
\end{equation*}
$$

$$
n=0,1,2, \ldots \quad \text { and } \quad i=1,2, \ldots, M-1
$$

with a truncation error of order $O\left[\Delta t,(\Delta x)^{2}\right]$.
The finite-difference representation given by equations (12-99) is called the explicit form because the unk nown temperature $T_{i}^{n+1}$ at time step $(n+1)$ can be explicitly determined from the knowledge of the temperatures $T_{i-1}^{n}, T_{i}^{\prime \prime}$, and $T_{i+1}^{n}$ at the previous time step $n$ according to equation (12-99a). The only disadvantage of this method is that, once $\alpha$ and $\Delta x$ are fixed, there is a maximum permissible time-step size $\Delta t$ which should not exceed the value imposed on by the following stability criterion:

$$
\begin{equation*}
0<r \equiv \frac{\alpha \Delta t}{(\Delta x)^{2}} \leqslant \frac{1}{2} \tag{12-100}
\end{equation*}
$$

That is, for given values of $\alpha$ and $\Delta x$, if the time step $\Delta t$ exceeds the limit imposed on by the above criteria, the numerical calculations become unstable resulting from the amplification of errors. Figure 12-1 1 illustrates what happens to the numerical calculations when the above stability criterion is violated. In this figure, the numerical calculations performed. with a time step sutisfying the condition $r=\frac{5}{11}<\frac{1}{2}$ is in good agreement with the exact solution; whereas the numerical solution of the same problem with slightly larger time step which violates the above stability criterion (i.e., $r=\frac{5}{9}>\frac{1}{2}$ ), results in an unstable solution.


Fig. 12-11 Effects of parameter $r=\alpha \Delta t /(\Delta x)^{2}$ on the stability of finite-difference solution of the one-dimensional time-dependent heat conduction equation.


Fig. 12-12 The finite-difference molecules for the simple explicit scheme.

When the boundary conditions are prescribed temperatures at both boundaries, as is the case of the problem delined by equations (12-96) an (12-97), then the number of finite-difference equations (12-98) become equal to the number of unknown node tempcratures. Figure 12-12 schematically illustrates the finitedifference molecules associated with the explicit scheme.

The computational procedure is as follows:

1. Start the calculations wilh $A=0$. Compute the $Y_{1}^{\prime}, i=1,2, \ldots, M-1$, at the end of the first time step from equation (12-99a). since the right-hand side of this equation is known from the initial condition.
2. Set $n=1$ and calculate $T_{i}^{2}, i=1,2, \ldots, M-1$, at the end of the second time step from equation ( $12-99 \mathrm{a}$ ), because the right-hand side of this equation is known from the previous time step.
3. Repeat the procedure for each subsequent time step and continue calculations until a specified time or some specified value of the temperature is reached.

Convection Boundary Conditions. Consider the boundary surfaces at $x=0$ and $x=L$ are subjected to convection with heat transfer coeflicients $h_{0}$ and $h_{L}$ into ambients at temperatures $T_{a r, 0}$ and $T_{x, b}$, respectively. We have

$$
\begin{array}{lll}
-k_{i x}^{\partial T}+h_{0} T=h_{0} T_{x .0}=\text { known, } & \text { at } & x=0 \\
k T  \tag{12-101b}\\
k_{i . x}+h_{L} T=h_{\mathrm{L}} T_{x . L}=\text { known. } & \text { at } & x=L
\end{array}
$$

where the temperatures at the boundary nodes $i=0$ and $i=M$ are unknown. Two additional relations are obtained by discretizing these two boundary conditions.

| $T_{-1}^{\prime \prime}$ | $T_{0}^{n}$ | $T_{1}^{\prime \prime}$ | $T_{i}{ }^{n}$ |  | $T_{M}^{n}$ | $T_{M+1}^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | - | - |  |  | $\cdots$ |
| -1 | 0 | 1 | $i$ | M-1 | M | $M+1$ |

Fig. 12-13 Fictitious nodes -1 and $M+1$.

A very simple approach to discretize these boundary conditions is to use forward differencing for equation (12-101a) and backward differencing for equation.( $12-101 \mathrm{lb}$ ); but the results are only first-order accurate, $O(\Delta x)$.
A second-order accurate, that is, $O\left[(\Delta x)^{2}\right]$. differencing of these boundary conditions is possible if central differencing is used to discretize the first derivatives in these boundary conditions. To apply the central differencing, we consider a fictitious node " -1 " at a fictitious temperature $T_{1}^{n}$ and a fictitious node $M+1$ at a fictitious temperature $T_{A+1}^{n}$ obtained by extending the region by $\Delta x$ to the left and right, respectively, as illustrated in Fig. 12-13.
Equation (12-99a) is evaluated for $i=0$ and $i=M$, the resulting fictitious temperatures $T_{1}^{n}$ and $T_{M+1}^{n}$ are eliminated by utilizing the equations obtained by discretizing the boundary conditions (12-101a) and (12-101b) with central differences about the nodes 0 and $M+1$, respectively. Then the following, second-order finite-difference equations are obtained for the convection boundary conditions

$$
\begin{array}{lll}
T_{0}^{n+1}=\left(1-2 r \beta_{0}\right) T_{0}^{n}+2 r T_{1}^{n}+2 r \gamma_{0}, & \text { for } & i=0 \\
T_{M}^{n+1}=2 r T_{M-1}^{n}+\left(1-2 r \beta_{L}\right) T_{M}^{n}+2 r \gamma_{L}, & \text { for } & i=M \tag{12-102b}
\end{array}
$$

where

$$
\begin{align*}
& \beta_{0}=1+\frac{\Delta x h_{0}}{k}, \quad \gamma_{0}=\frac{\Delta x h_{0}}{k} T_{\alpha, 0}  \tag{12-103a}\\
& \beta_{L}=1+\frac{\Delta x h_{L}}{k}, \quad \gamma_{L}=\frac{\Delta x h_{L}}{k}-T_{\alpha, L}  \tag{12-103b}\\
& r=\frac{\alpha \Delta t}{(\Delta x)^{2}} \tag{12-103c}
\end{align*}
$$

Thus, the finite-difference equations (12-99) together with equations (12-102) provide $M+1$ expressions for the determination of $M+1$ unknown node temperatures at each time step.
For the second-order accurate finite-differencing of the convection boundary conditions considered here the stability criteria ( $12-100$ ) should be modified as
follows

$$
1-2 r \beta_{0} \geqslant 0 \quad \text { or } \quad 0<r \leqslant \frac{1}{2 \beta_{0}}=\frac{1}{2+2\left[\left(\Delta x h_{0}\right) / k\right]}
$$

(12-104a)
for the boundary condition at $x=0$, and

$$
\begin{equation*}
1-2 r \beta_{L} \geqslant 0 \quad \text { or } \quad 0 \dot{<} r \leqslant \frac{1}{2 \beta_{L}}=\frac{1}{2+2\left[\left(\Delta x h_{L}\right) / k\right]} \tag{12-104b}
\end{equation*}
$$

for the boundary condition at $x=L$.
Clearly, the stability criterion imposed on by equations (12-104a,b) is more restrictive than that based on $r \leqslant \frac{1}{2}$. The smaller value of $r$ obtained from equations (12-104a,b) should be used as the stability criteria for the solution of the problem.

Heuristic Argument of Stability. Computers cannot per[orm calculations to infinite accuracy. Therefore, in the numerical solution of finite-difference equations with a digital computer, round-off errors are introduced during calculations. The mathematical analysis of stability is concerned with the examination of the growth of errors while the computations are being performed. For an unstable system the error grows larger without bound, but for a stable system it should not grow withoul a bound.
Before presenting a rigorous analysis of the stability of the solution of finitedifference equations, it is instructive to give a heuristic discussion of the stability requirements.

We consider the explicit finite-difference equations (12-99a)

$$
T_{i}^{n+1}-r T_{i-1}^{n} \quad \text { । } \left.\left(\begin{array}{ll}
1 & 2 r
\end{array}\right) T_{i}^{n} \right\rvert\, r T_{i+1}^{n}
$$

Suppose at any time level $n$, the temperature $T_{i-1}^{n}$ and $T_{i+1}^{n}$ at the nodes $i-1$ and $i+1$ are equal. Equation (12-105a) is arranged as

$$
\begin{equation*}
T_{i}^{n+1}=T_{i-1}^{n}+(1-2 r)\left(T_{i}^{n}-T_{i-1}^{n}\right) \tag{12-105b}
\end{equation*}
$$

For illustration purposes, let $T_{i-1}^{n}=T_{i+1}^{n}=0^{\circ} \mathrm{C}$ and $T_{i}^{n}=100^{\circ} \mathrm{C}$. Equation (12-105b) is now used to calculate the temperature $T_{i}^{n+1}$ of the node $i$ at the next time level $n+I$ as

$$
\begin{equation*}
T_{i}^{n+1}=0+(1-2 r)(100-0)=(1-2 r) 100 \tag{12-106}
\end{equation*}
$$

The pbysical situation requires that the temperature $T_{i}^{n+1}$ cannot go below the temperature of the two neighboring nodes, $0^{\circ} \mathrm{C}$. An examination of equation (12-106) revels that a negative value of $(1-2 r)$ violates such a requirement. Therefore, to obtain meaningful results from the solution of the finite-difference
equation (12-99a) the coeflicient $(1-2 r)$ should satisfy the following criterion

$$
\begin{equation*}
1-2 r \geqslant 0 \quad \text { or } \quad r=\frac{\alpha \Delta t}{(\Delta x)^{2}} \leqslant \frac{1}{2} \tag{12-107a}
\end{equation*}
$$

which is the same as given previously by equations (12-100). Such a restriction on the maximum value of $r$ imposes the following limitation to the maximum size of the time step

$$
\begin{equation*}
\Delta t \leqslant \frac{(\Delta x)^{2}}{2 \alpha} \tag{12-107b}
\end{equation*}
$$

A similar physical argument can be applied to examine the stability conditions for the solution of finite-difference equations (12-102a). Consider equation (12-102a) for $\%=0$, which corresponds to convection into an ambient at zero temperature. We obtain

$$
\begin{equation*}
T_{0}^{n+1}=2 r T_{1}^{n}+\left(1-2 r \cdot \beta_{0}\right) T_{0}^{n} \tag{12-108a}
\end{equation*}
$$

Suppose at any time level, the temperatures of the nodes 0 and 1 be, respectively, $T_{0}^{n}=100^{\circ} \mathrm{C}$ and $T_{1}^{n}=0^{\circ} \mathrm{C}$. Equation (5-108a), to be used for predicting the temperature $T_{0}^{n+1}$ of the node 0 at the next time level $n+1$, becomes

$$
\begin{equation*}
T_{0}^{n+1}=2 r \times 0+\left(1-2 r \beta_{0}\right) 100=\left(1-2 r \beta_{0}\right) 100 . \tag{12-108b}
\end{equation*}
$$

The physically meaningfui situation for the problem requires that the temperature $T_{0}^{n+1}$ can assume values between $0^{\circ} \mathrm{C}$ and $100^{\circ} \mathrm{C}$, but cannot go below the $0^{\circ} \mathrm{C}$ temperature of the neighboring node and of the ambient. An examination of equation (12-108b) reveals that a negative value of the patameter $\left(1-2, \rho_{0}\right)$ violates this requirement. Therefore, to obtain physically meaningful results from the solution of the finite-difference equation (12-108) the following criteria should be satisfied

$$
1-2 r \beta_{0} \geqslant 0
$$

(12-109)
which is the same as that given by equation (12-104a).
Fourier Method of Stability Analysis. We now present rather straight forward but more rigorous analysis of the stability of finite-difference equations by using the Fourier (or Neumann) method of stability analysis.

In the Fourier method, the errors are expressed in a finite Fourier series, and then the propagation of growth of errors with time are examined. The method does not accommodate the effects of boundary conditions; but it is simple, straightforward and can readily be extended to multidimensional problems.

Consider the one-dimensional transient heat conduction equation (12-96) expressed in finite-difference form by using the explicit method

$$
\begin{equation*}
\frac{T_{j}^{n+1}-T_{j}^{\eta}}{\Delta t}=\alpha \frac{T_{j-1}^{n}-2 T_{j}^{\eta}+T_{j+1}^{n}}{(\Delta x)^{2}} \tag{12-110}
\end{equation*}
$$

where the subseript $j$ is the diseretization index for the space variable (i.e., $x=j \Delta x$ ) and the superscript $n$ for the time variable (i.c., $t=n \Delta t$ ). The numerical solution, $T_{\mathrm{N}}$, of the problem can be written as the sum of the exact solution, $T_{\mathrm{E}}$, of the problem and an error term $\varepsilon$ in the form

$$
\begin{equation*}
T_{\mathrm{N}}=T_{\mathrm{E}}+\epsilon \tag{12-111}
\end{equation*}
$$

where the numerical solution must satisfy the difference equation (12-110). Substitution of equation (12-111) into the difference equation (12-110) and noting that $T_{\mathrm{E}}$ should also satisfy the difference equation, we obtain

$$
\begin{equation*}
\frac{\epsilon_{j}^{n+1}-\epsilon_{j}^{n}}{\Delta t}=\alpha \frac{\epsilon_{j-1}^{n}-2 \epsilon_{j}^{n}+\epsilon_{j+1}^{n}}{(\Delta x)^{2}} \tag{12-112}
\end{equation*}
$$

Machine computations introduce error almost at every stage of the calculations. Assume that the errors introduced at pivotat points along the initial (i.e., $t=0$ ) line could be expressed in a finite Fourier serics in terms of sine-cosine or complex exponentials. Here we prefer to use the latter. To examine the propagation of errors as time increases, one needs to consider only a single term in the series, because the finite-difference equations are linear. With these considerations one needs to examine the propagation of error due to a single term expressed in the firm

$$
\begin{equation*}
\epsilon(j \Delta x, n \Delta t) \equiv \epsilon_{j}^{n}=e^{5 \Delta \Delta t} \cdot e^{i \beta_{n} / \Delta x} \tag{12-113}
\end{equation*}
$$

where $i=\sqrt{-1}, \beta_{m}$ are the Fourier modes, $\gamma$ is in general a complex quantity, $n \Delta t=t$, and $j \Delta x=x$. This equation is expressed in the form

$$
\begin{equation*}
\epsilon_{j}^{n}=\xi^{n} e^{i \rho_{n} j \Delta x} \tag{12-114a}
\end{equation*}
$$

Similarly, we write

$$
\begin{align*}
& \epsilon_{j \pm 1}^{n}=\xi^{n} e^{i \rho_{m 1}(j \pm 1) \Delta x}  \tag{12-114b}\\
& \epsilon_{j}^{n+1}=\xi^{n+1} e^{i \rho_{\ldots j} j \Delta x} \tag{12-114c}
\end{align*}
$$

where

$$
\begin{equation*}
\xi=e^{\gamma \Delta I} \tag{12-115}
\end{equation*}
$$

For this definition of $\xi$, the error term $\varepsilon_{j}^{n}$ will not increase without a bound as $t$ increases if

$$
\begin{equation*}
|\xi| \leqslant 1 \tag{12-116}
\end{equation*}
$$

We substitute the error terms given by equations (12-114) into equation (12-112)

$$
\begin{equation*}
e^{i \rho_{m} j \Delta x}\left(\xi^{n+1}-\xi^{\xi n}\right)=\frac{\alpha \Delta t}{(\Delta x)^{2}} e^{i \rho_{m} j \Delta x} \xi^{n}\left(e^{i \rho_{m} \Delta x}-2+e^{-i \rho_{m} \Delta x}\right) \tag{12-117a}
\end{equation*}
$$

and after cancellation and some rearrangement we obtain

$$
\begin{equation*}
\xi-1=2 \frac{\alpha \Delta t}{(\Delta x)^{2}}\left(\frac{e^{i \rho_{m} \Delta x}+e^{-i \rho_{m} \Delta x}}{2}-1\right) \tag{12-117b}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
\cos \left(\beta_{m} \Delta x\right)=\frac{e^{i \rho_{m} \Delta x}+e^{-i \rho_{m} \Delta x}}{2} \tag{12-118}
\end{equation*}
$$

I:quation (12-117) is written as

$$
\begin{equation*}
\xi=1-2 r\left(1-\cos \beta_{m} \Delta x\right) \tag{12-119a}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{\alpha \Delta t}{(\Delta x)^{2}} \tag{12-119b}
\end{equation*}
$$

Here the parameter $\xi$ is called the amplification factor. Recalling its definition by equation (12-115), the initial errors will not be amplified and the finite-difference calculations remain stable if the condition $|\xi| \leqslant 1$ is satisfied for all values of $\beta_{m}$. Applying this restriction to equation (12-119a) we obtain

$$
\begin{equation*}
\left|1-2 r\left(1-\cos \beta_{m} \Delta x\right)\right| \leqslant 1 \tag{12-120a}
\end{equation*}
$$

or

$$
\begin{equation*}
-1 \leqslant\left\{1-2 r\left(1-\cos \beta_{m} \Delta x\right)\right\} \leqslant 1 \tag{12-120b}
\end{equation*}
$$

which must be satisfied for all possible Fourier modes $\beta_{m}$. The right-hand side of this inequality is satisfied for all possible values of $\beta_{m}$. To satisfy the left-hand
side under most strict conditions we must have $1-\cos \beta_{m} \Delta x=2$. Then we have

$$
\begin{equation*}
-1 \leqslant(1-4 r) \quad \text { or } \quad r=\frac{x \Delta t}{(\Delta x)^{2}} \leqslant \frac{1}{2} \tag{12-121a,b}
\end{equation*}
$$

which is the criteria for stable solution of the explicit finite-difference equation (12-99il)

## Implicit Method

The explicit method discussed previously is simple computationally, but the maximum size of the time step is restricted by stability considerations. If calculations are to be performed over a large period of time, the number of steps, hence the number of calculations needed may become prohibitively large. To alleviate this difficulty, finite-difference schemes that are not restrictive to the size of the time step $\Delta t$ have been developed. One such method is the implicit method. We consider the one-dimensional diffusion equation

$$
\frac{\partial T}{\partial t}=\alpha \frac{\partial^{2} T}{\partial x^{2}}
$$

The finite-diflerence representation of this equation with the implicit seheme is given by

$$
\begin{equation*}
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\alpha \frac{T_{1-1}^{n+1}-2 T_{i}^{n+1}+T_{i+1}^{n+1}}{(\Delta x)^{2}} \tag{12-123}
\end{equation*}
$$

wbich is accurate to $O\left[(\Delta x)^{2}, \Delta t\right]$ and uneonditionally stable. This is an implicit scheme, because at each time level algebraic equations are to be solved simultaneously in order to determine the nodal temperatures at the next time level.


Fig. 12-14 The finite-difference molecules for the simple implicit scheme.

Figure 12-14 illustrates the expansion point ( $i, n+1$ ) and the surrounding finite-difference molecules. If the problem involves $M$ unknown node temperatures, a simultaneous solution of $M$ equations is required at each time step. Such a solution procedure is more involved computationally than that of the explicit scheme; but the method is advantageous in that there is no restriction on the size of the time step $\Delta t$ by the stability considerations.

Stability' Analysis. We apply the Fourier method of stability analysis to demonstrate that the simple implicit seheme is unconditionally stable.

As discussed previously, the numerical solution $T_{\mathrm{N}}$ is the sum of the exace solution, $T_{E}$, of the problem, plus an error term $\epsilon$, given in the form

$$
\begin{equation*}
T_{\mathrm{N}}=T_{E}+\epsilon \tag{12-124}
\end{equation*}
$$

We introduce equation (12-124) into (12-123) and note that $T_{\mathrm{E}}$ should also satisfy the difference equation. We obtain

$$
\begin{equation*}
\frac{\epsilon_{j}^{n+1}-\epsilon_{j}^{n}}{\Delta t}=\alpha \frac{\epsilon_{j-1}^{n+1}-2 \epsilon_{j}^{n+1}+\epsilon_{j+1}^{n+1}}{(\Delta x)^{2}} \tag{12-125}
\end{equation*}
$$

where we replaced the space variable index $i$ by $j$. The error terms $\epsilon_{j}^{\eta}$ are represented as given by equations (12-114). Introducing the values $\epsilon_{\text {, fom }}$ fromation (12-114) into (12-125) and after cancellations and some rearrangement, we obtain

$$
\begin{equation*}
\xi-1=\frac{2 \alpha \Delta t}{(\Delta x)^{2}} \dot{5}\left(\frac{e^{i \beta_{m} \Delta x}+e^{-i \rho_{m} \Delta x}}{2}-1\right) \tag{12-126}
\end{equation*}
$$

where $i=\sqrt{-1}$. Noting that

$$
\begin{equation*}
\cos \left(\beta_{m} \Delta x\right)=\frac{e^{i \rho_{m} \Delta x}+e^{-i \rho_{m} \Delta x}}{2} \tag{12-127}
\end{equation*}
$$

equation (12-126) is written as

$$
\begin{equation*}
\xi-1=2 r \xi\left(\cos \beta_{m} \Delta x-1\right) \tag{12-128}
\end{equation*}
$$

or

$$
\begin{equation*}
\xi-1=-4 r \xi \sin ^{2}\left(\frac{\beta_{m}}{2} \frac{\Delta x}{2}\right) \tag{12-129a}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{\alpha \Delta t}{(\Delta x)^{2}} \tag{12-129b}
\end{equation*}
$$

Equation (12-129a) is solved for $\xi$ :

$$
\begin{equation*}
\zeta=\left[1+4 r \sin ^{2}\left(\frac{\beta_{m} \Delta x}{2}\right)\right]^{-1} \tag{12-130}
\end{equation*}
$$

For stability we need $|\zeta| \leqslant 1$ and this condition is satisfied for all positive values of $x$. Therefore, the simple implicit finite-difference approximation is stable for
all values of the time step $\Delta t$. However, the time step $\Delta t$ must be kept reasonably small to obtain results sulficiently close to the exact solution of the partialdifferential equation.

## Combined Method

A combination of the explicit method given by equation (12-110) and the implicit method given by equation (12-123) is written as

$$
\begin{equation*}
\frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=x\left[\theta \frac{T_{i-1}^{n+1}-2 T_{i}^{n+1}+T_{i+1}^{n+1}}{(\Delta x)^{2}}+(1-\theta) \frac{T_{i-1}^{n}-2 T_{i}^{n}+T_{i+1}^{n}}{(\Delta x)^{2}}\right] \tag{12-131}
\end{equation*}
$$

where the constant $0(0 \leqslant 0 \leqslant 1)$ is the weight factor which represents the degree of inplicituess. That is, equation (12-131) reduces to the simple explicit form for $0=0$, to the Crank Nicolson method for $\theta=\frac{1}{2}$ and to the simple implicit form for $0=1$.

The order of accuracy of various difference schemes corresponding to specific values of 0 are given by:

1. $O=0$, the explicit method: $O\left[\Delta t,(\Delta x)^{2}\right]$
2. $O=1$, the implicit method: $O\left[\Delta t,(\Delta x)^{2}\right]$
3. $\theta=\frac{1}{2}$, the Crank-Nicolson method: $O\left[(\Delta t)^{2},(\Delta x)^{2}\right]$
4. $\theta=\frac{1}{2}-\frac{(\Delta x)^{2}}{12 x \Delta t}: O\left[(\Delta t)^{2},(\Delta x)^{4}\right]$

Clearly, finite-difference sehemes of various degree of aceuracy are obtamable from the combined method by proper choice of the value of the weight factor 0 .
The stability criterion for the combined method depends on the value of the weight factor $\theta$ as given below:

$$
\begin{equation*}
\frac{1}{2} \leqslant 0 \leqslant 1: \text { unconditionally stable for all values of } r \quad(12-132 \mathrm{a}) \tag{2-132a}
\end{equation*}
$$

$$
\begin{equation*}
0 \leqslant \theta<\frac{1}{2}: \text { stable only if } 0 \leqslant r \leqslant \frac{1}{2-4 \theta} \tag{12-132b}
\end{equation*}
$$

$\qquad$



Fig. 12-15 The finite-difference molecules for the combined scheme.
where $r=(\alpha \Delta t) /(\Delta x)^{2}$. Figure 12-15 shows the finite-difference molecules for the combined method.

To solve equation (12-13I), all the unknown temperatures $T^{n+1}$ are moved on one side and all the known temperatures $T^{n}$ on the other side. We obtain

$$
\begin{align*}
& -r \theta T_{i-1}^{n+1}+(1+2 r \theta) T_{i}^{n+1}-r \theta T_{i+1}^{n+1} \\
& \quad=r(1-0) T_{i-1}^{n}+[1-2 r(1-0)] T_{i}^{n}+r(1-0) T_{i+1}^{n} \tag{12-133}
\end{align*}
$$

where $r=(\alpha \Delta t) /(\Delta x)^{2}$. The resulting system of equations (12-133) have a tridiagonal linear coeflicient matrix, hence can be solved with any one of the algorithms discussed previously.

When temperatures are prescribed at all boundaries, the system (12-133) provides complete set of algebraic equations for the determination of all the unknuwn intelnal nüde temperatures. With oonvection or prescribed heat flix boundary conditions, the temperatures at the boundary nodes are not known. Additional equations are obtained by either discretizing the boundary condition directly about the boundary node or the application of conservation principle for a control volume about the boundary node.

## 12-11 MULTIDIMENSIONAL TIME-DEPENDENT ITEAT CONDUCIION

The finite-difference schemes such as the explicit, implicit, Crank-Nicolson, and combined methods presented previously with applications for the solution of one-dimensional transient heat conduction problems can readily be generalized for the solution of multidimensional transient heat conduction problems. Consider, for example, that a three-dimensional transient heat conduction problem is to be solved with an implicit method in order to alleviate the restriction imposed on the size of the permissible time step and suppose that there are $N$
interior nodes in each direction. Then the $N^{3} \times N^{3}$ matrix must be solved for each time level and the procedure becomes impractical for large $N$. To alleviate such difficulties various alternative approaches have been proposed for the solution of multidimensional transient heat conduction problems. They include, among others, alternating-direction-implicit (AD1) methods advanced by Peaceman and Rachford [4], Douglas and Gun [43], Douglas [44], and a closely related method described by Yanenko [45].

Alternating-direction-explicit (ADE) methods have been proposed by Saulyev [47], Barakal and Clark [46], Larkin [12], and Allada and Quon [13]. Several alternative schemes have also been proposed [48-50].

In this section we first illustrate the generalization of the explicit and combined methods for the solution of multidimensional transient heat conduction, and then present the ADI method applied for the solution of two-dimensional transient heat conduction.

## Explicit Method Applied to Two-Dimensional Heat Conduction

Consider two-dimensional transient heat conduction equation with energy generation in the rectangular coordinate system taken as

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\alpha\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g\right) \tag{12-134}
\end{equation*}
$$

where $T \equiv T(x, y, t)$ and $g \equiv(x, y, t)$, subject to some specified boundary and initial conditions. To discretize this diferential equation we introduce the notation

$$
\begin{equation*}
T(x, y, t)=T(i \Delta x, j \Delta y, n \Delta t) \equiv T_{i . j}^{n} \tag{12-135}
\end{equation*}
$$

Then, the finite-difference approximation of the differential equation (12-134) at a grid point $(x, y)$ by the simple explicit method using forward-time-central-space (FTCS) discretization gives

$$
\frac{T_{i, j}^{n+1}-T_{i, j}^{n}}{\Delta t}=\alpha\left[\frac{T_{i-1, j}^{n}-2 T_{i, j}^{n}+T_{i+1, j}^{n}}{(\Delta x)^{2}}+\frac{T_{i, j-1}^{n}-2 T_{i, j}^{n}+T_{i, j+1}^{n}}{(\Delta y)^{2}}+\frac{1}{k} g_{i, j}^{n}\right]
$$

$$
(12-136)
$$

This expression is rearranged in the form

$$
\begin{array}{r}
\left.T_{i, j}^{n i}=T_{i, j}^{n}+r_{x}\left(T_{i-1, j}^{m}-2 T_{i, j}^{m}+T_{i+1, j}^{n}\right)+r_{y}\left(T_{i, j-1}^{n}-2 T_{i, j}^{n}+T_{i, j+1}^{n}\right)+{ }_{(12-137 \mathrm{a})}^{x \Delta t}\right\}_{i, j}^{n} \\
\end{array}
$$

where

$$
\begin{equation*}
r_{x}=\frac{\alpha \Delta t}{(\Delta x)^{2}}, \quad r_{y}=\frac{\alpha \Delta t}{(\Delta y)^{2}} \tag{12-137b}
\end{equation*}
$$

For a square mesh $\Delta x=\Delta y=\delta$, equation (12-137a) reduces to

$$
\begin{equation*}
T_{i, j}^{n+1}=r\left(T_{i-1, j}^{n}+T_{i+1, j}^{n}+T_{i, j-1}^{n}+T_{i, j+1}^{n}\right)+(1-4 r) T_{i, j}^{n}+r G_{i j}^{n} \tag{12-138a}
\end{equation*}
$$

where

$$
\begin{equation*}
r \equiv \frac{\alpha \Delta t}{\delta^{2}}, \quad G_{i j}^{n} \equiv \frac{\delta^{2} g_{\ell, j}^{n}}{k} \tag{12-138b}
\end{equation*}
$$

Equation (12-137) or (12-138) provides explicit expression for the determination of $T_{i . j}^{n+1}$ at the time level $n+1$ from the knowledge of grid-point temperatures at the previous time level $n$. If temperature is prescribed at all boundaries, the number of equations are equal to the number of unknown grid temperatures; hence the problem is soluble.

For derivative boundary conditions, such as convection or-prescribed heal nux, the temperatures at the boundary nodes are not known. For such cases, additional relations are developed by discretizing the boundary conditions. The discretization of the derivative term in the boundary condition can be made either by one-sided differences by using a backward or forward formula that is only first-order accurate. A second-order accurate discretization of the boundary condition is possible by introducing a fictitious node and using a central-difference formula. Alternatively, the control volume approach and conservation principle can be used to develop finite-difference approximation for the boundary conditions.

Stability. To obtain meaningful results from the solution of the difference equations (12-137a), the stability criterion associated with them should be established. We rewrite equation (12-137a) in the form

$$
\begin{equation*}
T_{j, k}^{n+1}=T_{j, k}^{n}+r_{x}\left(T_{j-1, k}^{n}-2 T_{j, k}^{n}+T_{j+1, k}^{n}\right)+r_{y}\left(T_{j, k-1}^{n}-2 T_{j, k}^{n}+T_{j, k+1}^{n}\right) \tag{12-139a}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{x}=\frac{\alpha \Delta t}{(\Delta x)^{2}}, \quad r_{y}=\frac{\alpha \Delta t}{(\Delta y)^{2}} \tag{12-139b}
\end{equation*}
$$

Here the generation term is negleted beeanse it does not influence the growth and propagation of errors, and the subseript $i$ is replaced by $j$ in order to distinguish the subscript from $i=\sqrt{-i}$, which will appear in the analysis.

The Fourier stability analysis described previously is now generalized for the two-dimensional case considered here by choosing the error term in the form

$$
\begin{equation*}
\varepsilon_{j, k}^{n}=\xi^{n} e^{i \rho_{m, j} \Delta x} e^{i \eta_{n} k \Delta y} \quad \text { where } \quad \bar{\zeta} \equiv e^{-\Delta t} \tag{12-140}
\end{equation*}
$$

and $i=\sqrt{-1}, \beta_{m}$ and $\eta_{n}$ are the Fourier modes. In view of the definition of $\xi$, the error term $\varepsilon_{j, k}^{n}$ will not increase without bound as $t$ increases, provided that

$$
\begin{equation*}
|\xi| \leqslant 1 \tag{12-141}
\end{equation*}
$$

The error term should also satisfy the linite defference equation (12-139a). Thereforc, equation (12-140) is substituted into cquation (12-139it) and after cancellations we obtain

$$
\begin{equation*}
\zeta=1+r_{x}\left(e^{-i \beta_{n, 1} \Delta x}+e^{i \beta_{m} \Delta x}-2\right)+r_{y}\left(e^{-i \eta_{n} \Delta y}+e^{i \eta_{n} \Delta y}-2\right) \tag{12-142}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\xi=1-2 r_{x}\left(1-\cos \beta_{m} \Delta x\right)-2 r_{y}\left(1-\cos \eta_{n} \Delta y^{\prime}\right) \tag{12-143}
\end{equation*}
$$

since $\cos z=\frac{1}{2}\left(e^{-i z}+e^{i z}\right)$.
The application of the stability criterion equation (12-141) to equation (12-143) yields

$$
-1 \leqslant\left[1-2 r_{x}\left(1-\cos \beta_{m} \Delta x\right)-2 r_{y}\left(1-\cos \eta_{n} \Delta y^{\prime}\right)\right] \leqslant 1
$$

whicli must be satisfied for all values of $\beta_{m}$ and $\eta_{n}$. The righe-hand side is satisficed always. To satisfy the left-hand side under most strict conditions we must have $1-\cos \beta_{m} \Delta x=2$ and $1-\cos \eta_{n} \Delta y=2$, yielding

$$
\begin{equation*}
-1 \leqslant\left[1-4 r_{x}-4 r_{y}\right] \tag{12-144a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(r_{x}+r_{y}\right) \leqslant \frac{1}{2} \tag{12-144b}
\end{equation*}
$$

or

$$
\left[\begin{array}{c}
\alpha \Delta t  \tag{12-144c}\\
(\Lambda x)^{2}+
\end{array} \begin{array}{c}
\alpha \Delta t \\
(\Lambda y)^{2}
\end{array}\right] \leqslant \begin{aligned}
& 1 \\
& 2
\end{aligned}
$$

For the case $\Delta x=\Delta y^{\prime}=\delta$, the stability criterion becomes

$$
\begin{equation*}
r=\frac{\alpha \Delta t}{\delta^{2}} \leqslant \frac{1}{4} \tag{12-145}
\end{equation*}
$$

which is as twice restrictive as the one-dimensional constraint $r \leqslant \frac{1}{2}$.

## Example 12-6

Develop the stability criterion for the finite-difference approximation by the simple explicit method of the three-dimensional linear diffusion equation in the $x, y, z$ rectangular coordinates.

Solution. The finite-diflerence equation (12-139) and the corresponding error term equation (12-140) are readily generalized to the three-dimensional case. The error term is substituted into the finite-difference equation and a procedure similar to that described previously is applied. The stability criterion

$$
\begin{equation*}
\left(r_{x}+r_{y}+r_{x}\right) \leqslant \frac{1}{2} \tag{12-146a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[\frac{\alpha \Delta t}{(\Delta x)^{2}}+\frac{\alpha \Delta t}{(\Delta y)^{2}}+\frac{\alpha \Delta t}{(\Delta z)^{2}}\right] \leqslant \frac{1}{2} \tag{12-146b}
\end{equation*}
$$

results. For the case $\Delta x=\Delta y=\Delta z=\delta$, the stability criterion becomes

$$
\begin{equation*}
r=\frac{\alpha \Delta t}{\delta^{2}} \leqslant \frac{1}{6} \tag{12-146c}
\end{equation*}
$$

which is thrice as restrictive as the one-dimensional constraint $r \leqslant \frac{1}{2}$.

## Combined Method Applied to Three-Dimensional Diffusion

We consider a three-dimensional linear diffusion problem in an isotropic solid governed by the partial-differential equation

$$
\frac{\partial T}{\partial_{t}}=\alpha\left(\begin{array}{l}
\partial^{2} T  \tag{12-147}\\
\partial x^{2}
\end{array}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{i}}\right)
$$

with appropriate boundary and initial conditions. To discretize this equation we introduce the notation

$$
\begin{equation*}
T(x, y, z, t)=T(i \Delta x, j \Delta y, k \Delta z, n \Delta t) \equiv T_{l, j, k}^{n} \tag{12-148}
\end{equation*}
$$

Then, the finite-difference approximation of the differential equation (12-147) with the combined method, by using FTCS, becomes

$$
\begin{align*}
\frac{T_{i, j, k}^{n+1}-T_{i, j, k}^{n}}{\alpha \Delta t}= & \theta\left[\Delta_{x x} T_{i, j, k}^{n+1}+\Delta_{y, y} T_{i, j, k}^{n+1}+\Delta_{z z} T_{i, j, k}^{n+1}\right] \\
& +(1-\theta)\left[\Delta_{x x} T_{i, j, k}^{n}+\Delta_{y y} T_{i, j, k}^{n}+\Delta_{z z} T_{i, j, k}^{n}\right] \tag{12-149}
\end{align*}
$$

where the weight factor $\theta$ assumes values $0 \leqslant \theta \leqslant 1$, and the linite-difference operators $\Delta_{x x}, \Delta_{y y}$, and $\Delta_{z i}$ are defined as

$$
\begin{align*}
& \Delta_{x x} T_{i, j, k}^{n}=\frac{1}{(\Delta x)^{2}}\left[T_{i+1, j, k}^{n}-2 T_{i, j, k}^{n}+T_{i-1, j, k}^{n}\right]  \tag{12-150a}\\
& \Delta_{y r} T_{i, j, k}^{n}=\frac{1}{(\Delta y)^{2}}\left[T_{i, j+1, k}^{n}-2 T_{i, j, k}^{n}+T_{i, j-1, k}^{n}\right]  \tag{12-150~b}\\
& \Delta_{z=} T_{i, j, k}^{n}=\frac{1}{(\Delta z)^{2}}\left[T_{i, j, k+1}^{n}-2 T_{i, j, k}^{n}+T_{i, j, k-1}^{n}\right] \tag{12-150c}
\end{align*}
$$

Clearly, depending on the value chosen for the weight factor 0 , the simple explicit, the simple implicit, and the Crank-Nicolson methods are readily obtained as special cases:
()$=0$ : The simple explicit schemc. The truncation error is $0\left[\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right.$, $\left.(\Delta z)^{2}\right]$ and the stability constraint on the time step $\Delta t$ is

$$
\begin{equation*}
\left\lceil\frac{\alpha \Delta t}{(\Delta x)^{2}}+\frac{\alpha \Delta t}{(\Lambda y)^{2}}+\frac{\alpha \Delta t}{\left(\overline{(\Lambda z)^{2}}\right.}\right] \leqslant \frac{1}{2} \tag{12-151}
\end{equation*}
$$

$\theta=\frac{1}{2}$ : The Crank --Nicolson scheme. The truncation error is $O\left[(\Delta t)^{2},(\Delta x)^{2}\right.$, $\left.(\Delta y)^{2},(\Delta z)^{2}\right]$ and the linite-difference equations are unconditionally stable.
$\theta=1: \quad$ The simple implicit scheme. The truncation error is $O\left[\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right.$, $\left.(\Delta z)^{2}\right]$ and the finite-difference equations are unconditionally stable.
For values or $0.5 \leqslant 0 \leqslant 1$, the scherne is unconditionally stable.

## ADI Method Applied to Two-Dimensional Heat Conduction

We now present the alternating-direction-implicit (ADI) method for the solution of two-dimensional transient heat conduction in the rectangular coordinates. The principal advantage of the method lies in the lact that, the size of the matrix to be solved in each time level is reduced at the expense of solving a reduced matrix many times.

We consider the following transient heat conduction equation

$$
\begin{equation*}
\frac{1}{\alpha} \frac{\partial T}{\partial t}=\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} y(x, y, t) \tag{12-152}
\end{equation*}
$$

subject to appropriate boundary and initial conditions, and introduce the notation

$$
\begin{equation*}
T\left(x, y^{y}, t\right)=T\left(i \Delta x, j \Delta y^{\prime}, n \Delta t\right) \equiv T_{i, j}^{n} \tag{12-153}
\end{equation*}
$$

The finite-difference approximation of the differential equation(12-152) with the ADI method is based on the following concepts.

Suppose the computations are to be advanced from the (n)th time level to the $(n+1)$ th time level. The simple implicit method is used for one of the directions, say, $x$, and the simple explicit method is used for the other direction, $y$. Then, the advancement from the $(n+1)$ th level to the $(n+2)$ th level is done by reversing the directions of the implicit and explicit methods. The computational procedure is continued by alternatively changing the directions of the explicit and implicit methods.

We now illustrate the application of the ADI method for the discretization of equation (12-152). Suppose the implicit scheme is used in the $x$ direction and the explicit scheme in the $y$ direction to advance from the $n$th to the $(n+1)$ th time level. The finite-difference approximation of equation (12-152) is given by

$$
\begin{equation*}
\frac{T_{i . j}^{n+1}-T_{i . j}^{n}}{\alpha \Delta t}=\frac{T_{i-1 . j}^{n+1}-2 T_{i . j}^{n+1}+T_{i+1 . j}^{n+1}}{(\Delta x)^{2}}+\frac{T_{., j-1}^{n}-2 T_{i, j}^{n}+T_{i . j+1}^{n}}{\left(\Delta j^{n}\right)^{2}}+\frac{1}{k} \bar{g}_{i . j} \tag{12-154a}
\end{equation*}
$$

where $\bar{g}_{i, j}$ is the average of $g_{i, j}$ for the current and next time steps.
For the next time level, an explicit formulation is used for the $x$ direction and an implicit formulation for the $y$ direction. Then, the finite-difference approximation for equation (12-152) from the ( $n+1$ )h to the ( $n+2$ )nd time step becomes

$$
\frac{T_{i, j}^{n+2}-T_{i . j}^{n+1}}{\alpha \Delta t}=\frac{T_{i-1, j}^{n+1}-2 T_{i, j}^{n+1}+T_{i+1, j}^{n+1}}{(\Delta x)^{2}}+\frac{T_{i, j, 1}^{n+2}-2 T_{i, j}^{n+2}+T_{i, j+1}^{n+2}}{(\Delta y)^{2}}+\frac{1}{k} \bar{g}_{i, j}
$$

(12-154b)
This equation utilizes the results from the previous time level $n+1$ to calculate the temperatures at the time level $n+2$.

For computational purposos, it is convenient to rearrange equations (12-151a) and (12-154b) such that at each time level, the unknown quantities appear on one side of the equality, say, on the left and the known quantities on the other side, on the right. Equations (12-154a) and (12-154b), respectively, become

$$
\begin{align*}
-r_{x} T_{i-1, j}^{n+1}+\left(1+2 r_{x}\right) T_{i, j}^{n+1}-r_{x} T_{i+1, j}^{n+1} & =r_{y} T_{i-1, j}^{n}+\left(1-2 r_{y}\right) T_{i, j}^{n} \\
& +r_{y} T_{i, 1, j}^{n}+{ }_{k}^{\alpha \Delta t} \overline{!}_{i, j} \tag{12-155:a}
\end{align*}
$$

for the time level $n+1$ and

$$
\begin{align*}
-r_{y} T_{i, j-1}^{n+2}+\left(1+2 r_{y}\right) T_{i, j}^{n+2}-r_{y} T_{i, j+1}^{n+2}= & r_{x} T_{i-1, j}^{n+1}+\left(1-2 r_{x}\right) T_{i, j}^{n+1} \\
& +r_{x} T_{i+1, j}^{n+1}+\frac{\alpha \Delta t}{k}-\bar{g}_{i, j} \tag{12-155b}
\end{align*}
$$

for the time level $n+2$, where

$$
\begin{equation*}
r_{x}=\frac{\alpha \Delta t}{(\Delta x)^{2}} \quad \text { and } \quad r_{y}=\frac{\alpha \Delta t}{(\Delta y)^{2}} \tag{12-156}
\end{equation*}
$$

When solving the problem, equations (12-155a) and (12-155b) are repeated allernatively.
The advantage of this approach over the fully implicit or Crank-Nicolson methods is that, each equation, although implicit, is only tridiagonal. That is, equation (12-155a) contains implicit unknowns $T_{i, j}^{n+1}, T_{i-1, j, j}^{n+1}$, and $T_{i+1, j,}^{n+1}$, while equation (12-155b) contains implicit unknowns $T_{i, j}^{n+1}, T_{i, j-1}^{n+1}$, and $T_{i, j+1}^{n+2}$. Therefore, the coeflicient matrix is tridiagonal for each equation; hence the computation scheme is more efficient than those that are not tridiagonal.

If temperatures are prescribed at all boundaries, equations (12-155a,b) are sufficient to determine the unknown internal node temperatures.
For convection, prescribed heat flux boundary conditions, temperatures at the boundary nodes are unknown. For such cases, additional relations are obtained by applying the conservation principle to a control volume about each boundary node at which the node temperature is not known.

## 12-12 NONLINEAR IIEAT CONDUCTION

In principle, therc is no difficulty in applying linite-difference methods to nonlinear parabolic systems; but the resulting finite-difference equations become nonlinear and difficult to solve. The diffusion-type problems become nonlinear due to the nonlinearity of the governing differential equation, or the boundary condition or both. Consider, for example, the heat conduction equation

$$
\begin{equation*}
\nabla \cdot[k(T) \nabla T]+g(T)=\rho C_{p}(T) \frac{\partial T}{\partial t} \quad \text { in region } R, \quad t>0 \tag{12-157}
\end{equation*}
$$

which is nonlinear because the thermal properties and the energy-generation term depend on temperature. Consider the bouldary condition given in the form

$$
\begin{equation*}
\frac{i T}{i n}=f\left(T_{v}\right) \text { on buondary } \tag{12-1.58}
\end{equation*}
$$

where $\partial / \partial n$ is the derivative along the outward-drawn normal to the boundary surface and $T_{\mathrm{s}}$ is the boundary surface temperature. This boundary condition becomes nonlinear if the function $f\left(T_{\mathrm{s}}\right)$ involves a power of $T_{\mathrm{s}}$, as in the case of radiation boundary condition

$$
\begin{equation*}
k \frac{\partial T}{\partial n}=\epsilon \sigma\left(T^{4}-T_{x}^{4}\right) \tag{12-159}
\end{equation*}
$$

or the natural-convection boundary condition

$$
\begin{equation*}
k \frac{\partial T}{\partial n}=c\left(\left|T-T_{\infty}\right|\right)^{1 / 4}\left(T-T_{\infty}\right) \tag{12-160}
\end{equation*}
$$

where $\epsilon$ is the emissivity, $\sigma$ is the Stefan-Boltzmann constant, and $T_{\infty}$ is the ambient temperature with which radiation or free convection takes place.

Various schemes are available for finite-difference approximation of nonlinear diffusion problems as a system of linear algebraic equations. They include, among others, the lagging of temperature-dependent properties by one time step, the use of three-time-level linite-differencing, and the linearization procedures. Here we consider the simplest procedure the lagging of temperature dependent properties by one time step.

## Lagging of Properties by One Time Step and Extrapolation Schemes

We consider the nonlinear diffusion equation given in the form

$$
\begin{equation*}
\rho C_{p}(T) \frac{\partial T}{\partial t}=\frac{\partial}{\partial x}\left[k(T) \frac{\partial T}{\partial x}\right] \tag{12-161}
\end{equation*}
$$

where the specific heat $C_{p}(T)$ and the thermal conductivity $k(T)$ vary with lemperature. This equation can be discretized hy using iny one of the linitedifference sehemes described previously. Here we prefer to use the combined method because of its versatility to yield the simple explicit, simple implicit, Crank-Nicolson, and other methods merely by the adjustment of a coeflicient. The linite-difference representation of equation (12-161) with the combined method is given by

$$
\begin{align*}
&\left(\rho C_{p}\right)_{i} \frac{T_{i}^{n+1}-T_{i}^{n}}{\Delta t}=\theta\left[k_{i-1 / 2} \frac{T_{i-1}^{n+1}-T_{i}^{n+1}}{(\Delta x)^{2}}+k_{i+1 / 2} \frac{T_{i+1}^{n+1}-T_{i}^{n+1}}{(\Delta x)^{2}}\right] \\
&+(1-0)\left[k_{i-1 / 2} \frac{T_{i-1}^{n}-T_{i}^{n}}{(\Delta x)^{2}}+k_{1+1 / 2} \frac{T_{i+1}^{n}-T_{i}^{n}}{(\Delta x)^{2}}\right] \tag{12-162}
\end{align*}
$$

where the constant $0(0 \leqslant 0 \leqslant 1)$ is the weight factor that represents the degree of implicitness. The values of $\theta=0, \frac{1}{2}$ and 1 , respectively, correspond to the explicit. Crank-Nicolson, and implicit schemes.

We note that the thermal properties $\left(\rho C_{p}\right)_{i}$ and $k_{i \pm 1 / 2}$ depend on temperature; but at this stage of the analysis it is not yet specified how they will be computed. This matter will be discussed later on.

Equation (12-162) can be written more compactly in the form

$$
\begin{align*}
T_{i}^{n+1}-T_{i}^{n}= & \theta\left[A_{i} T_{i-1}^{n+1}-2 B_{i} T_{i}^{n+1}+D_{i} T_{i+1}^{n+1}\right] \\
& +(1-\theta)\left[A_{i} T_{i-1}^{n}-2 B_{i} T_{i}^{n}+D_{i} T_{i+1}^{n}\right] \tag{12-163}
\end{align*}
$$

where

$$
\begin{align*}
& A_{i}=\begin{array}{l}
k_{i-1,2} \quad \Delta t \\
\left(\rho C_{p}\right)_{i}(\Delta x)^{2}
\end{array}  \tag{12-164a}\\
& D_{i}=\frac{k_{i+1!2} \quad \Delta t}{\left(\rho C_{n}\right)_{i}(\Delta x)^{2}}  \tag{12-164b}\\
& B_{i}=\frac{1}{2}\left(A_{i}+D_{i}\right)=\frac{1}{2} \frac{k_{i-1 / 2}+k_{i+1,2} \quad \Delta l}{\left.\left(\rho C_{p}\right)_{i} \quad \Delta t\right)^{2}} \tag{12-164c}
\end{align*}
$$

Equation (12-163) is now rearranged so that all unknown temperatures (i.e., those at the time level $n+1$ ) appear on one side and all the known temperatures (i.e., those at the time level if) on the other side.

$$
\begin{align*}
& -\theta A_{i} T_{i-1}^{n+1}+\left(1+2 \theta B_{i}\right) T_{i}^{n+1}-\theta D_{i} T_{i+1}^{n+1} \\
& \quad=(1-0) A_{i} T_{i-1}^{n}+\left[1-2(1-0) B_{i}\right] T_{i}^{n}+(1-\theta) D_{i} T_{i+1}^{n} \tag{12-165}
\end{align*}
$$

We note that for the case of constant thermal properties we have

$$
A_{i}=B_{i}=D_{i}=\begin{gather*}
k \quad \Delta t  \tag{12-166}\\
\rho C_{p}(\Delta x)^{2}
\end{gathered}=\begin{gathered}
x \Delta t \\
(\Delta x)^{2}
\end{gather*}=r
$$

and equation (12-165) reduces to the linear case given by equation (12-133). Assuming that the coefficients $A_{i}, D_{i}$, and $B_{i}$ are available, the system (12-165) provides a complete set of equations for the determination of the unknown internal node temperatures when the temperatures at the boundary surfaces are prescribed. For the case of prescribed heat flux or convection boundary conditions, the temperatues at the boundaries are unknown; additional relations are developed by discretizing such boundary conditions. Since equations (12-165) have a tridiagonal coeflicient matrix, any one of the algorithms discussed in Chapter 3 can be used for their solution provided that the coenficients $A_{i}$, $B_{i}$, and $D_{i}$ are known at the time level $n+1$. The following approaches can be used to compute the properties.
The simplest, but less accurate, method for computing these coefficients is to lag the evaluation of the temperature-dependent properties by one time step. That is, to perform the computations at the time level $n+1$, the coeflicients are evaluated at the previous time level $n$ :

$$
\begin{equation*}
A_{i} \equiv A_{i}^{n}, \quad B_{i} \equiv B_{i}^{n}, \quad D_{i}=D_{i}^{n} \tag{12-167a}
\end{equation*}
$$

The thermal conductivity $k_{i+1 / 2}$ can be evaluated at the time level $n$, either at the average temperature ( $\left.T_{i \pm 1}^{n}+T_{i}^{n}\right) / 2$, or as the average of the thermal conduc-
tivities at the nodes $i$ and $i \pm 1$ :

$$
\begin{equation*}
k_{i \pm 1: 2}=\frac{k_{i}^{n}+k_{i \pm 1}^{n}}{2} \tag{12-167b}
\end{equation*}
$$

A more accurate approach for calculating the temperature dependent properties is the use of an extrapolation scheme as described below.
Consiter, for eximple, that the thermal conductivity $k^{\prime \prime \prime} i^{\prime}$ at the time fevel $n+1$ is expanded in term of that at the time level $n$ in the form

$$
\begin{align*}
k^{n+1} & \cong k^{n}+\left(\frac{\partial k}{\partial t}\right)^{n} \Delta t \\
& \cong k^{n}+\binom{\partial k}{\partial T}^{n}\binom{\partial T}{\partial t}^{n} \Delta t \tag{12-168a}
\end{align*}
$$

The time derivative of temperature is approximated by

$$
\begin{equation*}
\left(\frac{\partial T}{\partial t}\right)^{n} \cong \frac{T^{n}-T^{n-1}}{\Delta t} \tag{12-168b}
\end{equation*}
$$

Introducing equation (12-168b) into (12-168a), the following expression is obtained for the determination of thermal conductivity at the time level $n+1$ from the knowledge of $k^{n}$ :

$$
\begin{equation*}
k^{n+1}=k^{n}+\left(\frac{\partial k}{\partial T}\right)^{n}\left(T^{n}-T^{n-1}\right) \tag{12-169}
\end{equation*}
$$

A similar expression can be written for the specific heat:

$$
\begin{equation*}
C_{p}^{n+1}=C_{p}^{n}+\left(\frac{\partial C_{p}}{\partial T}\right)^{n}\left(T^{n}-T^{n-1}\right) \tag{12-170}
\end{equation*}
$$

Clearly, if the second terms on the right-hand side of equation (12-169) and (12-170) are neglected, the resuit is equivalent to the lagging of the coeflicients.

The computation time for solving the system of equations (12-165) resulting from the nonlinear differential equation is longer than that resulting from.the linear system, because the temperature-dependent thermal properties $k(T)$ and $C_{p}(7)$ need to be evaluated al each time step $n+1$ from their known values at the time level $n$ according to equations (12-169) and (12-170).

## REFERENCES

1. R. V. Southwell, Relaxation Methods in Engincering Science, Oxford University Press, London, 1940.
2. J. Crank and P. Nicolson, Proc. Camb. Phil. Soc. 43, 50-67, 1947.
3. G. G. O'Brien, M. A. Hyman, and Kaplan. J. Math. Phys. 29, 223-251, 1951.
4. D. W. Peaceman and H. H. Rachford, J. Soc. Iudust. Appl. Math. 3, 28-41, 1955.
5. R. D. Richtmeyer and K. W. Morton, Difference Methods for Initial Vahue Problems, 2nd ed., Interscience Publishers, New York, 1965.
6. G. E. Forsythe and W. R. Wasov, Finite Difference Methods for Partial Differential Bepmanns, Wilcy. New York, 1960.
 Textbook Company, Scranton, Pa., 1961.
7. L. Fox. Numerical Solution of Ordinary and Partial Differential Equations, AddisonWesley, Reading, Mass.. 1962.
8. G. D. Smith, Numerical Solution of Partial Differential Equations with Exercises and Worked Solutions, Oxford University Press, London, 1965.
9. J. K. Reid, ed., Large Sparse Sets of Linear Equations, Academic Press, New York, 1971.
10. D. J. Rose and R. A. Willoughby, eds., Sparce Matrices and Their Applications, Plenum Press, New York, 1972.
11. B. K. Larkin, Chem. Eng. Prog. Sym. Ser. 61, 59, 1965.
12. S. R. Allada and D. Quon, Heat Transfer Los Angeles, Chem. Eng. Prog. Sym. Ser. 62, (64), 151-156. 1966.
13. J. H. Wilkinson and C. Reinsch, Handbook for Automatic Computation, Vol. 2, Linear Algebra, Springer-Verlag, New York, 1971.
14. G. J. Trezek and J. G. Witwer, J. Heat Transfer 94c, 321-323, 1972.
15. Y. Jaluria and K. E. Torrance, Computational Heat Transfer, Hemisphere Publishing, New York, 1986.
16. R. W. Hornbeck, Numerical Methods, Quantum Publishers, New York, 1975.
17. A. K. Aziz, ed., Numerical Solutions of Boundary V'alue Problems for Ordinary Difierential Equations, Academic Press, New York, 1975.
18. G. E. Schneider, A. B. Strong, and M. M. Yovanovich, A. Physical Approach to the Finite Difference Solution of the Conduction Equation in Orthogonal Curvilinear Coordinates, ASME Paper No. 75-WA/HT-94, 1975.
19. N. D'Souza, Numerical Solution of One-Dimensional Inverse Transient Heat Conduction by Finite-Difference Method, ASME Paper No. 75-WA/HT-81, 1975.
20. M. L. James, G. M. Smith. and J. C. Wolford, Applied Numerical Methods for Digital Computation, IEP-Dun-Donnefley Publishers, New York, 1977.
21. N. D. Anderson. J. C. Tinmehill, and R. H. Pletcher, Computational Flaid Mechanics and Hent Trunsfir. I Iemisphere l'ublishing, New York, 1984.
22. W. J. Minkowyez, E. M. Sparrow, G. E. Sehneider, and R. H. Pletcher, Handhook of Numerical Heat Transfer, Wiley-Interscience, New York, 1988.
23. T. M. Shib. Numerical Heat Transfer, Hemisphere Publishing, New York, 1984.
24. P. A. Roache. Compuraional Fluid Dynamics, Hermosa Publishers, Albuquerque, N.M.. 1976.
25. R. Peyret and T. D. Taylor, Computational Methods for Fluid Dymamics, SpringerVerlag, New York, 1983.
26. S. V. Patankar. Numerical Heat Transfer in Fluid Flow, Hemisphere Publishing. New York, 1980.
27. A. J. Baker, Finite Elemem Computational Fluid Mechanics, Hemisphere Publishing, New York, 1983.
28. L. J. Segerlind, Applied Finite Element Analysis, Wiley, New York, 1976.
29. G. A. Ramirez and J. T. Oden, Finite-Element Technique Applied to Heat Conduction in Solids with Temperature Dependent Thermal Conductivity, ASME Paper No. 69-WA/HT-34, 1969
30. E. F. Rybicki and A. T. Hopper, Higher Order Finite Element Method for Transient
 33. 1969.
31. O. C. Zienkiewicz and I. K. Cheung, The Finite Element Method in Enginieering Science, McGraw-Hill, New York, 1971.
32. O. Ural, Finite Element Method: Basic Concepts and Applications, hoternationa! Textbook Company, Scranton, Pa., 1973.
33. H. C. Martin and G. F. Carcy, Introduction of Finite-Element Analysis, McGraw-Hill, New York, 1973.
34. K. H. Huebner, Finite Element Method for Engineers, Wiley, New York, 1975.
35. J. F. Thompson, Elliptic Grid Generation, Elsevier, New York, pp. 79-105, 1982.
36. J. F. Thompson, AIAA Paper No. 83-0447, AIAA 21st Aerospace Sciences Meeting, 1983.
37. J. F. Thompson, AIAA J. 22, 1505-1523, 1984.
38. J. F. Thompson, Appl. Num. Math. 1, 3, 1985.
39. J. F., Thompson, Z. U. A. Varsi, and C. W. Mastin, Boundary-Fitted Coordinate Systems for Numerical Solution of Partial Differential Eepuations A Revicw, I. Comp. Phys. 48, 1-108, 1982.
40. J. E. Thompson, Z. U. A. Varsi, and C. Mastin, Numerical Grid Generation Foundations and Applications. North-Holland, Elsevier Science Publishers, Amsterdam, Netherlands, 1985.
41. D. V. Grifliths and I. M. Smith, Numerical Methods for Engineers, CRC Press, Boston, 1991.
42. J. Douglas and J. E. Gun, Numerische Mathematic 6, 428-453, 1964.
43. J. Douglas, Numerische Mathematic 4, 41-63, 1962.
44. N. N. Yanenko, in The Method of Fractional Steps.' The Solution of Problem of Mathematical Physics in Several Yariables, M. Hold (Ed.), Springer-Verlag, New York, 1971.
45. H. Z. Barakal and J. A. Clark, J. Heat Transfer, 88, 421-427, 1966.
46. V. K. Saul'yev, Dokl. Akad. Nauk, SSSR; 115, 1077-1079, 1957 (Russian).
47. W. W. Yuen and I. W. Wong, Num. Heat Tromsfor 3, 373 380, 1980.
48. B. I'. P. J. Sommeljer, van der Houwen and J. G. Verwer, Im. J. Num. Mithods Eim. 17. 335-346, 1981.
49. D. J. Evans and G. Avdelas. Itern. J. Computer Math, Section B 6, 335-358, 1978.

## PROBLEMS

12-1 Using a Taylor's series expansion, show that a forward-difference representation of $d \delta / d x$, which is accurate to the order of $O\left(h^{3}\right)$ is given in
subscript notation as

$$
f_{i}^{\prime}=\frac{2 f_{i+3}-9 f_{i+2}+18 f_{i+1}-11 f_{i}}{6 h}+O\left(h^{3}\right)
$$

12-2 Consider the function $f(x)=2 e^{x}$. Using a mesh size $\Delta x \equiv h=0.1$, determine $f^{\prime}(x)$ at $x=2$ with the forward formulas (12-19a) accurate to $O(h)$ and the central-difference formula accurate to $O(h)^{2}$ and compare the results with the exact value.

12-3 Write the finite-difference form of the heat conduction equation

$$
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{k} g(x, y)=0
$$

for the 12 nodes, $i=1,2, \ldots, 12$, subject to the boundary conditions shown in the accompanying figure. Here, the temperatures $f_{1}, f_{2}$, and $f_{3}$ are prescribed.


12-4 Solve the following set of algebraic equations by the Gauss elimination method:

$$
\begin{aligned}
T_{1}+3 T_{2}+T_{3} & =10 \\
2 T_{1}-2 T_{2}+3 T_{3}+T_{4} & =11 \\
+4 T_{2}-2 T_{3}-2 T_{4} & =\cdots 2 \\
+4 T_{3}+2 T_{4} & =20
\end{aligned}
$$

12-5 Solve the following steady-state heat conduction equation by finite differences using mesh sizes $\Delta x=\Delta y=0.25$ and 0.1 ; compare the center temperature with the exact solution:

$$
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0 \quad \text { in } \quad 0<x<1, \quad 0<y<1
$$

| $T=0$ | at | $x=0$, |
| :--- | :--- | ---: | :--- |
| $\frac{\partial T}{\partial y}=0$ | at | $j=0$ |
| $T=\sin \pi x$ | at | $y=1$ |

12-6 Consider the two-dimensional, time-dependent heat conduction equation given in the form

$$
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t}
$$

Let the temperature $T(x, y, t)$ be represented by

$$
T\left(x, y^{\prime}, t\right)=T\left(j \Delta x, k \Delta y^{\prime}, n \Delta t\right) \equiv T_{j . k}^{n}
$$

Write the finite-difference representation of this heat conduction equation for an internal node ( $j, k$ ) using (1) an explicit method, (2) an implicit method, and (3) the Crank --Nicolson method.

12-7. By assuming that an error term can be represented in the form

$$
\left.E_{j, A, n}=e^{i+1} \cdot r^{i(f), ~} 1 / f: w\right)
$$

where $t=n \Delta t, x=j \Delta x, y=k \Delta y$, show that in the Problem 12-6, the explicit finite-difference representation is stable if

$$
x \Delta t\left(\begin{array}{c}
\frac{1}{(\Delta x)^{2}}+\frac{1}{(\Delta y)^{2}}
\end{array}\right) \leqslant \frac{1}{2}
$$

12-8 Consider the following heat conduction problem for a solid cylinder:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{k} y(r)=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0 \leqslant r<b, \\
T=0 & \text { at } & r=b, \\
T=0 \\
T=F(r) & \text { in } & 0 \leqslant r \leqslant b, \quad 1>0
\end{array}
$$

Let the temperature $T(r, t)$ be represented by

$$
T(r, t)=T(j \Delta r, n \Delta t) \equiv T_{j}^{n}
$$

with $j=0$ representing $r=0$ and $j=N$ representing $r=b$. Write the finite-difference representation of this heat-conduction problem using (1) the explicit method and (2) the implicit method.

12-9 Repeat Problem 12-8 for a solid sphere of radius $r=b$.

12-10 Consider the heat conduction equation in the cylindrical coordinates given as

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{1}{k} g(r, \phi)=\frac{1}{\alpha} \frac{\partial T}{\partial t}
$$

and let the temperature $T(r, \phi ; t)$ be represented by

$$
T^{\prime}(r, \phi, t)=T\left(i \Delta r, j \Delta \phi_{1} n \Delta t\right) \equiv T_{i, j}^{\prime \prime}
$$

Write the finite difference form of this heat conduction equation for a node ( $i, j$ ) using ( 1 ) the explicit scheme and (2) the implicit scheme.
12-11 Consider the heat conduction equation given as

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{k} g(r, z)=\frac{1}{\alpha} \frac{\partial T}{\partial t}
$$

where $T(r, z, t)$ is represented by

$$
T(r, z, t)=T(i \Delta r, k \Delta z, n \Delta t) \equiv T_{i, k}^{n}
$$

Write the finite-difference form of this heat conduction equation for a node ( $i, k$ ) using the Crank Nicolson method.
12-12 Consider the following heat conduction equation

$$
\frac{\partial}{\vec{\partial} x}\left(k \frac{\partial T}{\partial x}\right)+g(\dot{x}, t)=\rho C_{p} \frac{\partial T}{\partial t}
$$

where $T(x, t)$ is represented by

$$
T(x, t)=T(j \Delta x, n \Delta r) \equiv T_{j}^{n}
$$

Write the finite-difference form of this heat conduction equation for a node ( $j$ ) using (1) the explicit method and (2) the implicit method.
12-13 Consider the finite-difference form of the heat conduction equation $\partial^{2} T /$ $\therefore x^{2}=(1 / \alpha)\left({ }^{2} T / \lambda^{\prime}\right)$ given in the form [see equation (12-131)]

$$
\frac{T_{i}^{n+1}-T_{j}^{n}}{\Delta t}=x\left[\theta \frac{T_{j}^{n+1}-2 T_{j}^{n+1}+T_{j+1}^{n+1}}{(\Delta x)^{2}}+(1-\theta) \frac{T_{j-1}^{n}-2 T_{j}^{n}+T_{j+1}^{n}}{(\Delta x)^{2}}\right]
$$

Using the Fourier series method, show that for $\frac{1}{2} \leqslant \theta \leqslant 1$ the solution is unconditionally stable and for $0 \leqslant 0 \leqslant \frac{1}{2}$ it is stable if

$$
r=\frac{a \Delta t}{(\Delta x)^{2}} \leqslant \frac{1}{2(1-2 \theta)}
$$

12-14 Consider the following one-dimensional heat conduction problem in the dimensionless form:

| $\frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial T}{\partial t}$ | in | $0<x<1, t>0$ |
| :--- | :--- | :--- |
| $T=0$ | at | $x=0$, |
| $T=1 \quad$ for $\quad t<0$ |  |  |
| $T=\sin \pi x$ | for | $t=0$, | in $0 \leqslant x \leqslant 1$.

Solve this problem with finite differences using an explicit scheme by taking $\Delta x=0.1$ and $r=\Delta t /(\Delta x)^{2}=0.1$. Compare the results with the exact solution at time $t=0.01$ at the locations $x=0.1$ and 0.2 .
12-15 Solve Problem 12-14 using the Crank-Nicolson method and the explicit method by taking $\Delta x=0.1, \Delta t=0.005$ and compare $T(0.2,0.01)$ with the exact solution.
12-16 Consider the following transient radial heat conduction in a solid cylinder, $0 \leqslant \eta \leqslant 1$, given in the dimensionless form as

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial \eta^{2}}+\frac{1}{\eta} \frac{\partial T}{\partial \eta}=\frac{\partial T}{\partial t} & \text { in } & 0<\eta<1, & t>0 \\
\frac{\partial T}{\partial \eta}=0 & \text { at } & \eta=0, & t>0 \\
T=0 & \text { at } & \eta=1, & t>0 \\
T=100 J_{0}\left(\beta_{1} \eta\right) & \text { for } & t=0, & 0 \leqslant \eta \leqslant 1
\end{array}
$$

where $J_{0}(z)$ is the zero-order Bessel function of the first kind and $\beta_{1}$ is the first root of $J_{0}(z)=0$. The exact analytic solution of this problem is given by

$$
T(\eta, t)=100 J_{0}(\beta, \eta) e^{-\rho_{3}^{2} 1}
$$

By dividing the solution domain into five equal parts and using the simple explicit scheme, solve this problem with finite-differenees and comparethe center temperature $T(0, t)$ with the exact solution at dimensionless times $t=0.2,0.4,0.6, \ldots$, and 1.6 .
12-17 Consider the following transient heat conduction problem given in the dimensionless form as

$$
\frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial T}{\partial t}
$$

in $0<x<1, t>0$

| $T=0$ | at $\quad x=0$, | $t>0$ |
| :--- | :--- | :--- |
| $T=0$ | at $\quad x=1$, | $t>0$ |
| $T=10 \sin 2 \pi x$ | for $t=0$, | $0 \leqslant x \leqslant 1$ |

The exact analytic solution of this problem is

$$
T(x, 1)=10 e^{4 \pi^{*} t} \sin 2 \pi x
$$

Solve this problem with [inite differences using the explicit method, taking
(a) $\quad \Delta x=0.1, \quad r=0.25 \quad \therefore \quad \Delta t=0.0025$
(b) $\Delta x=0.1, \quad r=0.50 \quad \therefore \Delta t=0.0050$
and compare the temperature at the location $x=0.3$ with the exact results.
12-18 Perform the lirst three iterations of the Gauss-Seidel method for solving the following system of equations:

$$
\begin{aligned}
6 T_{1} \mid T_{2}+3 T_{3} & =17 \\
T_{1}-10 T_{2}+4 T_{3} & =-7 \\
T_{1}+T_{2}+3 T_{3} & =12
\end{aligned}
$$

12-19 Consider the foliowing transient heat conduction problem in a slab given in dimensionless form as

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial T}{\partial t} & \text { in } & 0<x<1, & t>0 \\
\frac{\partial T}{\partial x}=0 & \text { at } & x=0, & t>0 \\
T=0 & \text { at } & x=1, & t>0 \\
T=100 \cos \left(\frac{\pi}{2} x\right) & \text { for } & t=0, & 0 \leqslant x \leqslant 1
\end{array}
$$

Solve this problem numerically with the explicit linite-difference scheme by dividing the region $0 \leqslant x \leqslant 1$ into 立e equal parts by using (a) a Firstorder accurate and (b) a second-order accurate finite differencing schemes for the boundary condition at $x=0$. The exact solution of this problem
is given by

$$
T(x, t)=100 \cos \left(\frac{\pi}{2} x\right) \exp \left(-\frac{\pi^{2}}{4} t\right)
$$

Compare the temperature of the insulated surface obtained by linitedifference solution with the exact solution given above. Take $r=\frac{1}{5}$ for numerical calculations.
 is heated electrically by the passage of electric current that generates energy within the rod at a rate of $g=4 \times 10^{6} \mathrm{~W} / \mathrm{m}^{3}$. Heat is dissipated from the surface of the rod by convection with a heat transfer coefficient $h=400 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{C} \mathrm{C}\right)$ into an ambient at temperature $T_{x}=20^{\circ} \mathrm{C}$. By dividing the radius into 「ive equal parts, develop the Гinite-difference equations for this heat conduction problem. Compare the finite-difference solution with the exact analytic solution for the cases when first-order and second-order accurate differcncing are used for the convection boundary condition.

12-21 Repeat Problem 12-20 for the case of a solid sphere.
12-22 Consider the following one-dimensional, time-dependent heat conduction problem for a slab $0 \leqslant x \leqslant L$, subject to the boundary conditions of the third kind all both boundarics

$$
\begin{array}{llll}
\alpha \frac{\partial^{2} T}{\partial x^{2}}=\frac{\partial T}{\partial t} & \text { in } & 0<x<L, & t>0 \\
-k_{1} \frac{\partial T}{\partial x}+h_{1} T=f_{1} & \text { at } & x=0, & t>0 \\
k_{2} \frac{\partial T}{\partial x}+h_{2} T=f_{2} & \text { at } & x=L, & t>0 \\
T=F(x) & \text { for } & t=0, & \text { in } 0 \leqslant x \leqslant L
\end{array}
$$

Using the explicit method for the finite-differencing of the differential equation, simple forward and simple backward differences for the boundary conditions at $x=0$ and $x=L$. respectively, write the finite-difference representation of this heat conduction problem.
12-23 Write the Finite-difference representation of the heat conduction Problem 12-22 using the explicit method for the differential equation and the central differences for the boundary conditions:-....
12-24 Write the finite-difference representation of the heat conduction Problem 12-22 using the Crank-Nicolson method for the differential equation and the central differences for the boundary conditions.

## INTEGRAL-TRANSFORM TECHNIQUE

The solution of partial-differential equations of heat conduction by the classical method of separation of variables is not always convenient when the equation and the boundary conditions involve nonhomogeneities. It is for this reason that we considered the Green's function approach for the solution of lincar, nonhomogencous boundary-value problems of heat conduction. The integral transform technique provides a systematic, efficient, and straightforward approach for the solution of both homogeneous and nonhomogeneous, steady-state, and timedependent boundary-value problems of heat conduction. In this method the second partial derivatives with respect to the space variables are generally removed from the partial-differential equation of heat conduction by the application of the integral transformation. For example, in time-dependent problems, the partial derivatives with respect to the space variables are removed and the partial-differential equation is reduced to a first-order ordinary differential equation in the time variable for the traisform of the temperature. The ordinary differential equation is solved subject to the transformed initial condition, and the result is inverted successively to obtain the solution for the temperature. The inversion process is straightforward. because the inversion formulas arc available at the onset of the problem. The procedure is also applitable to the solution of steady-state heat conduction problems involving more that one spate vatiable. In such cases the partial differential equation of heat conduction is reduced to an ordinary differential equation in one of the space variables. The resulting ordinary differential equation for the transformed temperature is solved, and the solution is inverted to obtain the temperature distribution.
The integral-transform technique derives its basis from the classical method of separation of variables. That is, the integral transform pairs needed for the solution of a given problem are developed by considering the representation of
an arbitrary function in terms of the eigenfunctions of the corresponding eigenvalue problem. Therefore, the eigenfunctions, eigenvalues, and the normalization integrals developed in Chapters 2-4 for the solution of homogeneous problems will be utilized for the construction of the integral transform pairs.

The fundamental theory of the integral-transform technique is given in several texts [1-3] and a summary of various transform pairs and transform tables are presented in various references [4-8]. The literature on the use of the integraltransform technique for the solution of heat conduction problems is evergrowing. The reader should consult references 9-23 for the general solution of threedimensional problems of finite regions. Its applications for the solution of specific heat conduction problems in the rectangular [24,25], cylindrical [26-29], and spherical [30] coordinate systems are also given. Some useful convolution properties of integral transforms are discussed in references 31-34.
In this chapter a general method of analysis of three-dimensional, timedependent heat conduction problems of finite region by the integral-transform technique is presented first. Its applications for the solution of problems of finite, semiinfinite, and infinite regions in the rectangular, cylindrical, and spherical coordinate systems are then presented systematically. More recent applications can be found in references 37-40.

## 13-1 THE USE OF INTEGRAL TRANSFORM IN THE SOLUTION OF IIEAT (CONDUC"IION PROBLEMS

In this section we present the use of the integral-transform technique in the solution of three-dimensional, time-dependent, nonhomogeneous boundaryvalue problems of heat conduction with constant coefficients in finite regions. We consider the following heat conduction problem

$$
\begin{align*}
& \nabla^{2} T(\mathrm{r}, t)+\frac{1}{k} g(\mathrm{r}, t)=\frac{1}{\alpha} \frac{\partial T(\mathrm{r}, t)}{\partial t} \quad \text { in region } R, \quad t>0 \quad \text { (13-1a) }  \tag{13-1a}\\
& k_{i} \frac{\partial T\left(\mathbf{r}_{i}, t\right)}{\partial n_{i}}+h_{i} T\left(\mathbf{r}_{i}, t\right)=f_{i}\left(\mathbf{r}_{i}, t\right) \quad \text { on boundary } S_{i}, \quad t>0  \tag{13-1b}\\
& T(\mathrm{r}, \mathrm{H})-\mathrm{F}(\mathrm{r}) \quad \text { for } t=0 . \quad \text { in repion } R \tag{1.3-1c}
\end{align*}
$$

where. $i=1,2, \ldots, N$ and $N$ is the number of continuous boundary surfaces of the region $R(s=1$ for a semiinfinite medium, $N=2$ for a slab, $N=4$ for a rectangular region, etc.); $\partial / \partial n_{i}$ denotes the normal derivative at the boundary surface $S_{i}$ in the outward direction; $h_{i}$ and $k_{i}$ are the boundary-condition coeflicients at the boundary surface $S_{i} ; k$ is the thermal conductivity; $\alpha$ is the thermal diflusivity; $f_{i}\left(r_{i}, t\right)$ is a specified boundary-condition function; $F(r)$ is a specified initial condition function; and $g(\mathrm{r}, t)$ is the heat-generation term.

The basic steps in the solution of this problem with the integral-transform technique can be summarized as follows:
I. Appropriate integral-transform pair is developed.
2. By the application of integral transformation, the partial derivatives with respect to the space variables are removed from the heat conduction equation, thus reducing it to an ordinary differential equation for the translorm of temperature.
3. The resulting ordinary differential eguation is solved subjee to the tramsformed initial condition. When the transform of the temperature is inverted by the inversion formula the desired solution is obtained. The procedure is now described in detail.

1. Development of Integral-Transform Pair. The integral-transform pair needed for the solution of the above heat conduction problem can be developed by considering the following eigenvalue probiem

$$
\begin{array}{ll}
\nabla^{2} \psi(\mathbf{r})+\lambda^{2} \psi(r)=0 & \text { in region } R \\
k_{i} \frac{\partial \psi\left(r_{i}\right)}{\partial n_{i}}+h_{i} \psi\left(\mathbf{r}_{i}\right)=0 & \text { on boundary } S_{i} \tag{13-2b}
\end{array}
$$

$i=1,2, \ldots, N$, and $k_{i}, h_{i}, \partial / \partial n_{i}$ are as defined previously. We note that this eigenvalue problem is obtainable by the separation of the homogeneous version of the heat-conduction problem (13-1). The eigenfunctions $\psi\left(\lambda_{m}, r\right)$ of this eigenvalue problem satisfy the following orthogonality condition (see note 1 at the end of this chapter for a proof of this orthogonality relation)

$$
\int_{R} \psi\left(\lambda_{m}, \mathbf{r}\right) \psi\left(\lambda_{n}, \mathbf{r}\right) d v=\left\{\begin{array}{lll}
0 & \text { for } \quad & m \neq n  \tag{13-3a}\\
N\left(\lambda_{m}\right) & \text { for } & m=n
\end{array}\right.
$$

where the normalization integral $N\left(\lambda_{m}\right)$ is defined as

$$
\begin{equation*}
N\left(\lambda_{m}\right)=\int_{R}\left[\psi\left(\lambda_{m}, \mathrm{r}\right)\right]^{2} d v \tag{13-3b}
\end{equation*}
$$

We now consider the representation of a function $T(r, 1)$, delined in the finite region $R$, in terms of the eigenfunctions $\psi\left(\lambda_{m}, r\right)$ in the form

$$
\begin{equation*}
T(\mathbf{r}, t)=\sum_{m=1}^{\infty} C_{m}(t) \psi\left(\lambda_{m}, \mathbf{r}\right) \quad \text { in } R \tag{13-4}
\end{equation*}
$$

where the summation is taken over all discrete spectrum of eigenvalues $\lambda_{m}$. To determine the unknown coefficients we operate on both sides of equation (13-4)
by the operator

$$
\int_{R} \psi\left(\lambda_{n}, \mathbf{r}\right) d v
$$

[that is, multiply by $\psi\left(\lambda_{n}, r\right)$ and integrate over the region $R$ ] then utilize the orthogonality relation (13-3) to obtain

$$
\begin{equation*}
C_{m}(t)=\frac{1}{N\left(\lambda_{m}\right)} \int_{R} \psi\left(\lambda_{m}, r\right) T(\mathrm{r}, 1) d n \tag{13-5}
\end{equation*}
$$

This expression is introduced into cquation (13-4) and the resulting representation is split up into two parts to define the integral-transform pair in the space variable $r$ for the function $T(r, t)$ as

| Inversion formula: | $T(\mathbf{r}, t)=\sum_{m} \frac{\psi\left(\lambda_{m}, \mathbf{r}\right)}{N\left(\lambda_{m}\right)} \bar{T}\left(\lambda_{m}, t\right)$ |
| :--- | :--- |
| Integral transform: | $\bar{T}\left(\lambda_{m}, t\right)=\int_{R} \psi\left(\lambda_{m}, r^{\prime}\right) T\left(\mathbf{r}^{\prime}, t\right) d v^{\prime} \quad(13-6 \mathrm{~b})$ |

where $\bar{T}\left(\lambda_{m}, t\right)$ is called the integral transform of the function $T(r, t)$ with respect to the space variabie $r$. It is to be noted that in the above formal representation, the summation is actually a triple, a double, or a single summation; and the integral is a volume, a surface, or a line integral for the three-, two-, or onedimensional regions, respectively. In the cartesian coordinate system, the eigenfunctions $\psi\left(\lambda_{m}, \mathbf{r}\right)$ and the normalization intcgral $N\left(\lambda_{m}\right)$ arc composed of the products of one-dimensional eigenfunctions and normalization integrals, respectively.
2. Integral Transform of Heat Conduction Problem. Having cstablished the appropriate integral-transform pair as given above, the next step in the analysis is the removal of the partial derivatives with respect to the space variables from the differential equation (13-1a) by the application of the integral transform (13-6b). That is, both sides of equation ( $13-1 \mathrm{a}$ ) are multiplied by $\phi_{m}(\mathbf{r})$ and integrated over the region $R$

$$
\begin{equation*}
\int_{R} \psi_{m}(r) V^{2} T(r, t) d v+\frac{1}{k} \int_{R} \psi_{m}(r) \psi(r, t) d u=-\frac{1}{\alpha} \partial \int_{R} \psi_{m}(r) T(r, t) d l \tag{13-7}
\end{equation*}
$$

where $\psi_{m}(\mathbf{r}) \equiv \psi\left(\lambda_{m}, \mathrm{r}\right)$. By utilizing the definition of the integral transform (13-6b) this expression is written as

$$
\begin{equation*}
\int_{R} \psi_{m}(\mathbf{r}) \nabla^{2} T(\mathrm{r}, t) d v+\frac{1}{k} \bar{g}\left(\lambda_{m}, t\right)=\frac{1 d \bar{T}\left(\lambda_{m}, t\right)}{d t} \tag{13-8}
\end{equation*}
$$

where $\bar{g}\left(\lambda_{m}, t\right)$ and $\bar{T}\left(\lambda_{m}, t\right)$ are the integral transforms of the function $g(r, t)$ and $T(\mathrm{r}, t)$, respectively; delined as

$$
\begin{align*}
& \bar{g}\left(\lambda_{m}, t\right)=\int_{R} \psi_{m}(\mathbf{r}) g(\mathbf{r}, t) d v  \tag{13-9a}\\
& \bar{T}\left(\lambda_{m}, t\right)=\int_{R} \psi_{m}(\mathbf{r}) T(\mathbf{r}, t) d v \tag{13-9b}
\end{align*}
$$

The integral on the left-hand side of equation (13-8) can be evaluated by making use of the Green's theorem expressed as

$$
\begin{equation*}
\int_{R} \psi_{m}(\mathrm{r}) \nabla^{2} T(\mathrm{r}, \mathrm{r}) d v=\int_{R} T \nabla^{2} \psi_{m}(\mathrm{r}) d v+\sum_{i=1}^{N} \int_{s_{i}}\left(\psi_{m} \frac{\partial T}{\partial n_{i}}-T \frac{\partial \psi_{m}}{\partial n_{i}}\right) d s_{i}^{\prime} \tag{13-10}
\end{equation*}
$$

where $i=1,2, \ldots, N$ and $N$ is the number of continuous boundary surfaces of the region $R$. Various terms on the right-hand side of equation (13-10) are evaluated as now described. The integral $\int_{R} T \nabla^{2} \psi_{m} d v$ is evaluated by writing equation (13-2a) for the eigenfunction $\psi_{m}(r)$, multiplying both sides by $T(r, t)$, integrating over the region $R$ and utilizing the definition of the integral transform. We find

$$
\begin{equation*}
\int_{\pi} T \nabla^{2} \psi_{m} d v=-\lambda_{m}^{2} \int_{R} T \psi_{m} d v=-\lambda_{m}^{2} \bar{T}\left(\lambda_{m}, t\right) \tag{13-11a}
\end{equation*}
$$

The surface integral in equation (13-10) is evaluated by making use of the boundary conditions (13-1b) and (13-2b). That is, equation (13-1b) is multiplied by $\psi_{m}(\mathrm{r})$, equation ( $13-2 \mathrm{~b}$ ) is multiplied by $T(\mathrm{r}, t)$ and the results are subtracted; we obtain

$$
\begin{equation*}
\psi_{m} \frac{\partial T}{\partial n_{i}}-T \frac{\partial \psi_{m}}{\partial n_{i}}=\frac{\psi_{m}\left(\mathbf{r}_{i}\right)}{k_{i}} f_{i}\left(\mathbf{r}_{i}, t\right) \tag{13-11b}
\end{equation*}
$$

Fquations (13-11) are introduced into equation (13-10)

$$
\begin{equation*}
\int_{R} \psi_{m}(\mathbf{r}) \nabla^{2} T(\mathbf{r}, t) d v^{\prime}=-\lambda_{m}^{2} \bar{T}\left(\lambda_{m}, t\right)+\sum_{i=1}^{N} \int_{S_{1}} \frac{\psi_{m}\left(\mathbf{r}_{i}^{\prime}\right)}{k_{i}} f_{i}\left(\mathbf{r}_{i}^{\prime}, t\right) d s_{i}^{\prime} \tag{13-12}
\end{equation*}
$$

Substituting equation (13-12) into (13-8) we obtain

$$
\begin{equation*}
\frac{d \bar{T}\left(\lambda_{m}, t\right)}{d t}+\alpha \lambda_{m}^{2} \bar{T}\left(\lambda_{m}, t\right)=A\left(\lambda_{m}, t\right) \quad \text { for } \quad t>0 \tag{13-13a}
\end{equation*}
$$

$$
\begin{equation*}
A\left(\lambda_{m}, t\right) \equiv \frac{\alpha}{k} \tilde{g}\left(\lambda_{m}, t\right)+\alpha \sum_{i=1}^{s} \int_{S_{1}} \frac{\psi_{\mathrm{m}}\left(\mathbf{r}_{\mathbf{r}}^{\prime}\right)}{k_{i}} f_{i}\left(\mathbf{r}^{\prime}, t\right) d s_{i}^{\prime} \tag{13-13b}
\end{equation*}
$$

Thus by the application of the integral-transform technique, we removed from the heat-conduction equation (13-1a) all the partial derivatives with respeet to the space variables and reduced it to a first-order ordinary differential equation (13-13a) for the transform $\bar{T}\left(\lambda_{m}, t\right)$ of the temperature. In the process of integral transformation, we utilized the boundary conditions (13-1b); therefore the boundary conditions for the problem are incorporated in this result. The integral transform of the initial condition (13-1c) becomes

$$
\begin{equation*}
\bar{T}\left(\lambda_{m}, t\right)=\int_{R} \psi_{m}(\mathbf{r}) F(\mathbf{r}) d v \equiv \bar{F}\left(\lambda_{m}\right) \quad \text { for } \quad t=0 \tag{13-13c}
\end{equation*}
$$

3. Solution for Transform and Inversion. The solution of equation (13-13a) subject to the transformed initial condition (13-13c) gives the transform $\bar{T}\left(\lambda_{m}, t\right)$ of temperature as

$$
\begin{equation*}
\bar{T}\left(\lambda_{m}, t\right)=e^{-a \lambda_{m}^{2},}\left[\bar{F}\left(\lambda_{m}\right)+\int_{0}^{1} e^{\alpha \lambda_{m}^{2} t^{\prime}} A\left(\lambda_{m}, t^{\prime}\right) d t^{\prime}\right] \tag{13-14}
\end{equation*}
$$

Introducing this integral transform into the inversion formula (13-6a), we obtain the solution of the boundary-value problem of heat conduction, equations (13-1), in the form

$$
\begin{equation*}
T(\mathrm{r}, t)=\sum_{m=1}^{\infty} \frac{1}{N\left(\lambda_{m}\right)} e^{-\alpha \lambda_{m^{\prime}}^{2} \psi_{m}(\mathbf{r})\left[\ddot{F}\left(\lambda_{m}\right)+\int_{0}^{1} e^{\alpha \lambda_{m}^{2} t^{\prime}} A\left(\lambda_{m}, t^{\prime}\right) d t^{\prime}\right]} \tag{13-15a}
\end{equation*}
$$

where

$$
\begin{align*}
A\left(\lambda_{m}, t^{\prime}\right) & =\frac{\alpha}{k} \bar{g}\left(\lambda_{m}, t^{\prime}\right)+\alpha \sum_{i=1}^{N} \int_{s_{i}} \frac{\psi_{m}\left(\mathbf{r}_{i}^{\prime}\right)}{k_{i}} f_{i}\left(\mathbf{r}^{\prime}, t^{\prime}\right) d s_{i}^{\prime}  \tag{13-15b}\\
\bar{F}\left(\lambda_{m}\right) & \equiv \int_{R} \psi_{m}\left(\mathbf{r}^{\prime}\right) F\left(\mathbf{r}^{\prime}\right) d v^{\prime}  \tag{13-15c}\\
\bar{g}\left(\lambda_{m}, t^{\prime}\right) & \equiv \int_{R} \psi_{m}\left(\mathbf{r}^{\prime}\right) g\left(\mathbf{r}^{\prime}, t^{\prime}\right) d v^{\prime}  \tag{13-15d}\\
N\left(\lambda_{m}\right) & \equiv \int_{R}\left[\psi_{m}\left(\mathbf{r}^{\prime}\right)\right]^{2} d v^{\prime} \tag{13-15e}
\end{align*}
$$

and the summation is taken over all eigenvalues. This solution is derived formally for a boundary condition of the third kind for all boundaries. If some of the boundaries are of the second kind and some of the third kind, the general form of the solution remains unchanged. However, some modification is needed in the term $A\left(\lambda_{m}, t^{\prime}\right)$ if the problem involves boundary conditions of the first kind. Suppose the boundary condition for the surface $i=1$ is of the first kind; this implies that the boundary-condition coeflicient $k_{1}$ should be set equal to zero. This situation causes difficulty in the interpretation of the term $A\left(\lambda_{m}, t^{\prime}\right)$ given by equation ( $13-15 \mathrm{~b}$ ), because $k_{1}$ appears in the denominator. This difficulty can be alleviated by making the following change in equation (13-15b):

When $k_{1}=0$, replace

$$
\frac{\psi_{m}\left(\mathbf{r}_{1}^{\prime}\right)}{k_{1}}
$$

by

$$
\begin{equation*}
-\frac{1}{h_{1}} \frac{\partial \psi_{m}\left(\mathbf{r}_{1}^{\prime}\right)}{\partial n_{1}} \tag{13-155}
\end{equation*}
$$

The validity of this replacement becomes apparent if we rearrange the boundary condition (13-2b) of the eigenvalue problem for $i=1$, in the form

$$
\frac{\psi_{m}\left(\mathbf{r}_{1}\right)}{k_{1}}=-\frac{1}{h_{1}} \frac{\partial \psi_{m}\left(\mathbf{r}_{1}\right)}{\partial n_{1}}
$$

on boundary $S_{1}$. Finally, when all boundary conditions are of the second kind, the interpretation of the general solution (13-15) requires special consideration. The reason for this, $\lambda_{0}=0$ is also an eigenvalue corresponding to the eigenfunction $\psi_{0}=$ constant $\neq 0$, for this particular case. This matter will be illustrated later in this section.

## One-Dimensional Finite Region

We now consider the one-dimensional version of the heat conduction problem (13-1) in the space variable $x_{1}\left(x, y, z, r\right.$, etc.) for a finite region $R_{1}$. Let $\psi\left(\beta_{m}, x_{1}\right)$ be the eigenfunctions, $N\left(\beta_{m}\right)$ be the normalization integral, $\beta_{m}$ the eigenvalues, and $w\left(x_{i}\right)$ the Sturm Liouville weighting function of the one-dimensional version of the cigenvalue problem (13-2). As was discussed in note 1 of Chapter 2, the eigenfunctions $\psi\left(\beta_{m}, x_{1}\right)$ are orthogonal with respect to the weighting function $w\left(x_{1}\right)$ :

$$
\int_{R_{1}} w\left(x_{1}\right) \psi\left(\beta_{m}, x_{1}\right) \psi\left(\beta_{n}, x_{1}\right) d x_{1}=\left\{\begin{array}{lll}
0 & \text { for } & i_{m} \neq i_{n} \\
N\left(\beta_{m}\right) & \text { for } & i_{m}=i_{n}
\end{array}\right. \text { (13-16a) }
$$

where

$$
\begin{equation*}
N\left(\beta_{m}\right) \equiv \int_{R_{1}} w\left(x_{1}\right)\left[\psi\left(\beta_{m}, x_{1}\right)\right]^{2} d x_{1} \tag{13-16b}
\end{equation*}
$$

Suppose we wish to represent a function $T\left(x_{1}, t\right)$, defined in the finite interval $R_{1}$, in terms of the eigenfunctions $\psi\left(\beta_{m}, x_{1}\right)$. Such a representation is immediately obtained by utilizing the above orthogonality condition and the result is written as

$$
\begin{equation*}
T\left(x_{1}, t\right)=\sum_{m=1}^{R_{1}} \frac{\psi\left(\beta_{m}, x_{1}\right)}{N\left(\beta_{m}\right)} \int_{R_{1}} w\left(x_{1}^{\prime}\right) \psi\left(\beta_{m}, x_{1}^{\prime}\right) T\left(x_{1}^{\prime}, t\right) d x_{1}^{\prime}, \quad \text { in region } R_{1} \tag{13-16c}
\end{equation*}
$$

The desired integral transform pair is constructed by splitting up this representation into two parts as

$$
\begin{array}{ll}
\text { Inversion formula: } & T\left(x_{1}, t\right)=\sum_{m=1}^{\infty} \frac{\psi\left(\beta_{m}, x_{1}\right)}{N\left(\beta_{m}\right)} \bar{T}\left(\beta_{m}, t\right) \\
\text { Integral transform: } & \bar{T}\left(\beta_{m}, t\right)=\int_{H_{1}} w\left(x_{1}^{\prime}\right) \psi\left(\beta_{m}, x_{1}^{\prime}\right) T\left(x_{1}^{\prime}, t\right) d x_{1}^{\prime} \tag{13-17b}
\end{array}
$$

The solution of the one-dimensional version of the heat conduction problem (13-1) is obtained from the general solution (13-15) as

$$
T\left(x_{1}, t\right)=\sum_{m=1}^{x} \frac{\psi\left(\beta_{m}, x_{1}\right)}{N\left(\beta_{m}\right)} e^{-x p_{m^{\prime}}^{2}}\left[\bar{F}\left(\beta_{m}\right)+\int_{0}^{t} e^{\alpha \rho_{m}^{2} t^{\prime}} A\left(\beta_{m}, t^{\prime}\right) d t^{\prime}\right](13-18 \mathrm{a})
$$

where

$$
\begin{align*}
A\left(\beta_{m}, t^{\prime}\right)= & \frac{\alpha}{k} \bar{g}\left(\beta_{m}, t^{\prime}\right)+\alpha\left\{\left[W\left(x_{1}^{\prime}\right) \frac{\psi\left(\beta_{m}, x_{1}^{\prime}\right)}{k_{1}}\right]_{s_{1}} f_{1}\left(t^{\prime}\right)\right. \\
& \left.+\left[W\left(x_{1}^{\prime}\right) \frac{\psi\left(\beta_{m}, x_{1}^{\prime}\right)}{k_{2}}\right]_{s_{2}} f_{2}\left(t^{\prime}\right)\right\} \\
\bar{F}\left(\beta_{m}\right)= & \int_{R_{1}} w\left(x_{1}^{\prime}\right) \psi\left(\beta_{m}, x_{1}^{\prime}\right) F\left(x_{1}^{\prime}\right) d x_{1}^{\prime} \\
\bar{g}\left(\beta_{m}, t^{\prime}\right)= & \int_{R_{1}} w\left(x_{1}^{\prime}\right) \psi\left(\beta_{m}, x_{1}^{\prime}\right) g\left(x_{1}^{\prime}, t^{\prime}\right) d x_{1}^{\prime} \tag{13-18d}
\end{align*}
$$

$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{R_{1}} w\left(x_{1}^{\prime}\right)\left[\psi\left(\beta_{m}, x_{1}^{\prime}\right)\right]^{2} d x_{1}^{\prime} \tag{13-18e}
\end{equation*}
$$

If the boundary condition is of the first kind at any of the boundaries, the following adjustment should be made in equation (13-18b):

$$
\begin{equation*}
\text { When } k_{i}=0 \quad \text { replace } \frac{\psi\left(\beta_{m}, x_{1}^{\prime}\right)}{k_{i}} \text { by } \quad-\frac{1}{h_{i}} \frac{\partial \psi\left(\beta_{m}, x_{1}^{\prime}\right)}{\partial n_{l}} \tag{13-19}
\end{equation*}
$$

where $i=1$ or 2 , and $\lambda / 2 n_{1}$ denotes derivative along the outward-drawn normal to the boundary surface.

## Boundary Condition of the Second Kind for All Boundaries

When the boundary conditions for a linite region are all of the second kind, that is all $h_{i}$ values are zero in the heat conduction problem (13-1), then the eigenvalue problem (13-2) takes the form
$\nabla^{2} \psi(\mathbf{r})+\lambda^{2} \psi(\mathbf{r})=0 \quad$ in region $R$

$$
\begin{equation*}
\frac{\partial \psi\left(\mathbf{r}_{i}\right)}{\partial n_{i}}=0 \quad \text { on all boundaries } S_{i} \tag{13-20b}
\end{equation*}
$$

For this particular case, $\lambda_{0}=0$ is also an eigenvalue corresponding to the eigenfunction $\psi_{n}=$ constant $\neq 0$. The validity of this statement can be verified by integrating equation (13-20a) over the region $R$, applying Green's theorem to change the volume integral to the surface integral and then utilizing the boundary conditions (13-20b). We obtain

$$
\begin{equation*}
\lambda^{2} \int_{R} \psi(\mathrm{r}) d v=-\int_{R} \nabla^{2} \psi(\mathrm{r}) d v=-\sum_{i=1}^{N} \int_{S_{i}} \frac{\partial \psi}{\partial n_{i}} d s_{i}=0 \tag{13-21}
\end{equation*}
$$

Clearly, $\lambda_{0}=0$ is also an eigenvalue corresponding to the eigenfunction $\psi_{0}=$ constant $\neq 0$. We can set $\psi_{0}=1$, because $\psi_{0}$ will cancel out when it is introduced into the solution (13-15) for the eigenvalue $\lambda_{0}=0$. Then, the general solution (13-15) for the case of all boundary conditions are of the second kind [i.e., $\left.\partial T / \partial n_{i}=\left(1 / k_{i}\right) f_{i}(r, t)\right]$ on all $S_{i}$, takes the form

$$
\begin{align*}
T(\mathrm{r}, t)= & \frac{1}{N_{0}}\left[F \bar{F}\left(\lambda_{0}\right)+\int_{0}^{t} A\left(\lambda_{0}, t^{\prime}\right) d t^{\prime}\right] \\
& +\sum_{m=1}^{\infty} \frac{1}{N_{m}} e^{-\Delta \lambda_{m}^{2}} \psi\left(\lambda_{m}, \mathrm{r}\right)\left[\bar{F}\left(\lambda_{m}\right)+\int_{0}^{t} e^{\sigma \lambda_{m}^{2} r^{\prime}} A\left(\lambda_{m}, t^{\prime}\right) d t^{\prime}\right] \tag{13-22}
\end{align*}
$$

where

$$
\begin{equation*}
N_{0}=\int_{R} d r^{\prime} \tag{13-23a}
\end{equation*}
$$

$$
\begin{align*}
\bar{F}\left(\lambda_{0}\right) & =\int_{R} F\left(\mathrm{r}^{\prime}\right) d v^{\prime}  \tag{13-23b}\\
A\left(\lambda_{0}, t^{\prime}\right) & =\frac{\alpha}{k} \int_{R} g\left(\mathrm{r}^{\prime}, t^{\prime}\right) d v^{\prime}+\alpha \sum_{i=1}^{N} \int_{S_{i}} \frac{f_{i}\left(\mathrm{r}_{i}^{\prime}, t^{\prime}\right)}{k_{I}} d s_{i}^{\prime} \tag{13-23c}
\end{align*}
$$

and the functions $A\left(\lambda_{m}, t^{\prime}\right), \bar{F}\left(\lambda_{m}\right)$, and $N_{m}$ are as defined by cquations (13-1.5b), (13-15c), and (13-15e), respectively.

The average temperature over the region $R$ is defined as

$$
\begin{equation*}
T_{a u}(t)=\frac{\int_{R} T(\mathrm{r}, t) d v}{\int_{V} d v} \tag{13-24a}
\end{equation*}
$$

and the solution (13-22) is introduced into this expression. If we take into account the following relations obtained from equation (13-21)

$$
\begin{align*}
& \int_{R} \psi\left(\lambda_{m}, r\right) d v=0 \quad \text { for } \quad \lambda_{m} \neq 0  \tag{13-24b}\\
& \int_{R} \psi\left(\lambda_{0}\right) d v=\int_{R} d v \quad \text { since } \quad \psi_{0}=1 \text { for } \lambda_{0}=0 \tag{13-24c}
\end{align*}
$$

then equation (13-24a) gives


This result implies that the first term in the solution (13-22) resulting from the eigenvalue $\lambda_{0}=0$ is the average value of $T(r, t)$ over the finite region $R$. For the special case of no heat generation and all insulated boundaries (i.e., $\lambda T / \lambda n_{1}=0$ ), the quantity $A\left(\lambda_{0}, t^{\prime}\right)$ vanishes and equation (13-25a) reduces to

$$
\begin{equation*}
T_{a r}(t)=\frac{\int_{R} F\left(\mathrm{r}^{\prime}\right) d v}{\int_{R} d v} \tag{13-25b}
\end{equation*}
$$

Clearly, the expressions given by equations (13-25) are the generalization of the
special cases considered in Examples 2-2 and 3-2 of problems with insulated boundaries.

## 13-2 APPLICATIONS IN THE RECTANGULAR COORDINATE SYSTEM

The general analysis developed in the previous section is now applied for the solution of time-dependent heat conduction problems in the reetimgular coordinate system. The one-dimensional cases are considered first for the finite, semiinfinite, and infinite regions. The multidimensional problems involving any combinations of the finite, semiinfinite, and infinite regions for the $x, y$, and $=$ directions are then handled by the successive application of the one-dimensional integral transform.

## One-Dimensional Problems of Finite Region

We consider the following heat conduction problem for a slab, $0 \leqslant x \leqslant L$ :

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t} & \text { in } & 0<x<L, \quad t>0 \\
-k_{1} \frac{\partial T}{\partial x}+h_{1} T=f_{1}(t) & \text { al } & x=0, \quad 1>0 \\
k_{2} \frac{\partial T}{\partial x}+h_{2} T=f_{2}(t) & \text { at } & x=L, \\
T(x, t)=F(x) & \text { for } \quad t=0, & \text { in } \quad 0 \leqslant x \leqslant L \tag{13-26~d}
\end{array} \quad \text { (13-26a) }
$$

The eigenvalue problem associated with the solution of this problem is exactly the same as that given by equations (2-32). Clearly, this eigenvalue problem is the one-dimensional version of the general eigenvalue problem (13-2). To construct the desired integral-transform pair for the solution of the above heat conduction problem, we need the representation of an arbitrary function, defined in the interval $0 \leqslant x \leqslant L$, in terms of the eigenfunctions of the eigenvalue problem (2-32). Such a representation has already been given by equation (2-36). Then the integral-transform pair for the function $T(x, t)$ with respect to the $x$ variable is readily obtained by splitting up the representation into two parts ats

Inversion formula:
$T(x, t)=\sum_{m=1}^{x} \frac{X\left(\beta_{m}, x\right)}{N\left(\beta_{m}\right)} \bar{T}\left(\beta_{m}, t\right)$

Integral transform:

$$
\begin{equation*}
\vec{T}\left(\beta_{m}, t\right)=\int_{x^{\prime}=0}^{L} X\left(\beta_{m}, x^{\prime}\right) T\left(x^{\prime}, t\right) d x^{\prime} \tag{13-27b}
\end{equation*}
$$

where

$$
\begin{equation*}
N\left(\beta_{m}\right) \equiv \int_{0}^{L}\left[X\left(\beta_{m}, x\right)\right]^{2} d x \tag{13-27c}
\end{equation*}
$$

The functions $X\left(\beta_{m}, x\right)_{2} N\left(\beta_{m}\right)$, and the eigenvalues $\beta_{m}$ are obtainable from Table 2-2 for the nine different combinations of boundary conditions at $x=0$ and $x=L$.

To solve the heal conduction problem (13-26), we take the interal (ransform of equation (13-26a) by the application of the transform (13-27b). That is, we multiply both sides of equation (13-26a) by $X\left(\beta_{m}, x\right)$ and integrate over the region $0 \leqslant x \leqslant L$. The resulting expressions contains the term

$$
\int_{0}^{L} X\left(\beta_{m}, x\right) \frac{\partial^{2} T}{\partial x^{2}} d x
$$

which is evaluated as discussed in Section 13-1 by making use of Green's theorem (or integrating it by parts twice), utilizing the eigenvalue problem (2-32), and the boundary conditions (13-26b) and (13-26c) of the above heat conduction problem. Then, the integral transform of equation (13-26a) leads to the following ordinary differential equation for the transform $\bar{T}\left(\beta_{m}, t\right)$ of temperature

$$
\begin{array}{lll}
\frac{d T\left(\beta_{m}, t\right)}{d t}+\alpha \beta_{m}^{2} \bar{T}\left(\beta_{m}, t\right)=A\left(\beta_{m}, t\right) & \text { for } & t>0 \\
\bar{T}\left(\beta_{m}, t\right)=\bar{F}\left(\beta_{m}\right) & \text { for } & t=0 \tag{13-28b}
\end{array}
$$

where $\bar{F}\left(\beta_{m}\right)$ is the integral transform of the initial condition function $F(x)$ and $A\left(\beta_{m}, t\right)$ is delined below. The solution of equations (13-28) gives the transform of temperature $T\left(\beta_{m}, t\right)$; when this result is inverted by the inversion formula (13-27a) the solution of the heat conduction problem (13-26) becomes
where

$$
\begin{align*}
& A\left(\beta_{m}, \prime^{\prime}\right)={ }_{k}^{\alpha} \ddot{\prime}\left(\beta_{m}, t^{\prime}\right)+\alpha\left[\left.\begin{array}{c}
X\left(\beta_{m}, x\right) \\
k_{1}
\end{array}\right|_{x=0} f_{1}\left(t^{\prime}\right)+\left.\begin{array}{c}
X\left(\beta_{m}, x\right) \\
k_{2}
\end{array}\right|_{x-t .} f_{2}\left(f^{\prime}\right)\right]  \tag{13-29}\\
& \bar{F}\left(\beta_{m}\right)=\int_{0}^{L} X\left(\beta_{m}, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime}  \tag{13-29c}\\
& \bar{g}\left(\beta_{m}, t^{\prime}\right)=\int_{0}^{L} X\left(\beta_{m}, x^{\prime}\right) g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{13-29d}
\end{align*}
$$
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$$
\begin{equation*}
N\left(\beta_{m}\right)=\int_{0}^{L}\left[X\left(\beta_{m}, x^{\prime}\right)\right]^{2} d x^{\prime} \tag{13-29e}
\end{equation*}
$$

If the boundary conditions at $x=0$ or $x=L$ or both are of the first kind, the following changes should be made in the term $A\left(\beta_{\mathrm{m}}, t^{\prime}\right)$ defined by equation (13-29b):
When $k_{1}=0, \quad$ replace $\left.\quad X\left(\beta_{m}, x\right)\right|_{x=0} \quad$ by $\left.\quad \frac{1}{h_{1}} \frac{d X\left(\beta_{m}, x\right)}{d x}\right|_{x=0}$
When $k_{2}=0$.

$$
\text { replace }\left.\frac{X\left(\beta_{m}, x\right)}{k_{2}}\right|_{x=0}
$$

$$
\text { by } \quad-\left.\frac{1}{h_{2}} \frac{d X\left(\beta_{m}, x\right)}{d x} \cdot\right|_{x=L}
$$

We also note that the solution given by equations (13-29) is also immediately obtainable from the general solution (13-18) by setting $\psi\left(\beta_{m}, x_{1}\right)=X\left(\beta_{m} . x\right)$, $\psi\left(\beta_{m}, x_{1}^{\prime}\right)=X\left(\beta_{m}, x_{1}^{\prime}\right)$, and $w\left(x_{1}^{\prime}\right)=1$.

The eigenfunctions $X\left(\beta_{m}, x\right)$, the normalization integral $N\left(\beta_{m}\right)$, and the eigenvalues $\beta_{m}$ appearing in the solution (12-39) are obtainable from Table 2-2, Chapter 2 for the nine different combinations of the boundary conditions.

Alternative Solution. In some cases it is desirable to split-up the solution, $T(x, t)$ as:

$$
\begin{equation*}
T(x, t)=\sum_{j=0}^{2} T_{0 j}(x, t)+T_{h}(x, t)-\sum_{j=0}^{2} T_{j}(x, t) \tag{13-30}
\end{equation*}
$$

where the functions $T_{0 j}(x, t)$ are the solutions of the following quasi-steady-state problem

$$
\begin{align*}
& \frac{\partial^{2} T_{0 j}(x, t)}{\partial x^{2}}+\delta_{0 j} \frac{g(x, t)}{k}=0 \quad \text { in } \quad 0<x<L  \tag{13-31a}\\
& -k_{1} \frac{\partial T_{0 j}}{\partial x}+h_{1} T_{0 j}=\delta_{1 j} f_{1}(t) \quad \text { at } \quad x=0  \tag{13-31b}\\
& k_{2}{ }^{i} T_{0 j}+h_{2} T_{11 j}=\delta_{2 j} f_{2}(t) \quad \text { at } \quad x=L  \tag{1.3-31c}\\
& \delta_{i j}=\left\{\begin{array}{lll}
1 & \text { for } & i=j \\
0 & \text { for } & i \neq j
\end{array} \quad \text { and } \quad i, j=0,1,2\right.
\end{align*}
$$

The function $T_{h}(x, t)$ is the solution of the following homogeneous problem:

$$
\begin{equation*}
\frac{\partial^{2} T_{h}(x, t)}{\partial x^{2}}=\frac{1}{\alpha} \frac{a T_{h}(x, t)}{\partial t} \tag{13-32a}
\end{equation*}
$$

$$
\text { in } \quad 0<x<L, \quad t>0
$$

$$
\begin{array}{lll}
-k_{1} \frac{\partial T_{h}}{\partial x}+h_{1} T_{h}=0 & \text { at } & x=0, \\
k_{2} \frac{\partial T_{h}}{\partial x}+h_{2} T_{h}=0 & \text { at } & x=0 \\
T_{h}(x, t)=F(x)-\sum_{j=0}^{2} T_{0 j}(x, 0) & \text { for } & t=0, \tag{13-32~d}
\end{array}
$$

The functions $T_{j}(x, t)$ are related to the function $\theta_{j}(x, \tau, t)$ by the following relation

$$
\begin{equation*}
T_{j}(x, t)=\left.\int_{x=0}^{t} \frac{\partial \theta_{j}\left(x, \tau^{\prime}, t-\tau\right)}{\partial \tau^{\prime}}\right|_{\tau^{\prime}=r} d \tau \tag{13-33}
\end{equation*}
$$

where $\theta_{j}(x, \tau, t)$ is the solution of the following homogeneous problem

$$
\begin{array}{llll}
\frac{\partial^{2} \theta_{j}}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \theta_{j}(x, \tau, t)}{\partial t} & \text { in } & 0<x<L, & t>0 \\
-k_{1} \frac{\partial \theta_{j}}{\partial x}+h_{1} \theta_{j}=0 & \text { at } & x=0, & t>0 \\
k_{2} \frac{\partial \theta_{J}}{\partial x}+h_{2} \theta_{j}=0 & \text { at } & x=L, & t>0 \\
\theta_{j}(x, \tau, t)=T_{0 j}(x, \tau) & \text { for } \quad t=0, & \text { in } 0 \leqslant x \leqslant L \tag{13-34d}
\end{array}
$$

where $j=0,1,2$. In the following examples we consider some special cases of the one-dimensional problem (13-26).

## Example 13-1

Obtain the solution of the following heat conduction problem for a slab by utilizing the general solutions given previously.

| $\partial^{2} T x_{k}^{\prime}+j(x, t)=\begin{aligned} & 1 \lambda T(x, 1) \\ & \alpha \quad \lambda t \end{aligned}$ | in | $0<x<L$, | $1>0$ | (13-35a) |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial T}{\partial x}=0$ | at | $x=0$, | $t>0$ | (13-35b) |
| $T=0$ | at | $x=L$, | $t>0$ | (13-35c) |
| $T=F(x)$ | for | $t=0$, | in $0 \leqslant x \leqslant L$ | (13-35d) |

Solution. The solution of this problem is immediately obtainable from the solution (13-29) as

$$
\begin{equation*}
T(x, t)=\sum_{m=0}^{x} \frac{X\left(\beta_{m}, x\right)}{N\left(\beta_{m}\right)} e^{-\alpha \beta_{m}^{2},}\left[\bar{F}\left(\beta_{m}\right)+\frac{\alpha}{k} \int_{0}^{t} e^{x \beta_{m}^{2},} \bar{y}\left(\beta_{m}, t^{\prime}\right) d t^{\prime}\right] \tag{13-36}
\end{equation*}
$$

where the integral transforms $\bar{F}\left(\beta_{n t}\right)$ and $\bar{g}\left(\beta_{m}, t^{\prime}\right)$ are defined by cquations $(13-29 c)$ and $(13-29 \mathrm{~d})$, respectively. The cigenfunctions $X\left(\beta_{m}, x\right)$, the normalization integral $N\left(\beta_{m}\right)$ and the expression defining the eigenvalues $\beta_{m}$ are obtained from Table 2-2, case 6, as

$$
\begin{equation*}
X\left(\beta_{m}, x\right)=\cos \beta_{m} x, \quad \stackrel{1}{N\left(\beta_{m}\right)}=\frac{2}{L}, \quad \text { and } \quad \cos \beta_{m} L=0 \tag{13-37}
\end{equation*}
$$

## Introducing equations (13-77) into (13-76) we Find

$$
\begin{align*}
T(x, t)= & \frac{2}{L} \cdot \sum_{m=1}^{x} e^{-\alpha \beta_{m}^{2} t^{\prime}} \cos \beta_{m} x\left\{\int_{x^{\prime}=0}^{L} F\left(x^{\prime}\right) \cos \beta_{m} x^{\prime} d x^{\prime}\right. \\
& \left.+\frac{\alpha}{k} \int_{t^{-0}-0}^{1} e^{\alpha \beta_{m^{\prime}}^{2}} \int_{x^{\prime}=0}^{L} g\left(x^{\prime}, t^{\prime}\right) \cos \beta_{m} x^{\prime} d x^{\prime} d t^{\prime}\right\} \tag{13-38}
\end{align*}
$$

where the $\beta_{m}$ values are the positive roots of $\cos \beta_{m} L=0$ or they are given by $\beta_{m}=(2 m-1) \pi / L, m=1,2,3 \ldots$.

## Example 13-2

Obtain the solution of the following heat conduction problem for a slab

| $\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha \cdot \frac{\partial T(x, t)}{\partial t}}$ | in | $0<x<L, t>0$ |  |
| :--- | :--- | :--- | :--- |
| $\frac{\partial T}{\partial x}=0$ | at | $x=0, \quad t>0$ | $(13-39 \mathrm{a})$ |
| $T=f_{2}(t)$ |  |  |  |
| $T=0$ | at | $x=L$, | $t>0$ |

Consider the case when the surface temperature is given by $f_{2}(t)=\gamma t$, where $\gamma$ is a constant.
Solution. We solve this problem using both the solution (13-29) and its alternative form (13-30).

1. The solution of this problem is immediately obtainable from the solution (13-29) as

$$
T(x, t)=-x \sum_{m=1}^{x} \frac{X\left(\beta_{m}, x\right)}{N\left(\beta_{m}\right)}-e^{-x y_{m} m_{n}} \int_{r=0}^{t} e^{x p_{m^{\prime}}^{2}}\left[\begin{array}{c}
d X\left(\beta_{m}, x\right)  \tag{13-40}\\
d x
\end{array}\right]_{x=L} f_{2}\left(t^{\prime}\right) d t^{\prime}
$$

where use is made of equation ( $13-29 \mathrm{~g}$ ) since the boundary condition at $x=L$. is of the first kind. The cigenfunctions $\lambda\left(/ \beta_{n}, x\right)$, the normalization integral $N\left(\beta_{m}\right)$ and the cigenvalues $\beta_{m}$ are the same as those given by equation (1.3-37). Then the solution (13-40) becomes

$$
T(x, 1)=\frac{2 x}{L} \sum_{m=1}^{1}(-1)^{m-1} e^{-x \cdot \beta_{m}^{2}, \beta_{m}} \cos \beta_{m} x \int_{r^{\prime}=0}^{t} e^{x \beta_{m^{2}}^{2} r^{\prime}} \rho_{2}\left(t^{\prime}\right) d t^{\prime} \quad \text { (13-41a) }
$$

since $\beta_{m}=(2 m-1) \pi / L$ and $d X /\left.d x\right|_{x=L}=-\beta_{m} \sin \beta_{m} L=-\beta_{m}(-1)^{m-1}$. For $\int_{2}(t)=y t$, this result reduces to

$$
T(x, t)=\frac{2 x i}{L} \sum_{m=1}^{\prime}(-1)^{m-1} e^{-\alpha \beta_{m}^{\prime}} \beta_{m} \cos \beta_{m^{\prime}} \int_{r^{\prime}=0}^{t} t^{\prime} e^{x \not \|^{2} m^{\prime}} d t^{\prime}
$$

The integral term is cvaluated as

$$
\int_{0}^{1} t^{\prime} e^{x \beta_{m}^{2} \cdot} d t^{\prime}=e^{\alpha \beta_{m}^{2},}\left[\begin{array}{cc}
\frac{t}{\alpha \beta \beta_{m}^{2}}-\alpha^{2}-\beta_{m}^{4} \tag{13-42}
\end{array}\right]+\frac{1}{\alpha^{2} \beta_{m}^{4}}
$$

Then, the solution (13-41b) takes the form

$$
\begin{align*}
T(x, t)= & \eta t \frac{2}{L} \sum_{m=1}^{x}(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}}-\frac{\gamma^{2}}{\alpha} \frac{2}{L_{m=1}^{x}}(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \\
& +\frac{2 \gamma}{\alpha L_{m}} \sum_{m=1}^{x}(-1)^{m-1} e^{-x \beta_{m}^{\prime},} \frac{\cos \beta_{m} \cdot x}{\beta_{m}^{3}} \tag{13-43}
\end{align*}
$$

Closed-form_expressions_for the twa_scrics are_given as (sec note 2 at end of this chapter for the derivation of these closed-form expressions)

$$
\begin{align*}
& \frac{2}{L} \sum_{m=1}^{x}(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}}=1  \tag{13-44a}\\
& \frac{2}{L} \sum_{m=1}^{x}(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}^{3}}=-\frac{1}{2}\left(x^{2}-L^{2}\right) \tag{13-44b}
\end{align*}
$$

Introducing these results into equation (13-43) the solution becomes

$$
\begin{equation*}
T(x, t)=\gamma t+\frac{\gamma}{2 \alpha}\left(x^{2}-L^{2}\right)+\frac{2 \gamma}{\alpha L} \sum_{m=1}^{\infty}(-1)^{m-1} e^{-\alpha \beta_{m}^{2} t} \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \tag{13-45}
\end{equation*}
$$

2. We now solve the problem (13-39) by utilizing the alternative form of the solution given by equations (13-30). Then we have

$$
\begin{equation*}
T(x, t)=T_{02}(x, t)+T_{n}(x, t)-T_{2}(x, t) \tag{13-46}
\end{equation*}
$$

where the function $T_{02}(x, t)$ satisfies the following quasi-steady-state problem

$$
\begin{array}{lll}
\frac{a^{2} T_{02}}{\partial x^{2}}=0 & \text { in } & 0<x<L \\
\frac{\partial T_{02}}{}=0 & \text { at } & x=0 \\
T_{02}=f_{2}(t)=\gamma t & \text { at } & x=L
\end{array}
$$

the solution of which is

$$
\begin{equation*}
T_{02}(x, t)=\eta \tag{13-48}
\end{equation*}
$$

The function $T_{h}(x, t)$ satisfies the following homogeneous problem

| $\begin{gathered} \partial^{2} T_{h}=1 \partial T_{h} \\ \partial x^{2}=\stackrel{\partial}{\partial t} \end{gathered}$ | in | $0<x<L$, | $1>0$ | (13-49a) |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial T_{h}}{\lambda x}=0$ | at | $x=0$, | $t>0$ | (13-49b) |
| $T_{h}=0$ | at | $x=L$, | $t>0$ | (13-49c) |
| $T_{h}=-T_{02}(x, 0)=0$ | for | $t=0$. | in $0 \leqslant x \leqslant L$ | (13-49d) |

which has a trivial solution; hence

$$
\begin{equation*}
T_{n}(x, t)=0 \tag{13-50}
\end{equation*}
$$

Finally $T_{2}(x, t)$ is related to the function $\beta_{2}(x, t)$ by

$$
\begin{equation*}
T_{2}(x, t)=\left.\int_{\tau=0}^{t} \frac{\partial \theta_{2}\left(x, \tau^{\prime}, t-\tau\right)}{\partial \tau^{\prime}}\right|_{r^{\prime}=r} d \tau \tag{13-51}
\end{equation*}
$$

where $0_{2}(x, \tau, t)$ is the solution of the following homogeneous problem:

$$
\begin{array}{llll}
\frac{\partial^{2} \theta_{2}}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \theta_{2}}{\partial t} & \text { in } & 0<x<L, \quad t>0 \\
\frac{\partial \theta_{2}}{\partial x}=0 & \text { at } & x=0, \quad t>0 \\
\theta_{2}=0 & \text { at } & x=L, & t>0 \\
\theta_{2}=T_{02}(x, \tau)=\gamma \tau & \text { for } & t=0, & \text { in } 0 \leqslant x \leqslant L \tag{13-52d}
\end{array}
$$

When equations (13-52) are solved and $\theta_{2}(x, \tau, t)$ is introduced into equation (13-51) we obtain

$$
\begin{equation*}
T_{2}(x, t)=\frac{2 \gamma}{\alpha L_{m=1}} \sum_{m}^{\infty}(-1)^{m-1}\left(1-e^{-\alpha \beta_{m}^{2} t}\right) \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \tag{13-53}
\end{equation*}
$$

Introducing equations (13-48), (13-50), and (13-53) into equation (13-46), we find

$$
\begin{equation*}
T(x, t)=\gamma 1-\gamma_{\alpha L_{m=1}^{\prime 2}}^{\sum_{m}^{\infty}(-1)^{m-1} \cos \beta_{m} x} \dot{\beta}_{m}^{3}+\frac{2 \gamma}{\alpha L_{m=1}^{\infty} \sum_{m}^{\infty}(-1)^{m-1} e^{-\alpha \beta_{m}^{2}} \cos \beta_{m} x} \beta_{m}^{3} . \tag{}
\end{equation*}
$$

when the closed-form expression (13-44b) is introduced, the solution (13-54) becomes

$$
\begin{equation*}
T(x, t)=\gamma t+\frac{\gamma}{2 \alpha}\left(x^{2}-L^{2}\right)+\frac{2 \gamma}{\alpha L_{m=1}} \sum_{m}^{\infty}(-1)^{m-1} e^{-\alpha \beta_{m}^{2} t} \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \tag{13-55}
\end{equation*}
$$

which is identical to equation (13-45).

## One-Dimensional Problems of Semiinfinite and Infinite Regions

The integral-transform technique developed for the solution of heat conduction problems of finite regions is now extended for the solution of problems of semiinfinite regions. Only one of the space variables, the $x$ variable, needs to be considered, because the same results are applicable for the solution of problems involving $y$ - or $z$ - variables.

Region $0 \leqslant x \leqslant \infty$. To illustrate the basic concepts, we consider the solution of the following one-dimensional, time-dependent heat conduction problem for a
seminfinite region:

$$
\left.\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial t} & \text { in } & 0<x<\infty, \\
& t>0 \\
k_{1} \frac{\partial T}{\partial x}+h_{1} T=f_{1}(t) & \text { at } & x=0, \\
T(x, t)=F(x) & \text { for } & t=0, \\
(13-56 a)  \tag{13-56c}\\
& \text { in } 0 \leqslant x<0
\end{array}\right)
$$

Basic steps in the solution of this problem can be summarized as follows:

1. Develop the appropriate integral transform pair. The integral-transform pair is developed by considering the eigenvalue problem appropriate for the problem (13-56) and then representing the function $T(x, t)$, defined in the interval $0 \leqslant x<\infty$, in terms of the cigenfunctions of this eigenvalue problem and then by splitting up the representation into two parts as the inversion formula and the integral transform.
2. Remove the partial derivative $\partial^{2} T / \partial x^{2}$ from the differential equation (13-56a) by the application of the integral transform and utilizing.the. eigenvalue problem and the boundary conditions for the heat conduction problem.
3. Solve the resulting ordinary differential equation for the transform of temperature subject to the transformed initial condition. Invert the transform of temperature by the inversion formula to obtain the desired solution.

Step 1 is immediately obtainable from the results available in Chapter 2. That is, the eigenvalue problem is given by equations (2-48) and the representation of a function in the region $0 \leqslant x<\infty$ is given by equation (2-52). Then, the integraltransform pair with respect to the $x$ variable of the function $T(x, t)$ is immediately obtained according to equation (2-52) as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(x, t)=\int_{\beta=0}^{\infty} \frac{X(\beta, x)}{N(\beta)} \bar{T}(\beta, t) d \beta \\
\text { Integral transform: } & T(\beta, t)=\int_{x^{\prime}=0}^{\infty} X\left(\beta, x^{\prime}\right) T\left(x^{\prime}, t\right) d x^{\prime} \tag{13-57b}
\end{array}
$$

where the functions $X(\beta, x)$ and $N(\beta)$ are listed in Table 2-3 for three different boundary conditions at $x=0$. We note that, the eigenvalues $\beta$ for a semiinfinite medium is continuous, as a result the inversion formula is an integral over $\beta$ from zero to infinity instead of a summation over the discrete eigenvalues as for the finite region.

Step 2 involves taking the integral transform of equation (13-56a) by the application of the transform (13-57b); that is, we multiply both sides of equation (13-56a) by $X(\beta, x)$ and integrate with respect to $x$ from $x=0$ to $\infty$, to obtain

$$
\int_{0}^{\infty} X(\beta, x) \frac{\hat{c}^{2} T}{\partial x^{2}} d x+\frac{1}{k} \vec{g}(\beta, t)=\frac{1}{\alpha} \frac{d \bar{T}(\beta, t)}{d t}
$$

The integral on the left is performed by integrating it by parts twice and utilizing the eigenvalue problem (2-48) and the boundary condition (13-56b). (See note 3 at end of this chapter for the details of this portion of the analysis.) Then the resulting equation and the transform of the initial condition (13-56c), respectively, become
$\frac{d \bar{T}(\beta, t)}{d t}+\alpha \beta^{2} \bar{T}(\beta, t)=\frac{\alpha}{k} \bar{g}(\beta, t)+\left.\alpha \frac{X(\beta, x)}{k_{1}}\right|_{x=0} \cdot \int_{1}(t) \quad$ lor $\quad t>0$
$\bar{T}(\beta, t)=\bar{F}(\beta)$
$\bar{T}(\beta, t)=\bar{F}(\beta)$
for $\quad t=0$
(13-58b)
In step (3), equation (13-58) is solved for $\bar{T}(\beta, t)$ and the result is inverted by the inversion formula (13-57b) to obtain the solution as

$$
\begin{equation*}
T(x, t)=\int_{\beta=0}^{x_{0}} \frac{X(\beta, x)}{N(\beta)} e^{-\alpha \beta^{2} t}\left[\bar{F}(\beta)+\int_{0}^{t} e^{\alpha \beta^{2} t^{\prime}} A\left(\beta, t^{\prime}\right) d t^{\prime}\right] \tag{13-59a}
\end{equation*}
$$

where

$$
\begin{align*}
A\left(\beta, t^{\prime}\right) & =\frac{\alpha}{k} \bar{g}\left(\beta, t^{\prime}\right)+\left.\alpha \frac{X\left(\beta, x^{\prime}\right)}{k_{1}}\right|_{x^{\prime}=0} \cdot f_{1}\left(t^{\prime}\right)  \tag{13-59b}\\
\bar{F}(\beta) & =\int_{0}^{\infty} X\left(\beta, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime}  \tag{13-59c}\\
\bar{g}\left(\beta, t^{\prime}\right) & =\int_{0}^{\infty} X\left(\beta, x^{\prime}\right) g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{13-59~d}
\end{align*}
$$

If the boundary condition at $x=0$ is of the first $k$ ind (i.e., $k_{1}=0$ ) the following change should be made in the term $A\left(\beta, i^{\prime}\right)$ :

$$
\begin{equation*}
\text { Replace }\left.\quad \frac{X\left(\beta, x^{\prime}\right)}{k_{1}}\right|_{x^{\prime}=0} \quad \text { by }\left.\quad \frac{1}{h_{1}} \frac{d X\left(\beta, x^{\prime}\right)}{d x^{\prime}}\right|_{x^{\prime}=0} \tag{13-59e}
\end{equation*}
$$

The functions $X(\beta, x)$ and $N(\beta)$ are obtainable from Table 2-3 for three different boundary conditions at $x=0$.

Region $-\infty<x<\infty$. We now consider the following heat conduction problem for an infinite medium
$\frac{a^{2} T}{i^{2} x^{2}}+\frac{1}{k} g(x, t)=\frac{1}{\alpha} \frac{\partial T(x, t)}{\partial_{t}}$
in $\quad-\infty<x<\infty, \quad t>0$
(13-60a)
$T(x, t)=F(x)$
for $\quad t=0$.
in the region
(13-60b)
The eigenvalue problem appropriate for the solution of this problem is given by equation (2-64d) and the representation of a function $F^{*}(x)$, defined in the interval $-\infty<x<\infty$. in terms of the eigenfunctions of this eigenvalue problem is given by equation (2-66d) as

$$
\begin{equation*}
F^{*}(x)=\frac{1}{\pi} \int_{\beta=0}^{\infty} \int_{x^{*}=-\infty}^{\infty} F^{*}\left(x^{\prime}\right) \cos \beta\left(x^{\prime}-x\right) d x^{\prime} d \beta \tag{13-61}
\end{equation*}
$$

This representation is expressed in the alternative form as (see note 4 at the end of this chapter for the derivation)

$$
\begin{equation*}
F^{*}(x)=\frac{1}{2 \pi} \int_{\beta=-\infty}^{x} e^{-i \beta x}\left[\int_{x^{\prime}=-x}^{\infty} e^{i \beta x} F^{*}\left(x^{\prime}\right) d x^{\prime}\right] d \beta \tag{13-62}
\end{equation*}
$$

where $i=\sqrt{ }-1$.
This expression is now utilized to define the integral-transform pair for the temperature $T(x, t)$ with respect to the $x$ variable as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(x, t)=\frac{1}{2 \pi} \int_{\beta=-\infty}^{\infty} e^{-i \beta x} \bar{T}(\beta, t) d \beta \\
\text { Integral transform: } & \bar{T}(\beta, t)=\int_{\ldots}^{\infty} e^{i \beta \cdot x^{\prime}} T\left(x^{\prime}, t\right) d x^{\prime} \tag{13-63b}
\end{array}
$$

Taking the integral transform of the heat conduction problem (13-60) according to the transform (13-63b), we obtain

$$
\begin{array}{ll}
\left.\begin{array}{ll}
d \bar{T}(\beta, t) \\
\quad d t
\end{array}\right)=x p^{2} \bar{T}(\beta, t)={ }_{k}^{\alpha} \bar{g}(\beta, 1) & \text { for } \quad t>0  \tag{13-64a}\\
\bar{T}(\beta, t)=\bar{F}(\beta) & \text { for } \quad t=0
\end{array}
$$

(13-64b)
When this equation is solved for $\bar{T}(\beta, t)$ and the result is inverted by the inversion formula (13-63a), we obtain the solution of the heat conduction problem (13-60)
as

$$
\begin{equation*}
T(x, t)=\frac{1}{2 \pi} \int_{\beta=-\infty}^{\infty} e^{-\alpha \beta^{2} t-i \beta x}\left[\bar{F}(\beta)+\frac{\alpha}{k} \int_{r^{\prime}=0}^{t} e^{\alpha \beta z^{2} t^{\prime}} \bar{g}\left(\beta, t^{\prime}\right) d t^{\prime}\right] d \beta \tag{13-65a}
\end{equation*}
$$

where

$$
\begin{gather*}
\bar{F}(\beta)=\int_{x^{\prime}=-\infty}^{\infty} e^{i \beta x^{\prime}} F\left(x^{\prime}\right) d x^{\prime}  \tag{13-65b}\\
\bar{g}\left(\beta, t^{\prime}\right)=\int_{x^{\prime}=-\infty}^{\infty} e^{i \beta x^{\prime}} g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{13-65c}
\end{gather*}
$$

The order of integration is changed and the result is rearranged as
$T(x, t)=\frac{1}{2 \pi} \int_{x^{\prime}=-\infty}^{x_{i}} F\left(x^{\prime}\right) d x^{\prime} \int_{\beta=-\infty}^{\infty} e^{-\alpha \beta_{i}-i p\left(x-x^{\prime}\right)} d \beta$

$$
\begin{equation*}
+\frac{1}{2 \pi} \frac{\alpha}{k} \int_{t^{\prime}=0}^{t} d t^{\prime} \int_{x^{\prime}=-\infty}^{\infty} g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \int_{\beta=-\infty}^{\infty} e^{-\alpha \beta^{2}\left(1-r^{\prime}\right)-i \rho\left(x-x^{\prime}\right)} d \beta \tag{13-66}
\end{equation*}
$$

We make use of the following integral

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\beta}^{x}, e^{r^{-2 \beta^{2} t-i \beta x}} d \beta=\frac{1}{(4 \pi \alpha l)^{1 / 2}} e^{-x^{2} / 4 a t} \tag{13-67}
\end{equation*}
$$

then the solution (13-66) becomes

$$
\begin{align*}
T(x, t)= & \frac{1}{(4 \pi \alpha t)^{1 / 2}} \int_{x^{\prime}=-\infty}^{\infty} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right] F\left(x^{\prime}\right) d x^{\prime} \\
& +\frac{\alpha}{k} \int_{t^{\prime}=0}^{1}-\frac{d t^{\prime}}{\left.4 \pi \alpha\left(t-t^{\prime}\right)\right]^{1 / 2}} \int_{x^{\prime}=-\infty}^{\infty} \exp \left[-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha\left(t-t^{\prime}\right)}\right] g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{13-68}
\end{align*}
$$

## Example 13-3

Obtain the solution of the following heat conduction problem for a semiinlinite region

$$
\begin{align*}
& \text { in } \\
& 0<x<\infty \\
& \infty, 1>0 \\
& \frac{\partial T}{\partial x}=0  \tag{13-69b}\\
& \text { at } \quad x=0, \quad t>0 \\
& T=F(x) \\
& \text { for } \quad t=0, \quad 0 \leqslant x<\infty
\end{align*}
$$

Solution. The solution of this problem is immediately obtainable from equations (13-59) as

$$
\begin{equation*}
T(x, t)=\int_{\beta=0}^{\infty} \frac{X(\beta, x)}{N(\beta)} e^{-\alpha \beta^{2} t}\left[\vec{F}(\beta)+\frac{\alpha}{k} \int_{t=0}^{t} e^{\alpha \beta^{2} r^{\prime}} \bar{g}\left(\beta, t^{\prime}\right) d t^{\prime}\right] d \beta \tag{13-70a}
\end{equation*}
$$

where

$$
\begin{gather*}
\bar{F}(\beta)=\int_{x^{\prime}=0}^{\infty} X\left(\beta, x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime}  \tag{13-70b}\\
\bar{g}\left(\beta, t^{\prime}\right)=\int_{x^{\prime}=0}^{\infty} X\left(\beta, x^{\prime}\right) g\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{13-70c}
\end{gather*}
$$

The functions $X(\beta, x)$ and $N(\beta)$ are determined from case 2, Table 2-3, as

$$
\begin{equation*}
X(\beta, x)=\cos \beta x \quad \text { and } \quad \frac{1}{N(\beta)}=\frac{2}{\pi} \tag{13-71}
\end{equation*}
$$

Introducing equations (13-71) into (13-70) the solution becomes
$T(x, t)=\frac{2}{\pi} \int_{\beta=0}^{\infty} e^{a \beta \lambda^{4}} \cos \beta x \int_{x^{\prime}=0}^{\prime \prime \prime} F\left(x^{\prime}\right) \cos \beta x^{\prime} d x^{\prime} d \beta$

$$
\begin{equation*}
+\frac{2 \alpha}{\pi k} \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \cos \beta x \int_{t^{\prime}=0}^{1} e^{a \beta^{2} t_{1}} \int_{x^{\prime}=0}^{\infty} g\left(x^{\prime}, t^{\prime}\right) \cos \beta x^{\prime} d x^{\prime} d t^{\prime} d \beta \tag{13-72}
\end{equation*}
$$

In this expression the orders of integration can be changed and the integrations with respect to $\beta$ can be performed by making use of the following relation [i.e., obtained by adding equations ( $2-57 \mathrm{~b}$ ) and ( $2-57 \mathrm{c}$ )]:

$$
\begin{align*}
& \frac{2}{\pi} \int_{\beta=0}^{\infty} e^{-\alpha \beta^{2} t} \cos \beta x \cos \beta x^{\prime} d \beta \\
& \quad=\frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)+\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] \tag{13-73}
\end{align*}
$$

Then, the solution (13-72) takes the form

$$
\begin{aligned}
T(x, t)= & \frac{1}{(4 \pi \alpha t)^{1 / 2}} \int_{x^{\prime}=0}^{\infty} F\left(x^{\prime}\right)\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)+\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] d x^{\prime} \\
& +\frac{\alpha}{k} \int_{t^{\prime}=0}^{t} \frac{d t^{\prime}}{\left[4 \pi \alpha\left(t-t^{\prime}\right)\right]^{1 / 2}} \int_{x^{\prime}=0}^{\infty} g\left(x^{\prime}, t^{\prime}\right)
\end{aligned}
$$

$$
\begin{equation*}
\cdot\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 x\left(t-t^{\prime}\right)}\right)+\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 x\left(t-t^{\prime}\right)}\right)\right] d x^{\prime} \tag{13-74}
\end{equation*}
$$

Several special cases are obtainable from this solution depending on the functional forms of the heat-generation term and the initial condition function.

## Multidimensional Problems

The solution of multidimensional, time-dependent heat conduction problems by the integral-transform technique is readily handled by the successive application of one-dimensional integral transforms to remove from the equation one of the partial derivatives with respect to the space variable in each step. In the rectangular coordinate system the order of the integral transformation with respect to the space variables is immaterial. This matter is now illustrated with examples.

## Example 13-4

Obtain the solution $T(x, y, t)$ of the following heat conduction problem for a semiinfinite rectangular strip, $0 \leqslant x<\infty, 0 \leqslant y \leqslant b$ :

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{g(x, y, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<\sigma, 0<y<b, \\
& & t>0 \\
T=0 & \text { at } & \text { all boundaries } \\
T=0 & \text { (13-75at) } \\
(13-75 b) \\
& \text { [or } \quad t=0, \text { in the region } & (13-75 \mathrm{c})
\end{array}
$$

The integral-transform pair for $T(x, y, t)$ with respect to the $x$ variable is defined as [see equations (13-57)]

| Inversion formula: $\quad T(x, y, t)=\int_{\beta=0}^{\infty} \frac{X(\beta, x)}{N(\beta)} \bar{T}(\beta, y, t) d \beta \quad \cdots \quad(13-76 \mathrm{a})$ |  |
| :--- | :--- |
| Integral transform: | $\bar{T}(\beta, y, t)=\int_{x^{\prime}=0}^{x} x\left(\beta, x^{\prime}\right) T\left(x^{\prime}, y, t\right) d x^{\prime} \quad(13-76 \mathrm{~b})$ |

and the integral transform pair for $\bar{T}(\beta, y, 1)$ with respeet to the $y$ variable is defined as [see equation (13-27)]

$$
\begin{array}{cc}
\text { Inversion formula: } & \bar{T}(\beta, \gamma, t)=\sum_{n=1}^{\infty} \frac{Y\left(\gamma_{n}, y^{\prime}\right)}{N\left(\gamma_{n}\right)} \overline{\bar{T}}\left(\beta, i_{n}, t\right) \\
\text { Integral transform: } & \tilde{\bar{T}}\left(\beta, \gamma_{n}, t\right)=\int_{0}^{b} Y\left(\gamma_{n}^{\prime}, y^{\prime}\right) \bar{T}\left(\beta, y^{\prime}, t\right) d y^{\prime} \tag{13-76d}
\end{array}
$$

where the bar denotes the transform with respect to the $x$ variable and the tilde with respect to the $y$ variable.

We take the integral transform of the problem (13-75) first with respect to the $x$ variable using the transform (13-76b) and then with respect to the $y$ variable using the transform (13-76d) to obtain

$$
\begin{align*}
& \tilde{\bar{T}}\left(\beta, \gamma_{n}, t\right)=0  \tag{13-77b}\\
& \text { for } \quad t=0
\end{align*}
$$

Equation (13-\%7) is solved for $\overline{\bar{T}}$ and successively inverted by the inversion formulas (13-76c) and (13-76a) to find the solution of the problem (13-75) as

$$
\begin{align*}
T(x, y, t)= & \int_{\beta=0}^{x} \sum_{n=1}^{\infty} \frac{X(\beta, x) Y\left(\gamma_{n}, y^{\prime}\right)}{N(\beta) N\left(\gamma_{n}\right)} e^{-x\left(\beta^{2}+\gamma_{n}^{2}\right)} \\
& \underbrace{x}_{k} \int_{t=0}^{t} e^{2\left(\beta^{\prime} \cdot \gamma_{n}^{2}\right)} r^{\prime} \tilde{g}\left(\beta, \gamma_{n}, t^{\prime}\right) d t^{\prime} d \beta \tag{13-78a}
\end{align*}
$$

where the double transform $\tilde{\tilde{g}}\left(\beta, \gamma_{n}, t\right)$ is delined as

$$
\begin{equation*}
\tilde{\tilde{g}}\left(\beta, \gamma_{n}, t\right)=\int_{y^{*}=0}^{b} \int_{x^{\prime}=0}^{t} X\left(\beta, x^{\prime}\right) Y^{\prime}\left(\gamma_{n}, y^{\prime}\right) g\left(x^{\prime}, y^{\prime}, f^{\prime}\right) d x^{\prime} d y^{\prime} \tag{13-78b}
\end{equation*}
$$

The functions $X(\beta, x)$ and $N(\beta)$ are obtained from case 3. Table 2-3, as

$$
\begin{equation*}
X(\beta, x)=\sin \beta x . \quad \frac{1}{N(\beta)}=\frac{2}{\pi} \tag{13-79a}
\end{equation*}
$$

and the functions $Y\left(i_{n}, y^{\prime}\right)$ and $N\left(\gamma_{n}\right)$ from case 9 , Table 2-2, as

$$
\begin{equation*}
Y\left(\gamma_{n}, y^{\prime}\right)=\sin \gamma_{n}!, \quad \frac{1}{N\left(\gamma_{n}\right)}=\frac{2}{b} \tag{13-79b}
\end{equation*}
$$

and the $\gamma_{n}$ values are the positive roots of $\sin \gamma_{n} h=0$. Introducing the results (13-79) into equation (13-78), the solution beeomes
$T(x, y, t)=\frac{4 \alpha}{\pi b k} \int_{\beta=0}^{\infty} \sum_{n=1}^{x} e^{-x\left(\rho^{2}+\gamma_{n}^{2}\right) x} \sin \beta x \sin \gamma_{n} y$

$$
\begin{equation*}
\int_{t^{\prime}=0}^{t} e^{x\left(\beta^{2}+y^{2}, y^{\prime}\right.} \int_{y^{\prime}=0}^{b} \int_{x^{\prime}=0}^{x} g\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \sin \beta x^{\prime} \sin y_{n} y^{\prime} d x^{\prime} d y^{\prime} d t^{\prime} d \beta \tag{13-80}
\end{equation*}
$$

In this solution, the integration with respect to $\beta$ can be performed by making use of the following result [see equation (2-57d)]:

$$
\begin{align*}
& \frac{2}{\pi} \int_{\beta=0}^{x} e^{-a \beta^{2}\left(t-f^{\prime}\right)} \sin \beta x \sin \beta x^{\prime} d \beta \\
& =\underset{\left[4 \pi x\left(t-t^{\prime}\right)\right\rceil^{1 i 2}}{1}\left\lceil\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha\left(t-t^{\prime}\right)}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha\left(t-t^{\prime}\right)}\right)\right] \tag{13-81}
\end{align*}
$$

Then, the solution (13-80) takes the form

$$
\begin{align*}
T(x, y, t)= & \frac{2 x}{b k} \sum_{n=1}^{\infty} e^{-x y_{n}^{2} t} \sin \gamma_{n} y \int_{\cdot=0}^{t} \frac{e^{\alpha y_{n}^{2} t^{\prime}}}{\left[4 \pi \alpha\left(t-t^{\prime}\right)\right]^{1 / 2}} \\
& \cdot \int_{y^{\prime}=0}^{b} \int_{x^{\prime}=0}^{x} g\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \sin \gamma_{n} y^{\prime} \\
& \cdot\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha\left(t-t^{\prime}\right)}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha\left(t-t^{\prime}\right)}\right)\right] d x^{\prime} d y^{\prime} d t^{\prime} \tag{13-82}
\end{align*}
$$

## Example 13-5

Obtain the solution $T(x, y, z, t)$ of the following heat conduction problem for a rectangular parallelepiped $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b, 0 \leqslant z \leqslant c$.

| $\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{g(x, y, z, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t}$ | in | $0<x<a, 0<y<b$, |
| :--- | :--- | :--- |
| $T=0$ | at | $0<z<c, t>0 \quad$ all boundaries (13-83a) |
| $T=0$ | for $\quad t=0$, in the region |  |
| (13-83c) |  |  |

Solution. This problem can be solved by the successive application of the onedimensional integral transform to the $x, y$, and $z$ variables, solving the resulting ordinary differential equation and then inverting the transform of temperature successively. It is also possible to write the solution immediately from the general solution (13-15) by setting

$$
\begin{aligned}
& \psi_{m}(\mathrm{r}) \rightarrow X\left(\beta_{m}, x\right) \cdot Y\left(\gamma_{n}, y\right) \cdot Z\left(\eta_{p}, z\right) \\
& \lambda_{m}^{2} \rightarrow\left(\beta_{m}^{2}+\gamma_{n}^{2}+\eta_{p}^{2}\right) \\
& \sum_{m} \rightarrow \sum_{n^{\prime}=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} \text { and } \int_{R} d v \rightarrow \int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c} d x^{\prime} d y^{\prime} d z^{\prime}
\end{aligned}
$$

We obtain

$$
\begin{align*}
T(x, y, z, t)= & \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{p=1}^{\infty} \frac{X\left(\beta_{m}, x\right) Y\left(\gamma_{n}, y\right) Z\left(\eta_{p}, z\right)}{N\left(\beta_{m}\right) N\left(\gamma_{n}\right) N\left(\eta_{p}\right)} e^{-x\left(\rho_{m}^{2}+i_{n}^{2}+\eta_{p}^{2}\right) t} \\
& \cdot \frac{\alpha}{k} \int_{t^{\prime}=0}^{1} e^{\alpha\left(\theta_{m}^{2}+\gamma_{n}^{2}+\eta_{p}^{2} r^{\prime}\right.} \cdot \overline{\bar{g}}\left(\beta_{m}, \gamma_{m}, \eta_{p}, t^{\prime}\right) d t^{\prime} \tag{13-84a}
\end{align*}
$$

where the triple transform is defined as
$\overline{\overline{\bar{g}}}\left(\beta_{m}, \gamma_{n}, \eta_{p}, t^{\prime}\right)=\int_{x^{\prime}=0}^{a} \int_{y^{\prime}=0}^{b} \int_{z^{\prime}=0}^{c} X\left(\beta_{m}, x^{\prime}\right) Y\left(\gamma_{n}, y^{\prime}\right) Z\left(\eta_{p}, z^{\prime}\right)\left(x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime}$
The eigenfunctions, the normalization integrals and the eigenvalues are obtained from case 9, Table 2-2, as

$$
\begin{array}{rrr}
X\left(\beta_{m}, x\right)=\sin \beta_{m} x, & N\left(\beta_{m}\right)=\frac{a}{2}, & \sin \beta_{m} a=0 \\
- & N\left(\gamma_{n}\right)=\frac{b}{2}, & \sin \gamma_{n} b=0 \\
Y\left(\gamma_{n}, y\right)=\sin \gamma_{n} y, & N\left(\eta_{p}\right)=\frac{c}{2}, & \sin \eta_{p} c=0 \tag{13-85c}
\end{array}
$$

## 13-3 APPLICATIONS IN THE

## CYLINDRICAL COORDINATE SYSTEM

To solve the heat conduction problems in the cylindrical coordinate system with the integral-transform technique, appropriate integral-transform pairs are needed in the $r, \phi$, and $z$ variables. The integral transform pairs for the $z$ variable depends on whether the range of $z$ is finite, semiinfinite, or infinite as well as the boundary conditions associated with it. Since the transform pairs for the $z$. variable are exactly the same as those discussed previously for the rectangular coordinate system, this matter is not considered here any further. Therefore, in this section we develop the integral transform pairs for the $r$ and $\phi$ variables and illustrate their application to the solution of heat conduction problems involving $(r, t)$, $(r, \phi, t),(r, z, t)$, and $(r, \phi, z, t)$ variables.

## Problems in ( $r, t$ ) Variables

The one dimensional, time-dependent heat conduction problems in the $r$ variable may be confined to any one of the regions $0 \leqslant r \leqslant b, a \leqslant r \leqslant b, 0 \leqslant r<\infty$, and
$a \leqslant r<\infty$. The integral-transform pair for each of these cases is different. Therefcre, we develop the appropriate transform pairs and illustrate the methods of solution for each of these cases.

Problems of Region $0 \leqslant r \leqslant b$. We consider the following heat conduction problem for a solid cylinder of radius $r=b$ :

$$
\begin{align*}
& \frac{i^{2} T}{\partial r^{2}}+\frac{1 \pi}{r a r}+\frac{q(r, t)}{k}=\frac{1 \partial T}{\alpha \partial r}  \tag{13-86:1}\\
& \text { in } \quad 0 \leqslant r<b, \quad 1>0 \\
& k_{2} \frac{\partial T}{\partial r}+h_{2} T=f_{2}(t) \quad \text { at } \quad r=b, \quad t>0  \tag{13-86b}\\
& T=F(r) \\
& \text { for } \quad t=0 \\
& \text { in } 0 \leqslant r \leqslant b
\end{align*}
$$

(13-86c)
The appropriate eigenvalue problem is given by equations (3-18) for the case $y=0$ since the problem considered here possesses azimuthal symmetry. The integral-transform pair with respect to the $r$ variable for the function $T(r, t)$ is determined according to the representation (3:23) by setting $-2=0$. We obtain

$$
\begin{align*}
& \text { Inversion formula: } \left.\quad T(r, t)=\sum_{m=1}^{\infty} \underset{n}{ } R_{0}\left(\beta_{m} r\right) \cdot \bar{T}\left(\beta_{m}\right), t\right)  \tag{13-87a}\\
& \text { Integral transform: } \quad \bar{T}\left(\beta_{m}, t\right)=\int_{r^{\prime}=0}^{b} r^{\prime} R_{0}\left(\beta_{m}, r\right) T\left(r^{\prime}, t\right) d r^{\prime} \tag{13-87b}
\end{align*}
$$

where the functions $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtainable from Table 3-1 for three different boundary conditions by setting $v=0$.

To solve problem (13-86), we take integral transform of equation (13-86a) according to the transform (13-87b). That is we operate on both sides of equation (13-86a) by the operator $\int_{0}^{b} r R_{0}\left(\beta_{m}, r\right) d r$ and obtain

$$
\begin{equation*}
\int_{0}^{b} r R_{0}\left(\beta_{m}, r\right)\left[\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right] d r+\frac{1}{k} \bar{g}\left(\beta_{m}, t\right)=\frac{1}{\alpha} \frac{d \bar{T}(\beta, t)}{d t} \tag{13-88}
\end{equation*}
$$

The integral on the left is evalated cither by integtating it by parts (wice or by using Green's theorem and then utilizing the boundary conditions (3-18b) for $v=0$ and (13-86b); we find

$$
\begin{equation*}
\int_{0}^{b} r R_{0}\left(\beta_{m}, r\right)\left[\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}\right] d r=-\beta_{m}^{2} \bar{T}\left(\beta_{m}, r\right)+\left.b \frac{R_{0}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} f_{2}(t) \tag{13-89}
\end{equation*}
$$

Introducing this expression into equation (13-88) and taking the integral transform
of the initial condition (13-86c) we obtain

$$
\begin{align*}
& \frac{d \bar{T}\left(\beta_{m}, t\right)}{d t}+\alpha \beta_{m}^{2} \bar{T}\left(\beta_{m}, t\right)=\frac{\alpha}{k} \bar{g}\left(\beta_{m}, t\right)+\left.\alpha b \frac{R_{0}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} f_{2}(t)  \tag{13-90a}\\
& \vec{T}\left(\beta_{m}, t\right)=\bar{F}(\beta) \quad \text { for } \quad t=0 \tag{13-90b}
\end{align*}
$$

Eiquation (13-90) is solved for $T\left(\beta_{m}, l\right)$ and inverted by the inversion formula (13-87a) to yield the solution of the problem (13-86) as

$$
\begin{equation*}
T(r, t)=\sum_{m=1}^{\infty} R_{0}\left(\beta_{m}, r\right){ }_{n}^{N}\left(\beta_{m}\right) e^{-\alpha \beta_{m}^{2} t}\left[\bar{F}\left(\beta_{m}\right)+\int_{0}^{t} e^{x \beta_{m}^{2} t^{t}} A\left(\beta_{m,}, t^{\prime}\right) d t^{\prime}\right] \tag{13-91a}
\end{equation*}
$$

where

$$
\begin{align*}
& A\left(\beta_{m}, t^{\prime}\right)=\frac{\alpha}{k} \ddot{g}\left(\beta_{m}, t^{\prime}\right)+\left.\alpha b \frac{R_{0}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} f_{2}\left(t^{\prime}\right)  \tag{13-91b}\\
& \bar{F}\left(\beta_{m}\right)=\int_{0}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}  \tag{13-91c}\\
& \bar{g}\left(\beta_{m}, t^{\prime}\right)=\int_{0}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) g\left(r^{\prime}, t^{\prime}\right) d r^{\prime}  \tag{1.3-91d}\\
& N\left(\beta_{m}\right)=\int_{0}^{b} r^{\prime}\left[R_{0}\left(\beta_{m}, r^{\prime}\right)\right]^{2} d r^{\prime} \tag{13-91e}
\end{align*}
$$

Here, $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and $\beta_{m}$ are obtained from Table 3-1 by setting $v=0$. For a boundary condition of the first kind at $r=b$, the following change should be made in equation (13-91b):

$$
\begin{equation*}
\text { Replace }\left.\frac{R_{0}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} \quad \text { by } . \quad-\left.\frac{1}{h_{2}} \frac{d R_{0}\left(\beta_{m}, r\right)}{d r}\right|_{r=b} \tag{13-91f}
\end{equation*}
$$

Problems of Region $a \leqslant r \leqslant b$. We now consider the heat conduction problem for a hollow cylinder $a \leqslant r \leqslant b$ given as

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{g(r, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<b, \quad t>0 \\
-k_{1} \frac{\partial T}{\partial r}+h_{1} T=f_{1}(t) & \text { at } & r=a, \quad t>0 \\
k_{2} \frac{\partial T}{\partial r}+h_{2} T=f_{2}(t) & \text { at } & r=b, \tag{13-92c}
\end{array}
$$

$T=F(r)$
for $\quad t=0$,
in $\quad a \leqslant r \leqslant b$
(13-92d)

The eigenvalue problem is given by equations (3-47) for $v=0$, and the integraltransform pair is obtained according to equation (3-51) by setting $\nu=0$. We find

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, t)=\sum_{m^{\prime}=1}^{\infty} \frac{R_{0}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} \bar{T}\left(\beta_{m}, t\right) \\
\text { Integral transform: } & \bar{T}\left(\beta_{m}, t\right)=\int_{r^{\prime}=a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) T\left(r^{\prime}, t\right) d r^{\prime} \tag{13-93b}
\end{array}
$$

where the functions $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtainable from Table 3-3 by setting $v=0$ for any combination of boundary conditions of the first and second kinds.
We now take the integral transform of the system (13-92) by the application of the transform (13-93b), utilize the eigenvalue problem (3-47) for $v=0$ as described previously, solve for the transform of temperature, and invert the result by the inversion formula (13-93a) to obtain the solution for the temperature as

$$
T(r, t)=\sum_{m=1}^{\infty} \frac{R_{0}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} e^{-\alpha \beta_{m}^{2} t^{t}}\left[\bar{F}\left(\beta_{m}\right)+\int_{0}^{t} e^{\alpha \beta_{m^{\prime}}^{2}} A\left(\dot{\beta}_{m}, t^{\prime}\right) \cdot d t^{\prime}\right] \quad \text { (13-94a) }
$$

where

$$
\begin{align*}
& A\left(\beta \beta_{m}, t^{\prime}\right)=\frac{\alpha}{k} \bar{g}\left(\beta_{m}, t^{\prime}\right)+\alpha\left[\left.a \underset{k_{1}}{R_{0}\left(\beta_{m}, r\right)}\right|_{r=a} f_{1}\left(t^{\prime}\right)+\left.b \underset{k_{2}}{R_{0}\left(\beta_{m}, r\right)}\right|_{r=b} f_{2}\left(t^{\prime}\right)\right]  \tag{13-94b}\\
& \bar{F}\left(\beta_{m}\right)=\int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}  \tag{13-94c}\\
& \vec{g}\left(\beta_{m}, t^{\prime}\right)=\int_{a}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) g\left(r^{\prime}, t^{\prime}\right) d r^{\prime}  \tag{13-94d}\\
& N\left(\beta_{m}\right)=\int_{a}^{b} r^{\prime}\left[R_{0}\left(\beta_{m}, r^{\prime}\right)\right]^{2} d r^{\prime}
\end{align*}
$$

Here, $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtainable from Table 3-2 by setting $v=0$. For a boundary condition of the first kind the following changes should be made in equation (13-94b).
When $k_{1}=0, \quad$ replace $\left.\frac{R_{0}\left(\beta_{m}, r\right)}{k_{1}}\right|_{r=a}$
by $\left.\quad \frac{1}{h_{1}} \frac{d R_{0}\left(\beta_{m}, r\right)}{d r}\right|_{r=0}$
When $k_{2}=0, \quad$ replace $\left.\frac{R_{0}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b}$
by $\quad-\left.\frac{1}{h_{2}} \frac{d R_{0}\left(\beta_{m}, r\right)}{d r}\right|_{r=b}(13-94 \mathrm{~g})$

Problems of Region $0 \leqslant r<\infty$. We consider the following heat conduction problem for an infinite region $0 \leqslant r<\infty$ :

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{g(r, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } \quad 0 \leqslant r<\infty, \quad t>0 \\
T=F(r) & \text { for } \quad t=0, \quad \text { in } \quad 0 \leqslant r<\infty
\end{array}
$$

The appropriate cigenvalue problem is given by equations (3-35) for $v=0$, and the integral-transform pair is constructed according to the representation (3-38) for $v=0$; we obtain

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, t)=\int_{\beta=0}^{\infty} \beta J_{0}(\beta r) \bar{T}(\beta, t) d \beta \\
\text { Integral transform: } & \bar{T}(\beta, t)=\int_{r^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta r^{\prime}\right) T\left(r^{\prime}, t\right) d r^{\prime} \tag{13-96b}
\end{array}
$$

We take the integral transform of the system (13-95) by the application of the transform (13-96b), utilize the eigenvalue problem (3-38) for $y=0$ as discussed previously, solve for the transform of the temperature and invert the result by the inversion formula (13-96a). We obtain

$$
T(r, t)=\int_{\beta=0}^{\infty} \beta J_{0}(\beta r) e^{-\alpha \beta 2 t}\left[\bar{F}(\beta)+\frac{\alpha}{k} \int_{t^{\prime}=0}^{t} e^{\alpha \beta z t^{\prime}} \bar{g}\left(\beta, t^{\prime}\right) d t^{\prime}\right] d \beta \quad \text { (13-97a) }
$$

where

$$
\begin{gather*}
\bar{F}(\beta)=\int_{r^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}  \tag{13-97b}\\
\bar{g}\left(\beta, t^{\prime}\right)=\int_{r^{\prime}=0}^{\infty} r^{\prime} J_{0}\left(\beta r^{\prime}\right) g\left(r^{\prime}, t^{\prime}\right) d r^{\prime} \tag{13-97c}
\end{gather*}
$$

Introducing (13-97b, c) into (13-97a) and changing the order of integrations we [ind

$$
\begin{align*}
T(r, t)= & \int_{r^{\prime}=0}^{\infty} r^{\prime} F\left(r^{\prime}\right)\left[\int_{\beta=0}^{\infty} e^{-\alpha \beta \beta^{\prime}} \beta J_{0}(\beta r) J_{0}\left(\beta r^{\prime}\right) d \beta\right] d r^{\prime} \\
& +\frac{\alpha}{k} \int_{r^{\prime}=0}^{\infty} \int_{r^{\prime}=0}^{t} r^{\prime} g\left(r^{\prime}, t^{\prime}\right)\left[\int_{\beta=0}^{\infty} e^{-\alpha \beta^{2}\left(t-t^{\prime}\right)} \beta J_{0}(\beta r) J_{0}\left(\beta r^{\prime}\right) d \beta\right] d t^{\prime} d r^{\prime} \tag{13-98}
\end{align*}
$$

We now consider the following integral [36, p. 395]

$$
\begin{equation*}
\int_{\beta=0}^{\infty} e^{-a \beta 2 t} \beta J_{v}(\beta r) J_{v}\left(\beta r^{\prime}\right) d \beta=\frac{1}{2 \alpha t} \exp \left[-\frac{r^{2}+r^{\prime 2}}{2 \alpha t}\right] I_{v}\left(\frac{r r^{\prime}}{2 \alpha t}\right) \tag{13-99}
\end{equation*}
$$

By setting $v=0$ in equation (13-99) and introducing the resulting expression into equation (13-98) we obtain

$$
\begin{align*}
T(r, t)= & \frac{1}{2 \alpha t} \int_{r^{\prime}=0}^{\prime \prime} r^{\prime} \exp \left[\begin{array}{c}
r^{2}+r^{\prime 2} \\
4 \alpha t
\end{array}\right] F\left(r^{\prime}\right) I_{0}\binom{r^{\prime}}{2 \alpha t} d r^{\prime} \\
& +\frac{1}{2 k} \int_{r^{\prime}=0}^{\infty} \int_{t^{\prime}=0}^{t} \frac{r^{\prime}}{i-t^{\prime}} \exp \left[-\frac{r^{2}+r^{\prime 2}}{4 \alpha\left(t-t^{\prime}\right)}\right] g\left(r^{\prime}, t^{\prime}\right) I_{0}\left(\frac{r r^{\prime}}{2 \alpha\left(t-t^{\prime}\right)}\right) d t^{\prime} d r^{\prime} \tag{13-100}
\end{align*}
$$

Problems of Region $a \leqslant r<\infty$. We now consider the following heat conduction problem for a semiinlinite region $a \leqslant r<\infty$

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{g(r, t)}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & a<r<\infty, \quad t>0 \\
-k_{1} \frac{\partial T}{\partial r}+h_{1} T=f_{1}(t) & \text { at } & r=a, \quad t>0 \\
T=F(r)-\quad \ldots & \text { for } \quad t=0, \quad \text { in } a \leqslant r<\infty
\end{array}
$$

The eigenvalue problem is given by equations (3-39) and the desired integral transform pair is obtained according to the representation (3-40) as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, t)=\int_{\rho=0}^{\infty} \frac{\beta}{N(\beta)} R_{0}(\beta, r) \bar{T}(\beta, t) d \beta \\
\text { Integral transform: } & \bar{T}(\beta, t)=\int_{r^{\prime}=a}^{\infty} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) T\left(r^{\prime}, t\right) d r^{\prime} \tag{13-102b}
\end{array}
$$

where the functions $R_{0}(\beta, r)$ and $N(\beta)$ are available from Table 3-2 for the three different boundary conditions at $\dot{r}=a$. The problem is solved by taking integral. transform of the system (13-101) according to the transform (13-102b), utilizing the eigenvalue problem (3-39) as discussed previously, solving for the transform of the temperature and inverting the transform by the inversion formula (13-102a). We obtain

$$
\begin{equation*}
T(r, t)=\int_{\beta=0}^{\infty} \frac{\beta}{N(\beta)} R_{0}(\beta, r) e^{-\alpha \beta=t}\left[\widetilde{F}(\beta)+\int_{t=0}^{\infty} e^{\alpha \beta 2 t^{\prime}} A\left(\beta, t^{\prime}\right) d t^{\prime}\right] d \beta \tag{13-103a}
\end{equation*}
$$

where

$$
\begin{align*}
& A\left(\beta, t^{\prime}\right)=\frac{\alpha}{k} g\left(\beta, t^{\prime}\right)+\left.\alpha a \frac{R_{0}(\beta, r)}{k_{1}}\right|_{r=a} f_{1}\left(t^{\prime}\right)  \tag{13-103b}\\
& \bar{F}(\beta)=\int_{r^{\prime}=a}^{\infty} \cdot r^{\prime} R_{0}\left(\beta, r^{\prime}\right) F\left(r^{\prime}\right) d r^{\prime}  \tag{13-103c}\\
& \bar{g}\left(\beta, t^{\prime}\right)=\int_{r^{\prime}=a}^{\infty} r^{\prime} R_{0}\left(\beta, r^{\prime}\right) g\left(r^{\prime}, t^{\prime}\right) d r^{\prime} \tag{13-103d}
\end{align*}
$$

## Problems in ( $r, \phi, t$ ) Variables

When the partial derivatives with respect to the $r$ and $\phi$ variables are to be removed from the heat conduction equation, the order of integral transformation is important. It should be applied first with respect to the $\phi$ variable and then to the $r$ variable. Therefore, we need the integral-transform pair that will remove from the differential equation the partial derivative with respect to the $\phi$ variable, that is $c^{2} T / \imath \phi^{2}$. The ranges of the $\phi$ variable in the cylindrical coordinate system include $0 \leqslant \phi \leqslant 2 \pi$ as in the case of problems of full cylinder and $0 \leqslant \phi \leqslant \phi_{0}$, for $\phi_{0}<2 \pi$, as in the case of problems of a portion of the cylinder. The integral transform pairs for each of these two situations are different. Therefore, we first develop the integral-transform pairs with respect to the $\phi$ variable for thesc two cases and then present its application in the solution of heat eonduction problems.

Transform Pair for $0 \leqslant \phi \leqslant 2 \pi$. In this casc since the region in the $\phi$ variable is a full circle, no boundary conditions are specified in $\phi$ except the requirement that the function should be cyclic with a period of $2 \pi$. The appropriate eigenvalue problem in $\phi$ is given by equation (3-52a) and the representation of a function in the interval $0 \leqslant \phi \leqslant 2 \pi$ in terms of the eigenfunctions of this eigenvalue problem is given by equation (3-5Sb). Therefore, the integral-transform pair with respect to the $\phi$ variable for the function $T(r, \phi, t)$ is obtained by splitting up the representation (3-55b) into two parts as

Inversion formula:
$T(r, \phi, t)=\frac{1}{\pi} \sum_{v} \bar{T}(r, r, t)$
Integral transform: $\bar{T}\left(r, v^{\prime}, t\right)=\int_{\phi=0}^{2 \pi} \cos r\left(\phi-\phi^{\prime}\right) T\left(r, \phi^{\prime}, t\right) d \phi^{\prime}$
where $r=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $1=0$
Transform Pair for $0 \leqslant \phi \leqslant \phi_{0}\left(\phi_{0}<2 \pi\right)$. The region being a portion of a circle, boundary conditions are needed at $\phi=0$ and $\phi=\phi_{0}$. Here, we consider bound-
ary conditions of the first and second kind only. For example, for boundary conditions of the first kind at both boundaries, $\phi=0$ and $\phi=\phi_{0}$; the eigenvalue problem for the $\phi$ variable is given by

$$
\begin{align*}
& \frac{d^{2} \Phi(\phi)}{d \phi^{2}}+r^{2} \Phi(\phi)=0 \quad \text { in } \quad 0<\phi<\phi_{0}(<2 \pi) \quad(13-105 \mathrm{a}) \\
& \Phi(\phi)=0 \quad \text { at } \quad \phi=0 \\
& \Phi(\phi)=0 \quad \text { at } \quad \phi=\phi_{0} \tag{13-105c}
\end{align*}
$$

which is exactly of the same form as that given by equations (2-32) for the one-dimensional finite region $0 \leqslant x \leqslant L$ in the rectangular coordinate system. Therefore, the integral-transform pair in the $\phi$ variable for the function $T(r, \phi, t)$, defined in the interval $0 \leqslant \phi \leqslant \phi_{0}$, is taken as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, \phi, t)=\sum_{v} \frac{\Phi(v, \phi)}{N(v)} \bar{T}(r, v, t) \\
\text { Integral transform: } & \bar{T}(r, v, t)=\int_{\phi=0}^{\phi \prime \prime}(1)\left(v, \phi^{\prime}\right) T\left(r, \phi^{\prime}, t\right) d \phi^{\prime} \tag{1.3-106b}
\end{array}
$$

where

$$
\begin{equation*}
N(v)=\int_{0}^{\phi_{0}}[\Phi(v, \phi)]^{2} d \phi \tag{13-106c}
\end{equation*}
$$

For any combination of boundary conditions of the first and second kind, the functions $\Phi(r, \phi), N(r)$ and the eigenvalues $v$ are obtainable from Table 2-2, by appropriate change in the notation.
Having established the integral-transform pairs needed for the removal of the differential operator $\lambda^{2} T / \delta \phi^{2}$ from the heat conduction equation, we now proceed to the solution of heat conduction problems involving $(r, \phi, t)$ variables.

Problems of Region $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$. We consider the following timedependent heat conduction problem for a solid cylinder of radius $r=b$, in which temperature varies both $r$ and $\phi$ variables:

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{g(r, \phi, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \phi, t)}{\partial t}
$$

$$
\begin{equation*}
\text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \phi \leqslant 2 \pi, \quad t>0 \tag{13-107a}
\end{equation*}
$$

$k_{2} \frac{\partial T}{\partial r}+h_{2} T=f_{2}(\phi, t)$
at $r=b$,
$t>0$
(13-107b)
$(13-107 c)$
$7(r, \phi, t)=F(r, \phi)$
for $t=0$,
in the region

This problem is now solved by successive application of the integral transforms with respect to the $\phi$ and $r$ variables.

The integral-transform pair in the $\psi$ variathe for the function $T(r, \phi, n$ is given by equation (13-104). Hence we have

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, \phi, t)=\frac{1}{\pi} \sum_{v} \bar{T}(r, v, t) \\
\ddots &  \tag{13-108b}\\
\text { Integral transform: } & \bar{T}(r, v, t)=\int_{\phi^{\prime}=0}^{2 \pi} \cos v\left(\phi-\phi^{\prime}\right) T\left(r, \phi^{\prime}, t\right) d \phi^{\prime}
\end{array}
$$

where $v=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $v=0$. The integral transform of the system (13-107) by the application of the transform (13-108b) yields (see note 5 at the end of this chapter for the details)

$k_{2} \frac{\partial \widetilde{T}}{\partial r}+h_{2} \bar{T}=\vec{f}_{2}(v, t)$
at $\quad r=b, \quad t>0 \quad(13-109 \mathrm{~b})$
$\bar{T}(r, v, t)=\bar{F}(r, v)$
for $\quad t=0$,
in $0 \leqslant r \leqslant b$
(13-109c)
where the bar denotes the integral trans (orm with respect to the $\phi$ variable.
The integral-transform pair in the $r$ variable for the function $\bar{T}(r, v, r)$ is obtainable according to the representation (3-22). We find

$$
\begin{array}{ll}
\text { Inversion formula: } & \bar{T}(r, v, t)=\sum_{m=1}^{x} \frac{R_{v}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} \tilde{\tilde{T}}\left(\beta_{m}, v, t\right) \\
\text { Integral transform: } & \tilde{T}\left(\beta_{m, v}, t\right)=\int_{0}^{b} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) \gamma^{\prime}\left(r^{\prime}, r^{\prime}, t\right) d r^{\prime} \tag{13-110b}
\end{array}
$$

Here, the tilde denotes the integral transform with respect to the $r$ variable. $R_{v}\left(\beta_{m}, r\right)$ and $\beta_{m}$ are the eigenfunctions and eigenvalues associated with the eigenvalue problem given by equations (3-18). The functions $R_{v}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtainable from Table 3-1 for the three different boundary conditions at $r=b$.

The integral transform of the system (13-109) by the application of the transform (13-110b) yields (see note 6 at the end of this chapter for the details)

$$
\begin{align*}
& d \tilde{\tilde{T}}+\alpha \beta_{m}^{2} \tilde{\bar{T}}\left(\beta_{m}, v, t\right)={ }_{k}^{\alpha} \overline{\bar{j}}\left(\beta_{m},{ }^{1}, t\right)+\left.\alpha b \underset{k_{2}}{R_{r}\left(\beta_{m}, r\right)}\right|_{r=b} \cdot \bar{f}_{2}(1, t) \quad(13-1 \mid 1 a) \\
& \tilde{\bar{T}}\left(\beta_{m}, v, t\right)=\tilde{\bar{F}}\left(\beta_{m}, v\right) \quad \text { (or } \quad t=0 \tag{13-111b}
\end{align*}
$$

Equation (13-111) is solved for $\bar{T}\left(\beta_{m}, v, t\right)$ and the resulting double Iransiorm is successively inverted by the inversion formulas (13-110a) and (13-108a). Then, the solution of the problem (13-107) becomes

$$
\begin{equation*}
T(r, \phi, t)=\frac{1}{\pi} \sum_{v} \sum_{m=1}^{x} \frac{R_{v}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} \cdot e^{-\alpha \rho_{m}^{2}} \cdot\left[\tilde{\tilde{F}}\left(\beta_{m}, v\right)+\int_{t^{\prime}=0}^{t} e^{x \rho_{m}^{2} r^{\prime}} A\left(\beta_{m}, v, t^{\prime}\right) d t^{\prime}\right] \tag{13-112a}
\end{equation*}
$$

where $v=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $v=0$

$$
\begin{align*}
& A\left(\beta_{m}, v, t^{\prime}\right)=\frac{\alpha}{k} \bar{g}\left(\beta_{m}, v, t^{\prime}\right)+\left.\alpha b \frac{R_{v}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} \bar{f}_{2}\left(v, t^{\prime}\right) \\
& \bar{f}(v, t)=\int_{\phi^{\prime}=0}^{2 \pi} f_{2}\left(\phi^{\prime}, t\right) \cos v\left(\phi-\phi^{\prime}\right) d \phi^{\prime}  \tag{13-112c}\\
& \overline{\bar{F}}\left(\beta_{m}, v\right)=\int_{r^{\prime}=0}^{b} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d r^{\prime} \\
&(13-112 \mathrm{c}) \\
& \overline{\bar{g}}\left(\beta_{m}, v, t^{\prime}\right)=\int_{r^{\prime}=0}^{b} \int_{\phi^{\prime}=0}^{2 \pi} R_{v}\left(\beta_{m}, r^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) g\left(r^{\prime}, \phi^{\prime}, t^{\prime}\right) d \phi^{\prime} d r^{\prime}
\end{align*}
$$

and the functions $R_{v}\left(\beta_{m} r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtainable from Table 3-1.

For a boundary condition of the first kind at $r=b$, the following changes should be made in equation (3-112b).

When $k_{2}=0$, replace
 by $\left.\begin{array}{cc}\mid & d R_{v}\left(\beta_{\pi v} r\right) \\ h_{2} & d r\end{array} \right\rvert\,$

Problems of Region $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$. The extension of the above analysis for solid cylinder to the solution of time-dependent heat conduction problem of a hollow cylinder $a \leqslant r \leqslant b$, in which temperature varies with both $r$ and $\phi$ variables is a straightforward matter. Clearly, the heat conduction problem (13-107) will involve an additional boundary condition at $r=a$. The delinition
of the integral-transform pair (13-108) remains the same, but that of (13-110) is modified by changing the lower limit of the integration to $r=a$; then the functions $R_{v}\left(\beta_{m} r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are to be obtained from Table 3-3. As a result, the solution (3-112) will include an additional term in the definition of $A\left(\beta_{m}, v, t^{\prime}\right)$ for the effects of the boundary condition at $r=a$ and the lower limit of the integrations with respect to $r^{\prime}$ will be $r^{\prime}=a$.

Problems of Region $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}(<2 \pi)$. We now consider the solution by the integral-transform technique of the following time-dependent heat conduction problem for a portion of a solid cylinder of radius $r=b$, in the region $0 \leqslant \phi \leqslant \phi_{0}(<2 \pi)$

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{g(r, \phi, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \phi, t)}{\partial t}
$$

in $\quad 0 \leqslant r<b, \quad 0<\phi<\phi_{0}, \quad t>0$
$T=0$
at $\quad \phi=0, \quad t>0$
$T=0$
at $\quad \phi=\phi_{0}, \quad t>0$
$\left.k_{4} \frac{\partial T}{\partial r}+h_{4}\right]^{\prime}=f_{4}(\phi, t)$
at $\quad r=b, \quad t>0$
$T(r, \phi, t)=F(r, \phi)$
for $\quad t=0$. in the region
The integral transform pair in the $\phi$ variable for the function $T(r, \phi, t)$ is obtained from equations (13-106) as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, \phi, t)=\sum_{v} \frac{\Phi(v, \phi)}{N\left(r^{\prime}\right)} \bar{T}(r, v, t) \\
\text { Integral transform: } & \bar{T}(r, v, t)=\int_{0}^{\phi_{n}} \Phi\left(r, \phi^{\prime}\right) T\left(r, \phi^{\prime}, t\right) d \phi^{\prime} \tag{13-114b}
\end{array}
$$

where the functions $\Phi(r, \phi), N(v)$ and the eigenvalues $v$ are obtainable from Table 2-2 by appropriate change of the notation (i.e., $L \rightarrow \phi_{0}, \beta_{m} \rightarrow r_{,}, x \rightarrow \phi$ ). We note that the eigenvalues $v$ for this case are not integers, but are determined according to the transcendental equations given in Table 2-2.

The integral transform of the system (13-113) by the application of the transform (13-114b) yields

$$
\begin{array}{lll}
\frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}-\frac{v^{2}}{r^{2}} \bar{T}+\frac{1}{k} \bar{g}(r, v, t)=\frac{1}{\alpha} \frac{\partial \bar{T}(r, v, t)}{\partial t} \\
k_{4} \frac{\partial \bar{T}}{\partial r}+h_{4} \bar{T}=\bar{f}_{4}(v, t) & \text { in } \quad 0 \leqslant r<b, \quad t>0 \\
\bar{T}(r, v, t)=\bar{F}(r, v) & \text { at } \quad r=b, \quad t>0 & (13-115 \mathrm{~b}) \\
& \text { for } \quad t=0, & \text { in } \quad 0 \leqslant r \leqslant b
\end{array} \quad(13-115 \mathrm{c})
$$

where the bar denotes the integral transform of the function with respect to the $\phi$ variable.

The integral-transform pair in the $r$ variable for the function $\bar{T}(r, v, t)$ is immediately obtained from the transform pair (13-110) as

$$
\begin{array}{ll}
\text { Inversion formula: } & \bar{T}(r, v, t)=\sum_{m=1}^{\infty} \frac{R_{v}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} \tilde{T}\left(\beta_{m}, v, t\right) \\
\text { Integral transform: } & \tilde{T}\left(\beta_{m}, v, t\right)=\int_{0}^{b} r^{\prime} R_{v}\left(\beta_{m}, r^{\prime}\right) \bar{T}\left(r^{\prime}, v, t\right) d r^{\prime} \tag{13-116b}
\end{array}
$$

where the tilde denotes the integral transform with respect to the $r$ variable. The functions $R_{v}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtainable from Table 3-1.

The integral transform of the system (13-115) by the application of the transform (13-116b) yields (i.e., the procedure is similar to that described in note 6 at the end of this chapter)

$$
\begin{array}{lll}
\frac{d \tilde{\bar{T}}}{d t}+\alpha \beta_{m}^{2} \tilde{\bar{T}}\left(\beta_{m}, v, t\right)=A\left(\beta_{m}, v, t\right) & \text { for } & t>0 \\
\tilde{T}\left(\beta_{m}, v, t\right)=\tilde{\tilde{F}}\left(\beta_{m}, v\right) & \text { for } & t=0 \tag{13-117b}
\end{array}
$$

where

$$
\begin{equation*}
A\left(\beta_{m}, v, t\right)=\frac{\alpha}{k} \tilde{\bar{g}}\left(\beta_{m}, v, t\right)+\left.\alpha b \frac{R_{v}\left(\beta_{m}, r\right)}{k_{4}}\right|_{r=b} \cdot \bar{f}_{4}(v, t) \tag{13-118}
\end{equation*}
$$

Equation (13-117) is solved for $\tilde{T}\left(\beta_{m}, v, t\right)$, the resulting double transform of the temperature is successively inverted by the inversion formulas (13-116a) and (13-114a). Then, the solution of the problem (13-113) becomes
$T(r, \phi, t)=\sum_{\nu} \sum_{m=1}^{\infty} \frac{\Phi(\nu, \phi) R_{v}\left(\beta_{m}, r\right)}{N(\nu) N\left(\beta_{m}\right)} e^{-\alpha \dot{\beta}_{m}^{2} \cdot} \cdot\left[\tilde{F}\left(\beta_{m}, \nu\right)+\int_{i^{\prime}=0}^{r} e^{\alpha \beta_{m}^{2} r^{\prime}} A\left(\beta_{m}, v, t^{\prime}\right) d t^{\prime}\right]$
where $A\left(\mu_{m}, v, t^{\prime}\right)$ is defined by equations (13-118) and $\overline{\bar{F}}, \tilde{\tilde{g}}$ are the double transforms:
$\tilde{H}\left(\beta_{m}, v\right)=\int_{r^{\prime}=0}^{b} \int_{\phi^{\prime}=0}^{\phi_{0}} r^{\prime} R\left(\beta_{m}, r^{\prime}\right) \Phi\left(v, \phi^{\prime}\right) H\left(r^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d r^{\prime}, \quad$ and $\quad H \equiv F \quad$ or $g$

The bar denotes the integral transform with respect to the $\phi$ variable and the tilde the integral transform with respect to the $r$ variable as defined by equations (13-114b) and (13-116b), respectively.

For a boundary condition of the first kind at any of these boundaries, the usual replacements should be made in the definition of $A\left(\beta_{m}, v, t\right)$ given by equation (13-118:i).

Problems of Region $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}\left(\phi_{0}<2 \pi\right)$. The extension of the above solution to the problem of time-dependent heat conduction in a hollow cylinder $a \leqslant r \leqslant b$, confined to a region $0 \leqslant \phi \leqslant \phi_{0}(<2 \pi)$ is a straight-forward matter. The heat conduction problem (13-113) will include an additional boundary condition at $r=a$. The definition of the integral transform pair (13-114) remains the same, but that of given by equations (13-116) is modified by changing the lower limit of the integration to $r=a$; then, the function $R_{v}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$ and the eigenvalues $\beta_{m}$ are obtained from Table 3-3.

Problems of Region $0 \leqslant r<\infty, 0 \leqslant \phi \leqslant 2 \pi$. We now consider the solution of the following time dependent heat conduction problem for an infinite medium in which temperature varies with both $r$ and $\phi$ variables.
$\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{g(r, \phi, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \phi, t)}{\partial t}$

$$
\begin{equation*}
\text { in } \quad 0 \leqslant r<\infty, \quad 0 \leqslant \phi \leqslant 2 \pi, \quad t>0 \tag{13-121a}
\end{equation*}
$$

$T(r, \phi, t)=F(r, \phi) \quad$ for $\quad t=0, \quad$ in the region

The integral-transform pair in the $\phi$ variable for the function $T(r, \phi, t)$ is given by equation (13-104); hence we have

$$
\begin{array}{ll}
\text { Inversion formula: } & \bar{T}(r, \phi, t)=\frac{1}{\pi} \sum_{v} \bar{T}(r, v, t) \\
\text { Integral transform: } & \bar{T}(r, v, t)=\int_{\psi^{\prime}=0}^{2 \pi} \cos v\left(\phi-\phi^{\prime}\right) T\left(r, \phi^{\prime}, t\right) d \phi^{\prime} \tag{13-122b}
\end{array}
$$

where $\nu=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $\nu=0$. The integral transform of the system (13-121) by the application of the transform (13-122b) yields

$$
\begin{align*}
& \frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}-\frac{v^{2}}{r^{2}} \bar{T}+\frac{\bar{g}(r, v, t)}{k}=\frac{1}{\alpha} \frac{\partial \bar{T}(r, v, t)}{\partial t} \\
& \text { in } \quad 0 \leqslant r<\infty, \quad t>0  \tag{13-123a}\\
& \bar{T}(r, v, t)=\bar{F}(r, v) \quad \text { for } \quad t=0, \quad \text { in } \quad 0 \leqslant r<\infty \tag{13-123b}
\end{align*}
$$

where the bar denotes the integral transform with respect to the $\phi$ variable.
The integral-transform pair in the $r$ variable for the function $\bar{T}(r, v, t)$ is constructed according to the representation (3-38). We find

$$
\begin{array}{ll}
\text { Inversion formula: } & \bar{T}(r, v, t)=\int_{\rho=0}^{\infty} \beta J_{v}(\beta r) \tilde{T}(\beta, v, t) d \beta \\
\text { Integral transform: } & \tilde{T}(\beta, v, t)=\int_{r^{\prime}=0}^{\infty} r^{\prime} J_{v}\left(\beta r^{\prime}\right) \bar{T}\left(r^{\prime}, v, t\right) d r^{\prime} \tag{13-124b}
\end{array}
$$

where tilde denotes the integral transform with respect to the $r$ variable and the eigenvalue problem associated whth this transform pair is given by equations (3-35).

The integral transform of the system (13-123) by the application of the transform (13-124b) gives

$$
\begin{array}{lll}
\frac{d \tilde{\bar{T}}}{d t}+\alpha \beta^{2} \tilde{\bar{T}}(\beta, v, t)=\frac{\alpha}{k} \tilde{\bar{g}}(\beta, v, t) & \text { lor } & t>0 \\
\tilde{\bar{T}}(\beta, v, t)=\tilde{\tilde{F}}(\beta, v) & \text { for } & t=0 \tag{13-125b}
\end{array}
$$

Equation (13-125) is solved for $\tilde{\widetilde{T}}(\beta, v, t)$ and the resulting double transform is successively inverted by the inversion formulas (13-124a) and (13-122a). Then the
solution of the problem (13-121) becomes

$$
\begin{equation*}
T(r, \phi, t)=\frac{1}{\pi} \sum_{v} \int_{\beta=0}^{\infty} \beta J_{v}(\beta r) e^{-\alpha \beta^{2}}\left[\tilde{\bar{F}}(\beta, v)+\frac{\alpha}{k} \int_{t^{\prime}=0}^{t} e^{\alpha \beta^{2} t} \cdot \overline{\tilde{g}}\left(\beta, v, t^{\prime}\right) d t^{\prime}\right] d \beta \tag{13-126a}
\end{equation*}
$$

where $r=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $r=0$

$$
\begin{gather*}
\tilde{F}(\beta, r)=\int_{r^{\prime}=0}^{\infty} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} J_{\nu}\left(\beta r^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d r^{\prime}  \tag{13-126b}\\
\tilde{\tilde{\theta}}\left(\beta, v^{\prime}, t^{\prime}\right)=\int_{r^{\prime}=0}^{x} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} J_{v}\left(\beta r^{\prime}\right) \cos v\left(\phi-\phi^{\prime}\right) g\left(r^{\prime}, \phi^{\prime}, t^{\prime}\right) d \phi^{\prime} d r^{\prime} \tag{13-126c}
\end{gather*}
$$

Introducing equations (13-126b,c) into equation (13-126a) and changing the order of integrations we obtain

$$
\begin{align*}
T(r, \phi, t)= & \frac{1}{\pi} \sum_{v} \int_{r^{\prime}=0}^{\infty} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} \cos v\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) \\
& \cdot\left[\int_{\mu=0}^{\alpha} e^{-a \beta^{2} t} \beta J_{v}(\beta r) J_{v}\left(\beta r^{\prime}\right) d \beta\right] d \phi^{\prime} d r^{\prime} \\
& +\frac{1}{\pi} \frac{\alpha}{k} \sum_{v} \int_{r^{\prime}=0}^{\infty} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} \cos v\left(\phi-\phi^{\prime}\right) g\left(r^{\prime}, \phi^{\prime}, t^{\prime}\right) \\
& \cdot\left[\int_{\rho=0}^{\infty} e^{-a \beta^{2}\left(t-t^{\prime}\right)} \beta J_{v}\left(\beta r^{\prime}\right) J_{v}\left(\beta r^{\prime}\right) d \beta\right] d t^{\prime} d \phi^{\prime} d r^{\prime} \tag{13-127}
\end{align*}
$$

The terms inside the brackets can be evaluated by utilizing the expression (13-99). Then the solution (13-127) becomes

$$
\begin{align*}
T(r, \phi, t)= & \frac{1}{2 \pi \alpha t} \sum_{\mathrm{v}} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime} \cos \mathrm{v}\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \phi^{\prime}\right) \\
& \cdot \exp \left[\begin{array}{c}
r^{2}+r^{\prime 2} \\
-- \\
4 \alpha t
\end{array}\right] I_{v}\binom{r r^{\prime}}{2 \alpha t} d \phi^{\prime} d r^{\prime} \\
& +\frac{1}{2 \pi k} \sum_{v}^{\infty} \int_{r^{\prime}=0}^{\infty} \int_{\phi^{\prime}=0}^{2 \pi} \int_{t^{\prime}=0}^{t} \frac{r^{\prime}}{t-t^{\prime}} \cos v\left(\phi-\phi^{\prime}\right) g\left(r^{\prime}, \phi^{\prime}, t^{\prime}\right) \\
& \cdot \exp \left[-\frac{r^{2}+r^{\prime 2}}{4 \alpha\left(t-t^{\prime}\right)}\right] I_{v}\left(\frac{r r^{\prime}}{2 \alpha\left(t-t^{\prime}\right)}\right) d t^{\prime} d \phi^{\prime} d r^{\prime} \tag{13-128}
\end{align*}
$$

where $v=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $v=0$. Several special cases are obtainable from this solution.

## Problems in $(r, z, t)$ Variables

The solution of time-dependent heat conduction problems in the $(r, z)$ variables with the integral-transform technique is now a straightforward matter. The integral-transform pairs with respect to the $r$ variable are the same as those developed in this section for the problems having azimuthal symmetry and those with respect to the $z$ variable are the same as those for the rectangular coordinate system. Also, the order of integral transformation with respect to the $r$ and $=$ variables is immaterial. We illustrate this matter with the following example.

## Example 13-6

Consider the solution of the following heat conduction problem for a solid cylinder of radius $r=b$ and height $z=L$ :

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{\partial^{2} T}{\partial z^{2}}+\frac{g(r, z, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, z, t)}{\partial t}
$$

$$
\begin{equation*}
\text { in } \quad 0 \leqslant r<b, \quad 0<z<L, \quad t>0 \tag{13-129a}
\end{equation*}
$$

$T(r, z, t)=0$
on all boundaries,
$t>0$
$T(r, z, t)=F(r, z)$
for $\quad t=0$,
in the region
Solution. The integral transform pair for the removal of partial derivatives with respect to the $r$ variable in the region $0 \leqslant r \leqslant b$ is the same as that given by equations (13-87). Hence the transform pair with respect to the $r$ variable for the function $T(r, z, t)$ is

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, z, t)=\sum_{m=1}^{\infty} \frac{R_{0}\left(\beta_{m}, r\right)}{N\left(\beta_{m}\right)} \bar{T}\left(\beta_{m}, z, t\right) \\
\text { Integral transform: } & \bar{T}\left(\beta_{m}, z, t\right)=\int_{r^{\prime}=0}^{b} r^{\prime} R_{0}\left(\beta_{m}, r^{\prime}\right) T\left(r^{\prime}, z, t\right) \tag{13-130b}
\end{array}
$$

where $R_{0}\left(\beta_{m}, r\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtainable from Table 3-1 by setting $v=0$ and the bar denotes transform with respect to the $r$ variabie. The integral transform of the system (13-129) by the application of the transform (13-130b) yields

$$
\begin{array}{llll}
-\beta_{m}^{2} \bar{T}\left(\beta_{m}, z, t\right)+\frac{\partial^{2} \bar{T}}{\partial z^{2}}+\frac{\bar{g}\left(\beta_{m}, z, t\right)}{k}=\frac{1}{\alpha} \frac{\partial \bar{T}\left(\beta_{m}, z, t\right)}{\partial t} \\
& \text { in } & 0<z<L, \quad t>0 \\
\bar{T}\left(\beta_{m}, z, t\right)=0 & \text { at } & z=0, & z=L \text { for } t>0 \\
\bar{T}\left(\beta_{m}, z, t\right)=\bar{F}\left(\beta_{m}, z\right) & \text { for } & t=0, & \text { in } \quad 0<z<L \tag{13-131c}
\end{array}
$$

The integral-transform pair with respect to the 2 variable in the region $0 \leqslant 2 \leqslant L$ is obtained from equations (13-27) as

Inversion formula: $\quad \bar{T}\left(\beta_{m}, z, t\right)=\sum_{p=1}^{\infty} \frac{Z\left(\eta_{p}, z\right)}{N\left(\eta_{p}\right)} \overline{\tilde{T}}\left(\beta_{m}, \eta_{p}, t\right)$
Integral transform:

$$
\begin{equation*}
\tilde{\bar{T}}\left(\beta_{m}, \eta_{p}, l\right)=\int_{z^{\prime} \ldots n}^{L} Z\left(\eta_{r}, z^{\prime}\right) \bar{T}\left(\beta_{m}, z^{\prime}, r\right) d z^{\prime} \tag{13-132a}
\end{equation*}
$$

where $Z\left(\eta_{p},=\right), N\left(\eta_{p}\right)$, and $\eta_{p}$ are obtainable from Table 2-2, and the tilde denotes the integral transform with respect to the $z$ variable. The integral transform of the system (13-131) by the application of the transform (13-132b) is

$$
\begin{array}{ll}
\frac{d \tilde{\tilde{T}}}{d t}+\alpha\left(\beta_{m}^{2}+\eta_{p}^{2} \tilde{\bar{T}}\left(\beta_{m}, \eta_{p}, t\right)=\frac{\alpha}{k} \tilde{\tilde{g}}\left(\beta_{m}, \eta_{p}, t\right)\right. & t>0 \\
\tilde{T}\left(\beta_{m}, \eta_{p}, t\right)=\tilde{\tilde{F}}\left(\beta_{m}, \eta_{p}\right) & t=0 \tag{13-1336}
\end{array}
$$

$$
\underset{o r}{\widetilde{T}(\beta)}
$$

Equations (13-133) are solved for $\widetilde{\widetilde{T}}\left(\beta_{m}, \eta_{p}, t\right)$ and the resulting double transform is successively inverted by the inversion formulas (13-132a) and (13-130a). Then the solution of the problem (13-129) becomes

$$
\begin{align*}
T(r, z, t)= & \sum_{m=1}^{\infty} \sum_{p=1}^{x} \frac{R_{0}\left(\beta_{m}, r\right) Z\left(\eta_{p}, z\right)}{N\left(\beta_{m}\right) N\left(\eta_{p}\right)} e^{-x\left(\beta_{m}^{2}+\eta_{p}^{2}\right) t} \\
& \cdot\left[\tilde{\bar{F}}\left(\beta_{m}, \eta_{p}\right)+\frac{\alpha}{k} \int_{t^{\prime}=0}^{t} e^{\left.\alpha\left(\beta_{m}^{2}+\eta_{p}^{2}\right) r^{\prime} \tilde{\tilde{g}}\left(\beta_{m}, \eta_{p}, t^{\prime}\right) d t^{\prime}\right]}\right. \tag{13-134a}
\end{align*}
$$

where the double transforms are defined as

$$
\begin{equation*}
\tilde{\tilde{H}}=\int_{z^{\prime}=0}^{L} \int_{r^{\prime}=0}^{b} r^{\prime} R_{0}\left(\beta_{w} r^{\prime}\right) Z\left(\eta_{p} z^{\prime}\right) H d r^{\prime} d z^{\prime}, \quad H \equiv F \text { or } g \tag{13-134b}
\end{equation*}
$$

From Table 3-1, case 3, for $v=0$ we have

$$
R_{0}\left(\beta_{m}, r\right)=J_{0}\left(\beta_{m} r\right), \quad \stackrel{1}{N\left(\beta_{m}\right)}=\frac{2}{b^{2} \cdot J_{0}^{\prime 2}\left(\beta_{m} b\right)}=\begin{gathered}
2 \\
b^{2} J_{1}^{2}\left(\beta_{m} b\right)
\end{gathered}
$$

and the $\beta_{m}$ values are the roots of $J_{0}\left(\beta_{m} b\right)=0$. From Table 2-2, case 9 we have

$$
Z\left(\eta_{p}, z\right)=\sin \eta_{p} z, \quad \frac{1}{N\left(\eta_{p}\right)}=\frac{2}{L}
$$

and the $\eta_{p}$ values are the roots of $\sin \eta_{p} L=0$.

## Problems in ( $r, \phi, z, t$ ) Variables

The solution of heat conduction problems in $(r, \phi, z, t)$ variables is readily handled with the integral-transform technique. The basic steps in the analysis are summarized below.

1. The partial derivative with respect to the $z$ variable is removed by the application of transform in the $z$ variable. The appropriate transform pairs are the same as those given for the rectangular coordinate system.
2. The partial derivative with respeet to the $\phi$ variable is removed by the application of transform in the $\phi$ variable. If the range of $\phi$ is $0 \leqslant \phi \leqslant 2 \pi$, the transform pair is given by equations ( $13-104$ ). If the range of $\phi$ is $0 \leqslant \phi \leqslant \phi_{0}$, $\left(\phi_{0} \leqslant 2 \pi\right)$, the transform pair is given by equations (13-106) for boundary conditions of the first and the second kinds.
3. The partial derivatives with respect to the $r$ variable are removed by the application of transform in the $r$ variable. The transform pair to be used depends on the range of the $r$ variable, that is, $0 \leqslant r \leqslant b, a \leqslant r \leqslant b, 0 \leqslant r<\infty$. For example, the transform pair is as given by equations (13-110) for $0 \leqslant r \leqslant b$ or given by equations (13-124) for $0 \leqslant r<\infty$.
4. The resulting ordinary differential equation with respect to the time variable is solved subject to the triple transformed initial condition. The triple transform of temperature obtained in this manner is successively inverted with respect to the $r, \phi$, and $z$ variables to oblain the solution for $T(r, \phi, z, t)$.

## 13-4 APPLICATIONS IN THE SPHERICAL COORDINATE SYSTEM

To solve heat conduction problems in the spherical coordinate system with the integral-transform technique, appropriate integral-transform pairs are needed in the $r, \mu$, and $\phi$ variables. In this section we develop such integral-transform pairs and illustrate their application to the solution of heat conduction problems involving $(r, t),(r, \mu, t)$ and $(r, \mu, \phi, t)$ variables.

## Problems in ( $r, t$ ) Variables

The lime-dependent heat conduction problems involving only the $r$ variable cian be transformed into a one-dimensional, time-dependent heat conduction problem in the rectangular coordinate system by defining a new variable $U(r, t)=r T(r, t)$ as discussed in Section 4-4. The resulting heat conduction problem in the rectangular coordinate system is readily solved with the integral-transform technique as described previously. Therefore, the solution of the problems in $(r, t)$ variables is not considered here any further.

## Problems in $(r, \mu, t)$ Variables

The differential equation of heat conduction in the $(r, \mu, t)$ variables is taken in the form

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{g(r, \mu, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \mu, t)}{\partial t} \tag{13-135}
\end{equation*}
$$

- By deming at lew variable $1(r, \mu, t)$ as

$$
\begin{equation*}
V(r, \mu, t)=r^{1 / 2} T(r, \mu, t) \tag{13-136}
\end{equation*}
$$

Equation (1.3-1.35) is transformed into

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]+\frac{r^{1 / 2} g}{k}=\frac{1}{\alpha} \frac{\partial V}{\partial t} \tag{13-137}
\end{equation*}
$$

where $g \equiv g(r, \mu, t)$ and $V \equiv V(r, \mu, t)$.
The partial derivatives with respect to the space variables can be removed from this equation by the successive application of integral transforms with respect to the $\mu$ and $r$ variables. The order of transformation is important in this case; it is applied first to the $\mu$ variable and then to the $r$ variable. Then we need to develop the integral-transform pairs only with respect to the $\mu$ variable for the following eatses: The range of $\mu$ variable is $-1 \leqslant \mu \leqslant 1$ as in the case of the fitl sphere; 0 ) $\mu \leqslant 1$ as in the case of the hemisphere.

Transform Pair for $-1 \leqslant \mu \leqslant 1$. This case corresponds to the full sphere. Therefore, no boundary conditions are specified in the $\mu$ variable except the requirement that the function should remain finite at $\mu= \pm 1$. The integral-transform pair in the $\mu$ variable for the function $V(r, \mu, t)$ is constructed by considering the representation of this function in a form similar to that given by equation (4-35) and then splitting up the representation into two parts. We find

$$
\begin{array}{ll}
\text { Inversion formula: } & V(r, \mu, t)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} P_{n}(\mu) \bar{V}(r, n, t) \\
\text { Integral transform: } & \bar{V}(r, \mu, t)=\int_{\mu^{\prime}=-1}^{1} P_{n}\left(\mu^{\prime}\right) V\left(r, \mu^{\prime}, t\right) d \mu^{\prime} \tag{13-138b}
\end{array}
$$

where $P_{n}(\mu)$ is the Legendre polynomial and $n=0,1,2,3 \ldots$.
Transform Pair for $0 \leqslant \mu \leqslant 1$. This case corresponds to the hemisphere. The integral transform pair is determined by spliting up the expansion (4-51) as

$$
\begin{array}{ll}
\text { Inversion formula: } & V(r, \mu, t)=\sum_{n}(2 n+1) P_{n}(m) \bar{V}(r, n, t) \quad(13-139 \mathrm{a}) \\
\hline \text { Integral transform: } & \bar{V}(r, n, t)=\int_{n}^{1} \quad P_{n}\left(\mu^{\prime}\right) V\left(r, \mu^{\prime}, t\right) d \mu^{\prime} \quad(13-139 \mathrm{~b})
\end{array}
$$

where the values of $n$ are $n=1,3,5, \ldots$ (i.e., odd integers) for boundary condition of the first kind at $\mu=0$, and $n=0,2,4, \ldots$ (i.e., even integers) for boundary condition of the second kind at $\mu=0$.

- Example 13-7

We consider the solution of the following time-dependent heat conduction problem for a solid sphere of radius $r=h$ :

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{g(r, \mu, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \mu, t)}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad-1 \leqslant \mu \leqslant 1 \quad t>0  \tag{13-140}\\
& T(r, \mu, t)=0  \tag{13-141a}\\
& \text { at } r=b \text {, } \\
& t>0 \\
& T(r, \mu, t)=F(r, \mu) \\
& \text { for } t=0 \text {, in the region }
\end{align*}
$$

Solution. Here we considered a homogeneous boundary condition of the first kind for simplicity in the analysis; the analysis for boundary condition of the third kind is performed in a similar manner.

A now dependent variable $V(r, \mu, t)$ is defince as

$$
\begin{equation*}
V(r, \mu, t)=r^{1 / 2} T(r, \mu, t) \tag{13-142}
\end{equation*}
$$

Then, the problem (13-140)-(13-141) is transformed into

$$
\begin{array}{lllll}
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]+\frac{r^{1 / 2} g(r, \mu, t)}{k}=\frac{1}{\alpha} \frac{\partial V(r, \mu, t)}{\partial t} \\
\text { in } \quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1 \quad t>0 & (13-143 \mathrm{a}) \\
V(r, \mu, t)=0 & \text { at } \quad r=b, & t>0 & \text { (13-143b) } \\
V(r, \mu, t)=r^{1 / 2} F(r, \mu) & \text { for } \quad t=0, \text { in the region } & \text { (13-143c) } \tag{13-143c}
\end{array}
$$

The integral-transform pair with respect to the $\mu$ variable for $-1 \leqslant \mu \leqslant 1$ is obtained from equations (13-138) as

Inversion formula:

$$
\begin{equation*}
V(r, \mu, t)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} P_{n}(\mu) \bar{V}(r, n, t) \tag{13-144a}
\end{equation*}
$$

Integral transform:
$\bar{V}(r, n, t)=\int_{\mu=-1}^{1} P_{n}\left(\mu^{\prime}\right) V\left(r, \mu^{\prime}, t\right) d \mu^{\prime}$
where $n=0,1,2,3 \ldots$.

We take the integral transform of the system (13-143) by the application of the transform (13-144b) to obtain (see note 7 at the end of this chapter for details)

$$
\begin{array}{ll}
\frac{\partial^{2} \bar{V}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{V}}{\partial r}-\frac{\left(n+\frac{1}{2}\right)^{2}}{r^{2}} \bar{V}+\frac{\bar{g}^{*}(r, n, t)}{k}=\frac{1}{\alpha} \frac{\partial \bar{V}(r, n, t)}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad i>0 \\
\bar{V}(r, n, t)=0 & \text { at } \quad r=b, \quad t>0 \\
\bar{V}(r, n, t)=\bar{F}^{*}(r, n) & \text { for } \quad t=0, \quad \text { in } 0 \leqslant r \leqslant b
\end{array}
$$

where

$$
\begin{equation*}
g^{*}(r, \mu, t)=r^{1 / 2} g(r, \mu, t), \quad F^{*}(r, \mu)=r^{1 / 2} F(r, \mu) \tag{13-145~d}
\end{equation*}
$$

and the bar denotes the integral transform with respect to the $\mu$ variable according to the transform (13-144b).

Equation (13-145a) is similar in form to equation (13-109a) in the cylindrical coordinate system. Therefore, the integral-transform pair needed to remove the partial derivatives with respect to the $r$ variable is immediately obtainable from cquation (13-110) or (13-116) by setling $v: n+\frac{1}{2}$. We find

$$
\begin{array}{ll}
\text { Inversion formula; } & \ddot{V}(r, n, t)=\sum_{p=1}^{\&} \frac{R_{n+1 / 2}\left(i_{n p}, r\right)}{N\left(\lambda_{n p}\right)} \overline{\bar{V}}\left(i_{n p}, n, t\right) \\
\text { Integral transform: } & \tilde{\widetilde{V}}\left(\lambda_{n p}, n, t\right)=\int_{0}^{b} R_{n+1 / 2}\left(\lambda_{n p}, r\right) \bar{V}\left(r^{\prime}, n, t\right) d r^{\prime}
\end{array}
$$

where the tilde denotes the integral transform with respect to the $r$ variable. The functions $R_{n+1 / 2}\left(\lambda_{n p}, r\right), N\left(\lambda_{n p}\right)$ and the eigenvalues $\lambda_{n p}$ for the boundary condition of the first kind considered in the problem (13-145) are obtainable from Table 3-1, case 3, as

$$
\begin{equation*}
R_{n+1 / 2}\left(\lambda_{n p}, r\right)=J_{n+1 / 2}\left(\lambda_{n p} r\right), \quad \frac{1}{N\left(\lambda_{n p}\right)}=\frac{2}{b^{2}\left[J_{n+1 / 2}^{\prime}\left(\lambda_{n p} b\right)\right]^{2}} \tag{13-146c}
\end{equation*}
$$

and the $\lambda_{n p}$ values are the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{13-146d}
\end{equation*}
$$

Taking the integral transform of the system (13-145) by the application of the transform (13-146b) we obtain

$$
\begin{equation*}
\frac{d \tilde{\bar{V}}}{d t}+\alpha \lambda_{n p}^{2} \tilde{\tilde{V}}\left(\lambda_{n p}, n, t\right)=\frac{\alpha}{k} \tilde{\bar{g}}^{*} \quad \text { for } \quad t>0 \tag{13-147a}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\bar{V}}\left(i_{n p}, n, t\right)=\overline{\tilde{F}}^{*} \quad \text { for } \quad t=0 \tag{13-147b}
\end{equation*}
$$

Equation (13-147) is solved for $\tilde{\bar{V}}\left(\lambda_{n p}, n, t\right)$, the resulting double transform is inverted successively by the inversion formulas (13-146a) and (13-144a) to obtain $V^{\prime}(r, \mu, t)$. When $V(r, \mu, t)$ is transformed by the expression (13-142d) into $T(r, \mu, t)$, the solution of the problem (13-141) is obtained as

$$
\begin{align*}
& \cdot\left[\tilde{\vec{F}}^{*}+\frac{\alpha}{k} \int_{0}^{1} e^{\alpha \lambda_{n r^{\prime}}^{2} \hat{\bar{j}}^{*}} d t^{\prime}\right] \tag{13-148a}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\bar{F}}^{*}=\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 3 / 2} J_{n+1 / 2}\left(\lambda_{\pi p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime}  \tag{13-148b}\\
& \tilde{\bar{g}}^{*}=\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} r^{\prime 3,2} J_{n+1 / 2}\left(\hat{\lambda}_{n_{F}} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) \varphi\left(r^{\prime}, \mu^{\prime}, t^{\prime}\right) d \mu^{\prime} d t^{\prime} \tag{13-148c}
\end{align*}
$$

where $n=0,1,2 \ldots$ and the $\lambda_{n p}$ values are the roots of equation (13-146d). For the case of no heat generation, this solution reduces to that given by equation (4-88).

## Example 13-8

We consider the following time-dependent heat conduction equation for a hemisphere of radius $r=b$ :

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{g(r, \mu, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \mu, t)}{\partial t} \\
& \text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \mu \leqslant 1, \quad t>0 & (13-149 \mathrm{a}) \\
T(r, \mu, t)=0 & \text { at } \quad r=b, \quad \mu=0, \quad \text { for } t>0 & (13-149 \mathrm{~b})  \tag{13-149b}\\
T(r, \mu, t)=F(r, \mu) & \text { for } \quad t=0, & \text { in the region }
\end{array} \quad(13-149 \mathrm{c}) \quad .
$$

Solution. The basic steps for the solution of this problem are exactly the same as those described above for the solution of problem (13-140). The only difference is that, the range of $\mu$ being $0 \leqslant \mu \leqslant 1$, the integral-transform pair with respect to the $\mu$ variable is determined according to equations (13-139) ats

$$
\begin{align*}
& \text { Inversion formula: } \quad V(r, \mu, t)=\sum_{n}(2 n+1) P_{n}(\mu) \bar{V}(r, n, t)  \tag{13-150a}\\
& \text { Integral transform: }  \tag{13-150b}\\
& \hline V(r, n, t)=\int_{\mu^{\prime}=0}^{1} P_{n}\left(\mu^{\prime}\right) V\left(r, \mu^{\prime}, t\right) d \mu^{\prime}
\end{align*}
$$

where the values of $n$ are $n=1,3,5, \ldots$ (i.e., odd integers) since the boundary condition at $\mu=0$ is of the first kind.

The integral-transform pair with respect to the $r$ variable is taken the same as that given by equations (13-146). The system (13-149) is transformed from the $T(r, \mu, t)$ variable into the $V(r, \mu, t)$ variable. Then, by the application of the integral transform with respect to the $\mu$ and $r$ yariables an ordinary differential equation is obtained for the double transform $\bar{V}\left(\lambda_{n \mathrm{~m}} n, t\right)$. The resulting ordinary differential equation is solved and the double transform is successively inverted by the inversion formulas (13-146a) and (13-150a) to obtain $V(r, \mu, t)$. When $V(r, \mu, t)$ is transformed by the transformation (13-142), the solution $T(r, \mu, t)$ of the problem (13-149) is obtained as

$$
\begin{align*}
T\left(r, \mu_{r} t\right)= & \sum_{n=1,3.5 \ldots}^{\infty} \sum_{p=1}^{\infty} \frac{2(2 n+1) r^{-1 / 2} J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}(\mu)}{b^{2}\left[J_{n+1 / 2}^{\prime}\left(\lambda_{n p} b\right)\right]^{2}} e^{-\alpha \lambda_{n p}^{2}} \\
& \cdot\left[\tilde{\bar{F}}^{*}+\frac{\alpha}{k} \int_{0}^{1} e^{\left.\alpha \lambda_{n p^{\prime}}^{2} r^{\prime} \tilde{\bar{g}}^{*} d l^{\prime}\right]}\right. \tag{13-151a}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\tilde{F}}^{*}=\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=0,0}^{1} r^{r^{3 / 2} J_{n+1 / 2}\left(\lambda_{n} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}\right) d \mu^{\prime} d r^{\prime}}  \tag{13-151b}\\
& \tilde{\bar{g}}^{*}=\int_{r^{\prime}=0}^{h} \int_{\mu^{\prime}=0}^{1} r^{\prime 3 / 2} J_{n+1 / 2}\left(\lambda_{n p} r^{\prime}\right) P_{n}\left(\mu^{\prime}\right) g\left(r^{\prime}, \mu^{\prime}, t^{\prime}\right) d \mu^{\prime} d r^{\prime} \tag{13-151c}
\end{align*}
$$

and the $\lambda_{n p}$ values are the roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} h\right)=0 \tag{13-151d}
\end{equation*}
$$

We note that for the case of no heat generation, the solution (13-151) reduces to that given by equations (4-98).

## Problems in ( $r, \mu, \phi, t$ ) Variables

The differential equation of heat conduction in the $(r, \mu, \phi, t)$ variables is taken in the form
$\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{g(r, \mu, \phi, t)}{k}=\frac{1}{\alpha} \frac{\partial T(r, \mu, \phi, t)}{\partial t}$

We consider the problem of full sphere, hence choose the ranges of $\mu$ and $\phi$ variables as $0 \leqslant \phi \leqslant 2 \pi$ and $-1 \leqslant \mu \leqslant 1$. The range of the $r$ variable may be finite or infinite.

Now a new variable $V(r, \mu, \phi, t)$ is defined as

$$
\begin{equation*}
V(r, \mu, \phi, t)=r^{1 / 2} T(r, \mu, \phi, t) \tag{13-153}
\end{equation*}
$$

Then equation (13-152) is transformed into

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} V}{\partial \phi^{2}}+r^{r^{1 / 2}!}=\frac{1 \partial V}{\alpha \partial t} \tag{13-154}
\end{equation*}
$$

where $0 \leqslant \phi \leqslant 2 \pi,-1 \leqslant \mu \leqslant 1$ and the range of $r$ is finite or infinite.
The partial derivatives with respect to the space variables can be removed from this equation by the application of integral transform with respect to the $\phi, \mu$, and $r$ variable. For this particular case the order of transformation is important. That is, the transformation should be applied first with respect to the $\phi$ variable, then to the $\mu$ variable and fmally to the $r$ variable. The procedure is as follows.

Removal of the Derisative in the $\phi$ Variable. The range of the $\phi$ variable being in $0 \leqslant \phi \leqslant 2 \pi$, the transform pair with respect to the $\phi$ variable is obtained from equations (13-104) as

$$
\begin{align*}
& \text { Inversion formula: } \quad V(r, \mu, \phi, t)=\frac{1}{\pi} \sum_{m=0}^{\infty} \bar{V}(r, \mu, m, t)  \tag{13-155a}\\
& \text { Integral transform: } \quad \bar{V}(r, \mu, m, t)=\int_{\phi^{\prime}=0}^{2 \pi} \cos m\left(\phi-\phi^{\prime}\right) V\left(r, \mu, \phi^{\prime}, t\right) d \phi^{\prime} \tag{13-155b}
\end{align*}
$$

where $m=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $m=0$ and the eigenvalue problem associated with this transform pair is the same as that given by equations (3-116a).

The integral transform of equation (13-154) by the application of the transform (13-155b) is

$$
\begin{equation*}
\frac{\partial^{2} \bar{V}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{V}}{\partial r}-\frac{1}{4} \frac{\bar{V}}{r^{2}}+\frac{1}{r^{2}}\left\{\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial \bar{V}}{\partial \mu}\right]-\frac{m^{2}}{1-\mu^{2}} \bar{V}\right\}+\frac{\bar{g}^{*}}{k}=\frac{1}{\alpha} \frac{\partial \bar{V}}{\bar{c} t} \tag{13-156}
\end{equation*}
$$

where $g^{*} \equiv r^{1 / 2} y(r, \mu, \phi, t), \bar{V} \equiv \bar{V}(r, \mu, m, t)$ and the bar denotes the integral transform with respect to the $\phi$ variable. Thus, by the application of the transform (13-155b), we removed from the differential equation the partial derivative with respect to the $\phi$ variable, that is, $\partial^{2} V / \partial \phi^{2}$.

The Removal of the Derivative in the $\mu$ Variable. In equation (13-156), the differential operator with respect to the $\mu$ variable is in the form

$$
\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial \bar{V}}{\partial \mu}\right]-\frac{m^{2}}{1-\mu^{2}} \bar{V}
$$

and the range of $\mu$ is $-1 \leqslant \mu \leqslant 1$. The integral transform pair to remove this diflerential operator can be constructed by considering the representation of a function, defined in the interval $-1 \leqslant \mu \leqslant 1$, in terms of the eigenfunctions of Legendre's associated differential equation [sec equation (4-13e) or (4-22)]

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d M}{d \mu}\right]+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] M=0 \tag{13-157}
\end{equation*}
$$

and then splitting up the representation into two parts. The resulting integral transform pair with respect to the $\mu$ variable for the function $\bar{V}(r, \mu, m, t)$ is given as

$$
\begin{array}{ll}
\text { Inversion formula: } & \bar{V}(r, \mu, m, t)=\sum_{m=0}^{n} \underset{n}{P_{n}^{m}(\mu)} \tilde{\tilde{N}(m, n)} \tilde{\bar{V}}(r, n, m, t) \\
\text { Integral transform: } \quad \tilde{\widetilde{V}}(r, n, m, t)=\int_{1}^{1} P_{n}^{m}\left(\mu^{\prime}\right) \bar{V}\left(r, \mu^{\prime}, m, t\right) d \mu^{\prime} \tag{13-158b}
\end{array}
$$

where

$$
\begin{equation*}
\frac{1}{N(m, n)}=\frac{2 n+1(n-m)!}{2} \frac{(n-m)!}{(n+m \geqslant m} \tag{13-158c}
\end{equation*}
$$

$n$ and $m$ are integers, $P_{\pi}^{m}(\mu)$ is the associated Legendre function of degree $n$, order $m$, of the first kind; and the tilde denotes the integral transform with respect to the $\mu$ variable. It is to be noted that, when the integral-transform pairs (13-155) and (13-158) are combined, the expansion given by equation (4-43) in Chapter 4 is obtained.
Taking the integral transform of equation (13-156) by the application of the transform (13-158b) and utilizing equation (13-157) we obtain (see note 8 at the end of this chapter for details)

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\tilde{V}}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \tilde{\bar{V}}}{\partial r}-\frac{\left(n+\frac{1}{2}\right)^{2}}{r^{2}} \tilde{\tilde{V}}+\frac{\tilde{g}^{*}}{k}=\frac{1}{\alpha} \frac{\partial \tilde{\bar{V}}(r, n, m, t)}{\partial t} \tag{13-159}
\end{equation*}
$$

where the tilde denotes the transform with respect to the $\mu$ variable.
The Removal of the Derivative in the $r$ Variable. The dillerential operator with respect to the $r$ variable can readily be removed from equation (13-159) by the
application of an appropriate transform in the $r$ variable developed previously for the solution of problems in the cylindrical coordinate system. The form of the transform pair depends on the range of $r$, whether it is linite or infinite. We now illustrate the application with an example given below.

## Example 13-9

Solve the following time-dependent, three-dimensional heat conduction problem for a solid sphere of radius $r=b$ :
$\frac{\partial^{2} T}{\partial r^{2}}+\frac{2}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]+\frac{1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} T}{\partial \phi^{2}}+\frac{g}{k}=\frac{1}{\alpha} \frac{\partial T}{\partial t}$
in $\quad 0 \leqslant r<b,-1 \leqslant \mu \leqslant 1, \quad 0 \leqslant \phi \leqslant 2 \pi$,
$T=0 \quad$ at $\quad r=b, \quad t>0$.
$T=F(r, \mu, \phi) \quad$ for $\quad t=0, \cdots$ in the-region -

$$
8+100
$$

where $g \equiv g(r, \mu, \phi, t)$ and $T \equiv T(r, \mu, \phi, t)$.
Solution. By delining a new dependent variable as

$$
\begin{equation*}
V(r, \mu, \phi, t)=r^{1 / 2} T(r, \mu, \phi, t) \tag{13-161}
\end{equation*}
$$

the system (13-160) is transformed into

$$
\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}-\frac{1}{4} \frac{V}{r^{2}}+\frac{1}{r^{2}} \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right]+\frac{\cdots 1}{r^{2}\left(1-\mu^{2}\right)} \frac{\partial^{2} \cdot V}{\partial \phi^{2}}+\frac{r^{1 / 2} g}{k}=\frac{1}{\alpha} \frac{\partial V}{\partial t}
$$



The integral transform of this system with respect to the $\phi$ variable by the application of the transform (13-155b) yields

$$
\frac{\partial^{2} \bar{V}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{V}}{\partial r}-\frac{1}{4} \frac{\bar{V}}{r^{2}}+\frac{1}{r^{2}}\left\{\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial \bar{V}}{\partial \mu}\right]-\frac{m^{2}}{1-\mu^{2}} \bar{V}\right\}+\frac{\bar{g}^{*}}{k}=\frac{1}{\alpha} \frac{\partial \bar{V}}{\partial t}
$$

$$
\begin{equation*}
\text { in } \quad 0 \leqslant r<b, \quad-1 \leqslant \mu \leqslant 1, \quad t>0 \tag{13-163a}
\end{equation*}
$$

| $\bar{V}=0$ | at | $r=b$, | $t>0$ |  | (13-163b) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{V}=\bar{F}^{*}(r, \mu, m)$ | for | $t=0$, | in $0 \leqslant r \leqslant b$, | $-1 \leqslant \mu \leqslant 1$ | (13-163c) |

where $g^{*} \equiv r^{1 i 2} g(r, \mu, \phi, t) F^{*} \equiv r^{1 / 2} F(r, \mu, \phi), \bar{V} \equiv \bar{V}(r, \mu, m, t)$, and the bar denotes the transform with respect to the $\phi$ variable. Now, the integral transform of the system ( $13-16.7$ ) with respeet to the $/ 1$ variathe, by the application of the transform (13-158b) gives

$$
\begin{array}{ll}
\frac{\lambda^{2} \tilde{\tilde{V}}}{i^{2}}+\frac{1}{r} \frac{\partial \tilde{\bar{V}}}{\partial r}-\frac{\left(n+\frac{1}{2}\right)^{2}}{r^{2}} \tilde{\bar{V}}+\frac{\tilde{\tilde{g}}^{*}}{k}=\frac{1}{\alpha} \frac{\partial \tilde{\tilde{V}}}{\partial t} & \text { in } \quad 0 \leqslant r<b, \quad t>0 \\
\tilde{\bar{V}}=0 & \text { at } r=b, \quad t>0 \\
\tilde{\bar{V}}=\tilde{\bar{F}}^{*}(r, n, m) & \text { lor } t=0, \quad 0 \leqslant r \leqslant b \tag{13-164c}
\end{array}
$$

where $\tilde{\bar{V}} \equiv V(r, n, m, t)$ and the tilde denotes transform with respect to the $\mu$ variable. This system is now exactly of the same form as that given by equations (13-145). To remove the differential operator with respect to the $r$ yariable the appropriate integral transform pair is exactly the same as that given by equations (13-146). Thercfore, taking the integral transform of the system (13-164) hy the application of the transform (13-146b) we find

$$
\begin{align*}
& \stackrel{x}{\bar{V}}=\stackrel{x}{\overline{\tilde{F}}} *\left(\lambda_{n p}, n, m\right)  \tag{13-165b}\\
& \text { for } \quad t=0
\end{align*}
$$

where superscript $x$ denotes the integral transform with respect to the $r$ variable. Equation (13-165) is solved for

$$
\stackrel{\underline{\underline{x}}}{\bar{V}}\left(\lambda_{n p}, n, m, i\right)
$$

The resulting triple transform is successively inverted by the inversion formulas (13-146a), (13-158a), and (13-155a) to obtain $V(r, \mu, \phi, t)$. When the function $V(r, \mu, \phi, t)$ is transformed by the expression (13-161), we obtain the solution $T(r, \mu, \phi, t)$ of the problem (13-160) as

$$
\begin{align*}
& T(r, \mu, \phi, t)=\frac{1}{\pi} \sum_{n=0}^{\infty} \sum_{m=0}^{n-\infty} \sum_{p=1}^{-1 / 2-J_{n+1 / 2}\left(\lambda_{n p} r\right) P_{n}^{m}(\mu)} e^{-\alpha(m, n) N\left(\lambda_{n p}\right)} \\
& \cdot\left[\frac{x}{\tilde{F}}+\frac{\alpha}{k} \int_{0}^{i} e^{-\alpha i_{n p}^{2} t^{\prime} \frac{x}{\tilde{g}}{ }^{*}} d t^{\prime}\right] \tag{13-166a}
\end{align*}
$$

and replace $\pi$ by $2 \pi$ for $m=0$. Various quantities are delined as

$$
\begin{align*}
& \stackrel{x}{\bar{F}}=\int_{r^{\prime}=0}^{b} \int_{\mu^{\prime}=-1}^{1} \int_{\phi^{\prime}=0}^{2 n} r^{\prime 3 / 2} J_{n+1 / 2}\left(\lambda_{n} r^{\prime}\right) P_{n}^{m}\left(\mu^{\prime}\right) \\
& \cdot \cos m\left(\phi-\phi^{\prime}\right) F\left(r^{\prime}, \mu^{\prime}, \phi^{\prime}\right) d \phi^{\prime} d \dot{\mu}^{\prime} d r^{\prime}  \tag{13-166b}\\
& \|^{\prime} j^{+}=\int_{r^{\prime}=0}^{h} \int_{\mu^{\prime}=-1}^{1} \int_{\phi^{\prime}=0}^{2 \pi} r^{\prime, 1 / 2} J_{n+1 / 2}\left(\lambda_{n}, r^{\prime}\right) l_{n}^{\prime \prime \prime}\left(\mu^{\prime}\right) \\
& \cdot \cos m\left(\phi-\phi^{\prime}\right) g\left(r^{\prime}, \mu^{\prime}, \phi^{\prime}, t^{\prime}\right) d \phi^{\prime} d \mu^{\prime} d r^{\prime}  \tag{13-166c}\\
& \overline{N(m, n)}=\frac{2 n+1(n-m)!}{2} \cdot \frac{1}{(n+m)!}  \tag{13-166d}\\
& \frac{1}{N\left(\lambda_{n p}\right)}=\frac{2}{b^{2}\left[J_{n+1 / 2}^{\prime}\left(\lambda_{n p} b\right)\right]^{2}} \tag{12-166e}
\end{align*}
$$

and the $\lambda_{n p}$ values are the positive roots of

$$
\begin{equation*}
J_{n+1 / 2}\left(\lambda_{n p} b\right)=0 \tag{13-1665}
\end{equation*}
$$

For the case of no heat generation, this solution reduces to that given by cquations (4-118).

## 13-5 APPLICATIONS IN THE SOLUTION OF STEADY-STATE PROBLEMS

The integral-transform technique is also very effective in the solution of multidimensional, steady-state heat conduction problems, because, by the successive application of the integral transform, the partial-differential equation is reduced to an ordinary differential equation in one of the space variables. The resulting ordinary differential equation is solved for the transform of the temperature, which is then inverted successively to obtain the desired solution. This procedure is now illustrated with examples.

## Example 13-10

Solve the following stcady-state heat conduction problem for a rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0 & \text { in } \quad 0<x<a, \quad 0<y<b \\
T=0 & \text { at } \quad x=0, \quad x=a \quad \text { and } \quad y=b \quad(13-167 \mathrm{a})  \tag{13-167~b}\\
T=f(x) & \text { at } \quad y=0
\end{array}
$$

Solution. In this example we prefer to take the integral transform with respect to the $x$ variable, because in the resulting ordinary differential equation for the transform of $T$ the boundary condition at $y=0$ becomes a constant, hence its integration is readily performed. The integral-transform pair with respec to the $x$ variable, for $0 \leqslant x \leqslant a$, of function $T(x, y)$ is defined as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(x, y)=\sum_{m=1}^{\infty} \frac{X\left(\beta_{m}, x\right)}{N\left(\beta_{m}\right)} \bar{T}\left(\beta_{m}, y^{\prime}\right) \\
\text { Integral transform: } & \bar{T}\left(\beta_{m}, y\right)=\int_{x^{\prime}=0}^{b} X\left(\beta_{m}, x^{\prime}\right) T\left(x^{\prime}, y\right) d x^{\prime} \tag{13-168b}
\end{array}
$$

where $X\left(\beta_{m}, x\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtained from Table 2-2, case 9 as

$$
\begin{equation*}
X\left(\beta_{m}, x\right)=\sin \beta_{m} x, \frac{1}{N\left(\beta_{m}\right)}=\frac{2}{a} \quad \text { and } \quad \sin \beta_{m} a=0 \tag{13-168c}
\end{equation*}
$$

The integral transform of the system (13-167) by the application of the transform (13-168b) yields

$$
\begin{array}{lll}
\frac{d^{2} \bar{T}}{d y^{2}}-\beta_{m}^{2} \bar{T}\left(\beta_{m}, y\right)=0 & \text { in } & 0<y<b \\
\bar{T}=\bar{f}\left(\beta_{m}\right) & \text { at } & y=0 \\
\bar{T}=0 & \text { at } & y=b
\end{array}
$$

The solution of equations (13-179) is

$$
\begin{equation*}
\bar{T}\left(\beta_{m}, y\right)=\bar{f}\left(\beta_{m}\right) \frac{\sinh \beta_{m}(b-y)}{\sinh \beta_{m} b} \tag{13-170}
\end{equation*}
$$

The inversion of this result with the inversion formula (13-168a) gives.

$$
T(x, y)=\frac{2}{a_{m}} \sum_{m=1}^{\infty} \sin \beta_{m} x \frac{\sinh \beta_{m}(b-y)}{\sinh \beta_{m} b} \int_{x^{\prime}=0}^{a} \sin \beta_{m} x^{\prime} f\left(x^{\prime}\right) d x^{\prime} \quad \text { (13-171a) }
$$

where

$$
\begin{equation*}
\beta_{m}=m \pi / a, \quad m=1,2,3 \ldots \tag{13-171b}
\end{equation*}
$$

## Example 13-11

Solve the following steady-state heat conduction problem for a long solid cylinder:

$$
\begin{array}{ll}
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1 \cdot \partial T}{r}+\frac{1}{\partial r} \frac{\partial^{2} T}{r^{2}}=0 & \text { in } \quad 0 \leqslant r<b, \quad 0 \leqslant \phi \leqslant 2 \pi \\
k_{2} \frac{\partial T}{\partial r}+h_{2} T=f_{2}(\phi) & \text { at } \quad r=b \tag{13-172b}
\end{array}
$$

Solation. The integral-transform pair with respect to the $\phi$ variable over the range $0 \leqslant \phi \leqslant 2 \pi$ is obtained from equations (13-104) as

$$
\begin{align*}
& \text { Inversion formula: } \quad T(r, \phi)=\frac{1}{\pi} \sum_{v} \bar{T}(r, v)  \tag{13-173a}\\
& \text { Integral transform: } \quad \bar{T}(r, v)=\int_{\phi^{\prime}=0}^{2 \pi} \cos v\left(\phi-\phi^{\prime}\right) T\left(r, \phi^{\prime}\right) d \phi^{\prime} \tag{13-173b}
\end{align*}
$$

where $v=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $v=0$. The integral transform of the system (13-172) by the application of the transform (13-173b) yields

$$
\begin{array}{ll}
d^{2} \bar{T} \\
d r^{2}  \tag{13-174b}\\
+\frac{d}{r} d r-r_{r}^{2} \\
v^{2} \\
T & r, v)=0
\end{array} \text { in } \quad 0 \leqslant r<b
$$

The solution of equations (13-174) is

$$
\begin{equation*}
\bar{T}(r, v)=b\left(\frac{r}{b}\right)^{v} \frac{\bar{f}_{2}(v)}{k_{2} v+h_{2} b} \tag{13-175}
\end{equation*}
$$

The inversion of this result by the inversion formula (13-173a) gives the temperature distribution as

$$
\begin{equation*}
T(r, \phi)=\frac{1}{\pi} \sum_{v} b\left(\frac{r}{b}\right)^{v} \frac{\bar{f}_{2}(v)}{k_{2} v+h_{2} b} \tag{13-176a}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{f}_{2}(v)=\int_{\phi^{\prime}=0}^{2 \pi} \cos v\left(\phi-\phi^{\prime}\right) f_{2}\left(\phi^{\prime}\right) d \phi^{\prime} \tag{13-176b}
\end{equation*}
$$

$v=0,1,2,3 \ldots$ and replace $\pi$ by $2 \pi$ for $v=0$.

## Example 13-12

Solve the following steady-state heat conduction problem for a solid hemisphere of radius $r=b$.

$$
\begin{array}{ll}
\frac{\partial}{\partial r}\left(r^{2} \frac{\partial T}{\partial r}\right)+\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial T}{\partial \mu}\right]=0 & 0 \leqslant r<b, \quad 0<\mu \leqslant 1 \\
\frac{\partial T}{\partial \mu}=0 & \text { at } \mu=0  \tag{13-177b}\\
T(r, \mu)=j(\mu) & \text { at } r=b
\end{array}
$$

Solution. This problem is the same as that considered in system (4-128). The integral-transform pair with respect to the $\mu$ variable for $0 \leqslant \mu \leqslant 1$ and the boundary condition of the second kind at $\mu=0$ is obtained from equations (13-150) as

$$
\begin{array}{ll}
\text { Inversion formula: } & T(r, \mu)=\sum_{n}(2 n+1) P_{n}(\mu) \bar{T}(r, n) \quad(13-178 \mathrm{a}) \\
\text { Integral transform: } & \bar{T}(r, n)=\int_{\mu^{\prime}=0}^{1} P_{n}\left(\mu^{\prime}\right) T\left(r, \mu^{\prime}\right) d \mu^{\prime}
\end{array} \quad(13-178 \mathrm{~b})
$$

where $n=0,2,4,6 \ldots$ (even integers). The integral transform of the system (13-177) by the application of the transform (13-178b) yields

$$
\begin{array}{ll}
\frac{d}{d r}\left(r^{2} \frac{d \bar{T}}{d r}\right)-n(n+1) \bar{T}(r, n)=0 & 0 \leqslant r<b \\
\bar{T}(r, n)=\bar{f}(n) & \text { at } r=b \tag{13-179b}
\end{array}
$$

The solution of equations (13-179) is

$$
\begin{equation*}
\bar{T}(r, n)=\left(\frac{r}{h}\right)^{n} \bar{f}(n) \tag{13-180}
\end{equation*}
$$

The inversion of this result by the inversion formula (13-178a) gives the solution for the temperature as

$$
\begin{equation*}
T(r, \mu)=\sum_{n=0,2,4 \ldots}^{\infty}(2 n+1) P_{n}(\mu)\left(\frac{r}{b}\right)^{n} \int_{\mu^{\prime}=0}^{1} P_{n}\left(\mu^{\prime}\right) f\left(\mu^{\prime}\right) d \mu^{\prime} \tag{13-181}
\end{equation*}
$$
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## PROBLEMS

13-1 Solve the one-dimensional, time-dependent heat conduction problem for a slab $0 \leqslant x \leqslant L$, which is initially at zero temperature and for times $t>0$ the boundaries at $x=0$ and $x=L$ are kept at temperatures zero and $f_{2}(t)$, respectively. Consider the case when the surface temperature is given by $f_{2}(t)=\gamma t$, where $\gamma$ is a constant.
13-2 Solve the one-dimensional, time-dependent heal conduction problem for a slab $0 \leqslant x \leqslant L$, which is initially at zero temperature, and for times $t>0$ heat is generated in the medium at a rate of $g(x, t), \mathrm{W} / \mathrm{m}^{3}$, while the boundary surface at $x=0$ is kept insulated and the boundary surface at $x=L$ is kept at zero temperature. Consider the casc when the heat source is an instantaneous plane heat source of total strength $g_{s}^{i} \mathrm{Ws} / \mathrm{m}^{2}$, situated at $x=b$ and release its heat spontaneously at time $t=0$, that is, $g(x, t)=$ $g_{s}^{\prime} \delta(x-b) \delta(t)$.
13-3 A semiinfinite medium, $0 \leqslant x<\infty$, is initially at zero temperature. For times $t>0$ the boundary at $x=0$ is kept at zero temperature, while heat is generated in the medium at a rate of $g(x, t) \mathrm{W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution $T(x, t)$ in the medium. Consider the cases (1) the heat source is a continuous plane-surface heat source of strength $g_{s}^{c}(t) \mathrm{W} / \mathrm{m}^{2}$, which is situated at $x=b$, that is $g(x, t)=g_{s}^{c}(t) \delta(x-b)$, (2) the heat source is a constant heat source, that is, $g(x, t)=g_{0}=$ constant $\mathrm{W} / \mathrm{m}^{3}$.

13-4 An infinite medium $-\infty<x<\infty$ is initially at zero temperature. A plane-surface heat source of strength $g_{s}^{\mathrm{r}}(t) \mathrm{W} / \mathrm{m}^{2}$, situated at $x=0$, relcases heat continuously for times $t>0$. Obtain an expression for the temperature distribution $T(x, t)$ in the medium for times $t>0$ [i.e., $g(x, t)=$ $\left.g_{s}(t) \delta(x)\right]$.
13-5 A rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(x, y, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundaries are kept at zero temperature. Obtain an expression for the temperature distribution $T(x, y, t)$ in the region. Also consider the
special case, when the heat source is an instantaneous line heat source $g_{\text {Li }}$ of strength $\mathrm{W}_{\mathrm{s}} / \mathrm{m}$, situated at $\left(x_{1}, y_{1}\right)$ within the region and releases its heat spontaneously at time $t=0$, that is, $g(x, y, t)=g_{L}^{i} \delta\left(x-x_{1}\right) \delta(y-$ $\left.y_{1}\right) \delta(t)$.
13-6 A three-dimensional infinite medium $-\infty<x<\infty,-\infty<\mu<\infty$, $-\infty<z<\infty$ is initially at zero temperature. For times $t>0$, heat is generated in the medium at a rate of $g(x, y, z, t) \mathrm{W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution $T(x, y, 2,1)$ in the medium. Also consider the special case when the heat souree is an instantancous point heat source of strength $g_{s}^{i}$ Ws, situated at $x=0, y=0, z=0$ and releasing its heat spontaneously at time $t=0$, that is, $g(x, y, z, t)=g_{p}^{i} \delta(x) \delta(y) \delta(z) \delta(t)$.
13-7 A solid cylinder $0 \leqslant r \leqslant b$, is initially at zero temperature. For times $t>0$, heat is generated within the region at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundary at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder. Consider the special cases (1) the heat is generated at a constant rate $g_{0} \mathrm{~W} / \mathrm{m}^{3}$, in the region, (2) the heat source is a line heat source of strength $g_{\mathrm{L}}(t) \mathrm{W} / \mathrm{m}$, situated along the axis of the cylinder, that is, $g(r, t)=\frac{1}{2 \pi r} g_{L}(t) \delta(r)$.

13-8 A long solid cylinder, $0 \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$ the boundary at $r=b$ is kept insulated. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder.
13-9 A long hollow cylinder $a \leqslant r \leqslant b$, is initially at temperature $F(r)$. For times $t>0$ the boundaries at $r=a$ and $r=b$ are kept insulated. Obtain an expression for the temperature distribution $T(r, t)$ in the region.
13-10 A long hollow cylinder, $a \leqslant r \leqslant b$, is initially at zcro temperature. For-times $t>0$ heat is generated in the medium at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundaries at $r=a$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the cylinder. Consider the special cases (1) the heat-generation rate is constant, that is, $g_{0}=$ constant, and (2) the heat source is an instantaneous cylindrical heat source of radius $r=r_{1}$ (i.e., $a<r_{1}<b$ ) of strength $g_{s}^{i} \mathrm{Ws} / \mathrm{m}$, per linear length of the cylinder, which is situated inside the cylinder coaxially and releases its heat spontancously at time $t=0$, that


13-11 An infinite region, $0 \leqslant r<\infty$, is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$. Obtain an expression for the temperature distribution $T(r, t)$ in the medium for times $t>0$. Consider the special cases (1) the heat source is of constant strength, that is, $g(r, t)=g_{0}=$ constant, (2) the heat source is an instan-
taneous line-heat source of strength $g_{L}^{i} \mathrm{Ws} / \mathrm{m}$, situated along the $z$ axis in the medium and releases its heat spontaneously at time $t=0$, that is, $g(r, t)=(1 / 2 \pi r) g_{L}^{i} \delta(r) \delta(t)$.
13-12 The region $a \leqslant r<\infty$ is initially at zero temperature. For times $t>0$, heat is generated in the medium at a rate of $g(r, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundary sufface at $r=a$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, t)$ in the medium for times $\mathrm{t}>0$. Consider the special case of constant heat generation in the medium.
13-13 The cylindrical region $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$ is initially at temperature $F(r, \phi)$. For times $t>0$ the boundary surface at $r=b$ is kept insulated. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the region for times $t>0$.
13-14 The cylindrical region $0 \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$ is initially at zero temperature. For times $t>0$, heat is generated in the medium at a rate of $g(r, \phi, t)$ $\mathrm{W} / \mathrm{m}^{3}$, while the boundary at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the region for times $\mathrm{t}>0$.

13-15 The cylindrical region $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant 2 \pi$ is initially at temperature $F(r, \phi)$. For times $t>0$, the boundaries at $r=a$ and $r=b$ are kept at zero temperatures. Obtain an expression for the temperature distribution $7^{\prime}(r, \phi, t)$ in the region for times $t>0$.
13-16 The cylindrical region consisting of a portion of a cylinder, $0 \leqslant r \leqslant b$, $0 \leqslant \phi \leqslant \phi_{0}$ (where $\phi_{0}<2 \pi$ ) is initially at zero temperature. For times $t>0$ heat is generated in the medium al a rate of $g(r, \dot{\phi}, t) \mathrm{W} / \mathrm{m}^{3}$, while all boundary surfaces are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the region for times $t>0$. Also consider the special case of $g(r, \phi, t)=g_{0}=$ constant.
13-17 The cylindrical region consisting of a portion of a cylinder, $a \leqslant r \leqslant b$, $0 \leqslant \phi \leqslant \phi_{0}$ (where $\phi_{0}<2 \pi$ ) is initially at temperature $F(r, \phi$ ). For times $t>0$ all boundary surfaces are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the region for times $t>0$. Also consider the special case of uniform initial temperature distribution, that is, $F(r, \phi)=T_{0}=$ constant.
13-18 The cylindrical region $a \leqslant r \leqslant b, 0 \leqslant \phi \leqslant \phi_{0}$ (where $\phi_{0}<2 \pi$ ) is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(r, \phi, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundaries are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \phi, t)$ in the medium for times $t>0$.
13-19 A cylindrical region $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant L$ is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(r, z, t)$ $\mathrm{W} / \mathrm{m}^{3}$, while the boundary surface at $z=0$ is kept insulated and all the
remaining boundaries are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the region.
13-20 A cylindrical region $0 \leqslant r \leqslant b, 0 \leqslant z<\infty$ is initially at temperature $F(r, z)$. For times $t>0$ all the boundary surfaces are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the region for times $t>0$.
13-21 1 hemispherical region $0 \leqslant r \leqslant b, 0 \leqslant \mu \leqslant 1$ is initially at temperature $F(r, \mu)$. For times $t>0$ the boundary surface at $\mu=0$ is kept insulated and the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, t)$ in the hemisphere for times $t>0$.
13-22 A hemispherical region $0 \leqslant r \leqslant b, 0 \leqslant \mu \leqslant 1$ is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(r, \mu, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundary surface at $\mu=0$ is kept insulated and the boundary at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, t)$ in the region for times $t>0$.
13-23 A hollow hemispherical region $a \leqslant r \leqslant b, 0 \leqslant \mu \leqslant 1$ is initially at zero temperature. For times $t>0$ heat is generated in the medium at a rate of $g(r, \mu, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundaries are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, \mu, t)$ in the region.
13-24 A solid sphere of radius $r=b$ is initially at temperature $F(r, \mu, \psi)$. For times $t>0$ the boundary surface at $r=b$ is kept insulated. Obtain an expression for the temperature distribution $T(r, \mu, \phi, t)$ in the sphere for times $t>0$.
13-25 Solve for the steady-state temperature distribution $T(x, y)$ in a rectangular strip $0 \leqslant y \leqslant b, 0 \leqslant x<\infty$ subject to the boundary conditions $T=f(y)$ at $x=0$ and $T=0$ at $y=0$ and $y=b$.
13-26 Solve for the steady-state temperature distribution $T(r, \mu, \phi)$ in a solid sphere of radius $r=b$ subject to the boundary condition $T=f(\mu, \phi)$ at the boundary surface $r=b$.

## NOTES

1. To prove the orthogonality relation given by equations (13-3), equation (13-2a) is written for two different eigenfunctions $\psi_{m}(\mathrm{r})$ and $\psi_{\mathrm{n}}(\mathrm{r})$, corresponding to two different eigenvalues $i_{m}$ and $i_{n}$ as

$$
\begin{array}{lll}
\nabla^{2} \psi_{m}(\mathrm{r})+\lambda_{m}^{2} \psi_{m}(\mathrm{r})=0 & \text { in } & R  \tag{1a}\\
\nabla^{2} \psi_{n}(\mathrm{r})+\lambda_{n}^{2} \psi_{n}(\mathrm{r})=0 & \text { in } & R
\end{array}
$$

The first equation is multiplied by $\psi_{n}(\mathrm{r})$, the second by $\psi_{m}(\mathbf{r})$, the results are subtracted and integrated over the region $R$

$$
\begin{equation*}
\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) \int_{R} \psi_{m}(\mathbf{r}) \psi_{n}(\mathbf{r}) d v=\int_{R}\left[\psi_{m} \nabla^{2} \psi_{n}-\psi_{n} \nabla^{2} \psi_{m}\right] d v \tag{2}
\end{equation*}
$$

The volume integral on the right is changed to surface integral by Green's theorem as discussed in note 2 at the end of Chapter 6 . We find

$$
\begin{align*}
\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) \int_{R} \psi_{m}(\mathrm{r}) \psi_{n}(\mathrm{r}) d v & =\int_{S}\left(\psi_{m} \frac{\partial \psi_{n}}{\partial n}-\psi_{n} \frac{\partial \psi_{m}}{\partial n}\right) d s \\
& =\sum_{i=1}^{N} \int_{S_{i}}\left(\psi_{m} \frac{\partial \psi_{n}}{\partial n_{i}}-\psi_{n} \frac{\partial \psi_{m}}{\partial n_{i}}\right) d s_{i} \tag{3}
\end{align*}
$$

The boundary condition (13-2b) is written for two different eigenfunctions $\psi_{m}(r)$ and $\psi_{r}(\mathbf{r})$

$$
\begin{align*}
& k_{i} \frac{\partial \psi_{m}}{\partial n_{i}}+h_{i} \psi_{m}=0  \tag{4a}\\
& k_{i} \frac{\partial \psi_{n}}{\partial n_{i}}+h_{i} \psi_{\pi}=0 \tag{4b}
\end{align*}
$$

The first is multiplied by $\psi_{n}$, the second by $\psi_{n}$, the results are subtracted

$$
\begin{equation*}
\psi_{m} \frac{\partial \psi_{n}}{\partial n_{i}}-\psi_{n} \frac{\partial \psi_{m}}{\partial n_{i}}=0 \tag{5}
\end{equation*}
$$

when this result is introduced into equation (3) we obtain

$$
\begin{equation*}
\left(\lambda_{m}^{2}-\lambda_{n}^{2}\right) \int_{R} \psi_{m}(\mathbf{r}) \psi_{n}(\mathbf{r}) d v=0 \tag{6}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\int_{R} \psi_{m}(\mathbf{r}) \psi_{n}(\mathbf{r}) d v=0 \quad \text { for } \quad m \neq n \tag{7}
\end{equation*}
$$

2. The closed-form expressions given hy equations (13-44) can be derived as now deseribed.
Consider the problem

$$
\begin{array}{llll}
\frac{\partial^{2} \theta}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial \theta}{\partial t} & \text { in } & 0<x<L, t>0 \\
\frac{\partial \theta}{\partial x}=0 & \text { at } & x=0, \quad t>0 \tag{lb}
\end{array}
$$

| $0=0$ | at | $x=L$, | $t>0$ |
| :--- | :--- | :--- | :--- |
| $0=1$ | for | $t=0$, | in $0 \leqslant x \leqslant L$ |

The solution of this problem is given as

$$
\begin{align*}
\theta(x, 1) & =\frac{2}{L} \sum_{m=1}^{x} e^{-x \beta_{m}^{2} t} \cos \beta_{m} x \int_{0}^{L} 1 \cdot \cos \beta_{m} x^{\prime} d x^{\prime} \\
& =\frac{2}{L} \sum_{m=1}^{x} e^{\cdot x t_{m}^{\prime}, \cos \beta_{m} x}(-1)^{m \cdot 1} \beta_{m} \tag{2}
\end{align*}
$$

where $\beta_{m}=(2 m-1) \pi / 2 L$. For $t=0$ equation (2) should be equal to the initial condition (Id); hence

$$
\begin{equation*}
\frac{2}{L} \sum_{m=1}^{s}(-1)^{m-i} \frac{\cos \beta_{m} x}{\beta_{m}}=1 \tag{3}
\end{equation*}
$$

which is the result given by equation (13-44a).
We now consider the problem given by equations (1) for an initial condition ( $x^{2}-L^{2}$ ). The solution becomes

$$
\begin{equation*}
\theta(x, t)=\frac{2}{L} \sum_{m=1}^{x_{i}} e^{-\alpha \beta_{m^{\prime}}^{2}} \cos \beta_{m} x \int_{0}^{L}\left(x^{\prime 2}-L^{2}\right) \cos \beta_{m} x^{\prime} d x^{\prime} \tag{4}
\end{equation*}
$$

After performing the integration we obtain

$$
\begin{equation*}
O(x, t)=-\frac{4}{L} \sum_{m=1}^{\infty} e^{-x \beta_{m}^{2}( }(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \tag{5}
\end{equation*}
$$

For $t=0$, we have $0(x, t)=x^{2}-L^{2}$; then

$$
\begin{equation*}
x^{2}-L^{2}=-\frac{4}{L} \sum_{m=1}^{x_{1}}(-1)^{m-1} \frac{\cos \beta_{m} x}{\beta_{m}^{3}} \tag{6}
\end{equation*}
$$

which is the result given by equation (13-44b)
3. The integral transform of equation (13-56a) according to the definition of the integral transform (13-57b) is

$$
\begin{equation*}
\int_{x=0}^{\infty} X(\beta, x) \frac{\vec{c}^{2} T}{\partial x^{2}} d x+\frac{1}{k} g(\beta, t)=\frac{1}{\alpha} \frac{d \bar{T}(\beta, t)}{d t} \tag{1}
\end{equation*}
$$

The first term on the left is evaluated by integrating it by parts twice.

$$
\begin{align*}
\int_{x=0}^{\infty} X(\beta, x) \frac{\partial^{2} T}{\partial x^{2}} d x & =\left[X \frac{\partial T}{\partial x}\right]_{0}^{\infty}-\int_{0}^{\infty} \frac{d X}{d x} \frac{\partial T}{\partial x} d x \\
& =\left[X \frac{\partial T}{\partial x}-T \frac{d X}{d x}\right]_{0}^{\infty}+\int_{0}^{\infty} T \frac{d^{2} X}{d x^{2}} d x \tag{2}
\end{align*}
$$

The term inside the bracket vanishes at the upper limit; it is evaluated at the lower limit by utilizing the boundary conditions (13-56b) and (2-48b); we obtain

$$
\begin{equation*}
\left[X \frac{\partial T}{\partial x}-\mathrm{T} \frac{d X}{d x}\right]_{0}^{\infty}=\left.\frac{X(\beta, x)}{k_{1}}\right|_{x=0} \cdot f_{1}(t) \tag{3}
\end{equation*}
$$

The second term on the right in cquation (2) is evaluated by multiplying equation (2-48a) by $7(x, t)$ and utilizing the definition of the integral transform (13-57b). We obtain

$$
\begin{equation*}
\int_{0}^{\infty} T \frac{\partial^{2} X}{d x^{2}} d x=-\beta^{2} \int_{0}^{\infty} T X d x=-\beta^{2} \bar{T}(\beta, t) \tag{4}
\end{equation*}
$$

Introducing equations (2) to (4) into (1) we find

$$
\begin{equation*}
\frac{d \bar{T}(\beta, t)}{d t}+\alpha \beta^{2} \bar{T}(\beta, t)=\frac{\alpha}{k} \bar{g}(\beta, t)+\left.\frac{X(\beta, x)}{k_{1}}\right|_{x=0} \int_{1}(t) \tag{5}
\end{equation*}
$$

which is the result given by equation (13-58a)
4. We consider the representation

$$
\begin{equation*}
F^{*}(x)=\frac{1}{\pi} \int_{\beta=0}^{\infty} \int_{x^{\prime}=-\infty}^{\infty} F^{*}\left(x^{\prime}\right) \cos \beta\left(x-x^{\prime}\right) d x^{\prime} d \beta \tag{1}
\end{equation*}
$$

The integral of the cosine term with respect to $\beta$ is expressed as a complex integral in the form

$$
\begin{equation*}
\int_{0}^{L} \cos \beta\left(x^{\prime}-x\right) d \beta=\frac{1}{2} \int_{-L}^{L} \cos \beta\left(x^{\prime}-x\right) d \beta=\frac{1}{2} \int_{-L}^{L} e^{i \beta\left(x^{\prime}-x\right)} d \beta \tag{2a}
\end{equation*}
$$

since

$$
\begin{equation*}
\int_{-L}^{L} \sin \beta\left(x^{\prime}-x\right) d \beta=0 \tag{2b}
\end{equation*}
$$

Then, in the limit $L \rightarrow \infty$, equation (1) can be witten as

$$
\begin{equation*}
F^{*}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \beta x} \int_{-\infty}^{\infty} e^{i \beta x^{\prime}} F^{*}\left(x^{\prime}\right) d x^{\prime} d \beta \tag{3}
\end{equation*}
$$

which is the result given by equation (13-62).
5. The integral transform of equation (13-107a) with respect to the $\phi$ variable, by the application of the transform (13-108b) is

$$
\begin{equation*}
\frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}+\frac{1}{r^{2}} \int_{\phi=0}^{2 \pi} \cos v\left(\phi-\phi^{\prime}\right) \frac{\partial^{2} T}{\partial \phi^{2}} d \phi+\frac{\bar{g}}{k}=\frac{1}{\alpha} \frac{\partial \bar{T}}{\partial t} \tag{1}
\end{equation*}
$$

The integral term is evaluated as follows. Let $\Phi(\phi) \equiv \cos v\left(\phi-\phi^{\prime}\right)$. Then, the integral term becomes

$$
\begin{align*}
\int_{0}^{2 \pi} \Phi(\phi) \frac{\partial^{2} T}{\partial \phi^{2}} d \phi & =\left[\Phi \frac{\partial T}{\partial \phi}\right]_{0}^{2 \pi}-\int_{0}^{2 \pi} \frac{d \Phi}{d \phi} \frac{\partial T}{\partial \phi} d \phi \\
& =\left[\Phi \frac{\partial T}{\partial \phi}-T^{d \Phi}\right]_{0}^{2 \pi}+\int_{0}^{2 \pi} T^{d^{2} \Phi} d \phi \\
d \phi^{2} & d^{2}  \tag{2}\\
& =\int_{0}^{2 \pi} T \frac{d^{2} \Phi}{d \phi^{2}} d \phi
\end{align*}
$$

since the terms in the bracket vanish because the functions are cyclic with a period of $2 \pi$. To evaluate this integral, we consider the eigenvalue problem given as

$$
\begin{equation*}
\frac{d^{2} \Phi(\phi)}{d \phi^{2}}+v^{2} \Phi(\phi)=0 \quad \text { in } \quad 0 \leqslant \phi \leqslant 2 \pi \tag{3}
\end{equation*}
$$

The function $\Phi(\phi)$ is cyclic with a period o[ $2 \pi$. We multiply this equation by $T$, integrate with respect to $\phi$ from 0 to $2 \pi$ and utilize the definition of the integral transform (13-108b) to obtain

$$
\begin{equation*}
\int_{0}^{2 \pi} T \frac{d^{2} \Phi(\phi)}{d \phi^{2}} d \phi=-v^{2} \int_{0}^{2 \pi} \Phi(\phi) T d \phi=-v^{2} \breve{T} \tag{4}
\end{equation*}
$$

Introducing equations (2) and (4) into (1) we find

$$
\begin{equation*}
\frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}-\frac{\nu^{2}}{r^{2}} \bar{T}+\frac{\bar{g}}{k}=\frac{1}{\alpha} \frac{\partial \bar{T}}{\partial t} \tag{5}
\end{equation*}
$$

which is the result given by equation (13-109a).
6. The integral transform of equation (13-109a) by the application of the transform (13-110b) is

$$
\begin{equation*}
\int_{0}^{b} r R_{v}\left(\beta_{m}, r\right)\left[\frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}-\frac{v^{2}}{r^{2}} \bar{T}\right] d r+\frac{\tilde{\tilde{\theta}}}{k}=\frac{1}{\alpha} \frac{d \tilde{\bar{T}}}{d t} \tag{1}
\end{equation*}
$$

The integral term is evaluated by integrating it by parts twice, utilizing the eigenvalue problem for the $R_{r}$ function and the boundary conditions as

$$
\begin{align*}
I & \equiv \int_{0}^{b} r R_{v}\left[\frac{\partial^{2} \bar{T}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}}{\partial r}-\frac{v^{2}}{r^{2}} \bar{T}\right] d r \\
& =\left[r\left(R_{v} \frac{\partial \bar{T}}{\partial r}-\bar{T} \frac{d R_{v}}{d r}\right)\right]_{0}^{b}+\int_{0}^{b} r\left(\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}-\frac{v^{2}}{r^{2}} R_{v}\right) \bar{T} d r \\
& =\left.b\left(R_{v} \frac{\partial \bar{T}}{\partial r}-\bar{T} \frac{d R_{v}}{\partial r}\right)\right|_{r=b}+\int_{0}^{b} r\left(\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}-\frac{v^{2}}{r^{2}} R_{v}\right) \bar{T} d r \tag{2}
\end{align*}
$$

since the term inside the bracket vanishes at the lower limit. From the eigenvalue problem [i.e., equation (3-18a)] we have

$$
\begin{equation*}
\frac{d^{2} R_{v}}{d r^{2}}+\frac{1 d R_{v}}{r} \frac{-}{d r}+\left(\beta_{m}^{2}-\frac{r^{2}}{r^{2}}\right) R_{v}=0 \quad \text { in } \quad 0 \leqslant r<b \tag{3}
\end{equation*}
$$

Multiplying equation (3) by $r \bar{T}$, integrating it with respect to $r$ from $r=0$ to $r=b$, and utilizing the definition of the integral transform (13-1 10b) we obtain

$$
\begin{equation*}
\int_{0}^{b} r\left(\frac{d^{2} R_{v}}{d r^{2}}+\frac{1}{r} \frac{d R_{v}}{d r}-\frac{v^{2}}{r^{2}} R_{v}\right) \bar{T} d r=-\beta_{m}^{2} \int_{0}^{b} r R_{v} \bar{T} d r=-\beta_{m}^{2} \bar{T} \tag{4}
\end{equation*}
$$

From the boundary conditions (13-109b) and (13-18b) we have

$$
\begin{array}{lll}
k_{2} \frac{\partial \bar{T}}{\partial r}+h_{2} \bar{T}=\bar{f}_{2}(v, t) & \text { at } & r=b \\
k_{2} \frac{d R_{v}}{d r}+h_{2} R_{v}=0 & \text { at } & r=b \tag{Sb}
\end{array}
$$

Multiplying (5a) by $R_{v}$ and (5b) by $\bar{T}$ and subtracting the results we obtain

$$
\begin{equation*}
\left[k_{v} \frac{\partial \tilde{T}}{\partial r}-\bar{T} \stackrel{d R_{v}}{d r}\right]_{r=b}=\left.b \frac{R_{v}}{k_{2}}\right|_{r=b} \cdot \bar{f}_{2}(v, t) \tag{6}
\end{equation*}
$$

Introducing equations (6), (4), and (2) into equation (1) we find

$$
-\beta_{m}^{2} \tilde{\bar{T}}\left(\beta_{m}, v, t\right)+\left.b \frac{R_{v}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} \cdot \bar{f}_{2}(v, t)+\frac{\tilde{\bar{g}}\left(\beta_{m}, v, t\right)}{k}=\frac{1 d \tilde{T}}{\alpha d t}
$$

or

$$
\begin{equation*}
\frac{d \tilde{\tilde{T}}\left(\beta_{m}, v, t\right)}{d t}+\alpha \beta_{m}^{2} \tilde{\tilde{T}}\left(\beta_{m}, v, t\right)=\frac{\alpha}{k} \tilde{\tilde{g}}\left(\beta_{m}, v, t\right)+\left.\alpha b \frac{R_{v}\left(\beta_{m}, r\right)}{k_{2}}\right|_{r=b} \cdot f_{2}(v, t) \tag{7}
\end{equation*}
$$

which is the result given by equation (13-111a).
7. When taking the integral transform of the differential equation (13-143a) by the application of the transform (13-144b), we need to consider only the removal of the Sollowing differential operator

$$
\begin{equation*}
\nabla^{2} v^{\prime} \equiv-\frac{v}{4}+\frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial v}{\partial \mu}\right] \quad \text { in } \quad-1 \leqslant \mu \leqslant 1 \tag{I}
\end{equation*}
$$

since the integral transform of the remaining terms is straightforward. The integral transform of this operator under the transform (13-144b) is

$$
\begin{equation*}
\overline{\nabla^{2} V}=-\frac{1}{4} \bar{V}+\int_{-1}^{1} P_{n}(\mu) \frac{\partial}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial V}{\partial \mu}\right] d \mu \tag{2}
\end{equation*}
$$

The integration is performed by integrating it by parts twice:

$$
\begin{equation*}
\overline{\nabla^{2}} \bar{V} \equiv-\frac{1}{4} \bar{V}+\left[\left(1-\mu^{2}\right)\left(P_{n} \frac{\hat{c} V}{\hat{\partial} \mu}-V-\frac{d P_{n}}{d \mu}\right)\right]_{1}^{1}+\int_{-1}^{1} V^{\frac{d}{d \mu}}\left[\left(1-\mu^{2}\right) \cdot \frac{d P_{n}}{d \mu}\right] d \mu \tag{3}
\end{equation*}
$$

The terms inside the bracket vanishes at both limits. The integral terms is evaluated by noting that $P_{n}(\mu)$ function satisfies the Legendre equation

Multiplying this equation by $V$ and integrating from $\mu=-1$ to 1 we find

$$
\begin{equation*}
\int_{-1}^{1} V \frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \stackrel{d P_{n}}{d \mu}\right] d \mu=-n(n+1) \int_{-1}^{1} P_{n}(\mu) V d \mu=-n(n+1) \bar{V} \tag{5}
\end{equation*}
$$

Introducing equation (5) into (3) we obtain

$$
\begin{equation*}
\dot{\nabla}^{2} \dot{V}=-\frac{1}{4} \bar{V}-n(n+1) \bar{V}=-\left(n+\frac{1}{2}\right)^{2} \bar{V} \tag{6}
\end{equation*}
$$

which is the term that appears in equation (13-145a).
8. When taking the integral transform of the equation (13-156) by the application of the transform (13-158b) we need to consider only the removal of the following differential operator:

$$
\begin{equation*}
\nabla^{2} \bar{V} \equiv-\frac{1}{4} \bar{V}+\left\{\frac{\hat{c}}{\partial \mu}\left[\left(1-\mu^{2}\right) \frac{\partial \bar{V}}{\partial \mu}-\frac{m^{2} \bar{V}}{1-\mu^{2}}\right]\right\} \quad \text { in } \quad-1 \leqslant \mu \leqslant 1 \tag{1}
\end{equation*}
$$

The integral transform of this operator under the transform (13-158b) is

$$
\begin{equation*}
\widetilde{\nabla^{2} \bar{V}}=-\frac{1}{4} \overline{\bar{V}}+\int_{-1}^{1} P_{n}^{m}\left\{\frac{\hat{i}}{\hat{\partial} \mu}\left[\left(1-\mu^{2}\right) \frac{\hat{c} \bar{V}}{\hat{\partial} \mu}\right]\right\} d \mu-\int_{-1}^{1} \frac{m^{2}}{1-\mu^{2}} P_{n}^{m \bar{V}} d \mu \tag{I}
\end{equation*}
$$

The first integral is performed by integrating by parts twice

$$
\begin{align*}
\widetilde{\nabla^{2}} \bar{V} \equiv & -\frac{1}{4} \tilde{\bar{V}}+\left[\left(1-\mu^{2}\right)\left(P_{m}^{m} \frac{c^{\bar{V}}}{\hat{i} \mu}-\bar{V} \frac{d P_{n}^{m}}{d \mu}\right)\right]_{-1}^{1} \\
& \left.\left.+\int_{1}^{1} \bar{V}\left\{\begin{array}{c}
i \\
i^{2} \mu
\end{array}\right]\left(1-\mu^{2}\right) \frac{d P_{n}^{m}}{d \mu}\right]-m^{2} \overline{m^{2}} \bar{V}\right\} d \mu \tag{3}
\end{align*}
$$

The second term in the bracket vanishes at both limits. The integral term is cvaluated by noting that $P_{n}^{m}(\mu)$ function satislies Legendre's associated differential equation (13-157):

$$
\begin{equation*}
\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d P_{n}^{m}}{d \mu}\right]+\left[n(n+1)-\frac{m^{2}}{1-\mu^{2}}\right] P_{n}^{m}=0 \tag{4}
\end{equation*}
$$

$$
\begin{align*}
\int_{-1}^{1} \bar{V}\left\{\frac{d}{d \mu}\left[\left(1-\mu^{2}\right) \frac{d P_{n}^{m}}{d \mu}\right]-\frac{m^{2}}{1-\mu^{2}} P_{n}^{n}\right\} d \mu & =-n(n+1) \int_{-1}^{1} P_{n}^{m} \bar{V} d \mu \\
& =-n(n+1) \overline{\bar{V}} \tag{5}
\end{align*}
$$

Introducing equation $\{5$ ) into ( 3 ) we ohtain

$$
\begin{equation*}
\widetilde{\nabla^{2} \bar{V}} \equiv-\frac{1}{4} \overline{\bar{V}}-n(n+1) \overline{\bar{I}}=-\left(n+\frac{1}{2}\right)^{2} \overline{\bar{V}} \tag{6}
\end{equation*}
$$

which is the term that appears in equation (1.3.159).

# INVERSE HEAT CONDUCTION PROBLEMS (IHCP) 

Inverse problems are encountered in various branches of science and engineering. Mechanical, aerospace and chemical engineers; mathematicians, astrophysicists, geophysicists, statisticians and specialists of many other disciplines are all interested in inverse problems, each with different applications in mind. In the field of heat transfer, the use of inverse analysis for the estimation of surface conditions such as temperature and heat flux, or the determination of thermal properties such as thermal conductivity and heat capacity of solids by utilizing the transient temperature measurements taken within the medium has numerous practical applications. For example, the direct measurement of heat flux at the surface of a wall subjected to fire, at the outer surface of a reentry vehicle, or at the inside surface of a combustion chamber is extremely difficult. In such situations, the inverse method of analysis, using transient temperature measurements taken within the medium can be applied for the estimation of such quantities. However, difficulties associated with the implementation of inverse analysis should be also recognized. The main difficulty comes from the fact that inverse solutions are very sensitive to changes in input data resulting from measurement and modelling errors, hence may not be unique. Mathematically, the inverse problems belong to the class of problems called the ill-posed problems; that is, their solution does not satisfy the general requirement of existence, uniqueness, and stability under small changes to the input data. To overcome such difficulties, a variety of techniques for solving inverse heat conduction problems have been proposed. In this chapter an introductory treatment is presented to the theory and application of inverse heat conduction problems.

## 14-1 AN OVERVIEW OF IHCP

The standard heat conduction problems are concerned with the determination of temperature-distribution in the interior of the solid when the boundary and initial conditions, the energy generation rate and thermophysical properties of the medium are specified. In contrast, inverse heat conduction problems (IHCPs) are concerned with the determination of boundary condition, energy-generation rate, or thermophysical properties by utilizing the measured temperature history at one or more locations in the solid. The most common usage of IHCP is concerned with the estimation of the surface heat fux or temperature history from temperature measurement taken at an interior location at different times. To illustrate this matter, we consider the following one-dimensional transient heat conduction problem in a slab

| $\frac{\partial}{\partial x}\left(k \frac{\partial T}{\partial x}\right)=\rho C_{p} \frac{\partial T}{\partial t}$ | in | $0<x<L, t>0$ | (14-1a) |
| :--- | :--- | :--- | :--- |
| $-k \frac{\partial T}{\partial x}=f(t)$ | at | $x=0, \quad t>0$ | (14-1b) |
| $T=T_{L}$ | at | $x=L$, | $t>0$ |$\quad$ (14-1c)

where $f(t), T_{L}, F(x), \rho C_{p}$, and $k$ are all considered known. Then the problem is concerned with the determination of temperature distribution $T(x, t)$ in the interior region of the solid as a function of time and position. We shall refer to such traditional problems as the direct heat conduction problems.

We now consider a problem similar to that given by equations (14-1), but the boundary condition function $f(t)$ at one of the boundary surfaces is unknown. To compensate for the lack of information on the boundary condition, measured temperatures $T\left(x_{1}, t_{j}\right) \equiv Y_{j}$ are given at an interior point $x_{1}$ at different times $t_{j}$ $(j=1,2, \ldots, N)$ over a specified time interval $0<t \leqslant t_{f}$, where $t_{f}$ is the final time. This is an IHCP because it is concerned with the estimation of the unknown surface condition $f(t)$. The mathematical formulation of this problem is given by

| $\frac{\partial}{\partial x}\left(k \frac{\partial T}{\partial x}\right)=\rho C_{r} \frac{\partial T}{\partial x}$ | in | $0<x<L$, | $0<t \leqslant t_{f}$ |
| :--- | :--- | :--- | :--- |
| $-k \frac{\partial T}{\partial x}=f(t)=?$ (unknown) | at | $x=0$, | $0<t \leqslant t_{f}$ |
| $T=T_{L}$ | at | $x=L$, | $0<t \leqslant t_{f}$ |
| $T=F(x)$ | for | $t=0$, | in $0 \leqslant x \leqslant L$ |

and temperature measurements at an interior location $x_{1}$, at different times $t_{j}$ are given by

$$
T\left(x_{1}, t_{j}\right)=Y_{j} \quad \text { at } \quad x=x_{1}, \quad \text { for } \quad t=t_{j} \quad(j=1,2, \ldots, N) \quad(14-3)
$$

This is an lHCP of unknown swface condition. Analogously, one envisions IHCP of unknown thermophysical properties, energy generation rate, initial condition, and so forth. In addition, one can also envision inverse problems of convection, radiation, phase-change, and other factors. The principal difficulty in the solution of inverse problems is that they are ill-poseds as a result the solution becomes unstable under small changes to the input data.

## Applications

The space program played a significant role in the advancement of solution techniques for inverse heat conduction problems in late 1950s. An excellent discussion of this subject and various historical developments are given in references $1-3$. For example, the aerodynamic beating of space vehicles during reentry is so high that the surface temperature cannot be measured directly with the sensors. Therefore, the sensors are placed bencath the surface of the radiation shiceld and the temperature of the hot surface is estimated by inverse analysis. The problems of this type belong to the inverse problem of unknown surface condition and have been the subject of numerous investigations [4-18]. Other applications include, among many others, the determination of physical properties $k$ and $\rho C_{p}$ [19-31], temperature in internal-combustion engines [32,33], interface conductance between periodically contacting surfaces [16,17], the bulk radiation properties such as absorption and seattering coefficients $[34,35]$ and wall heat flux in forced convection inside ducts [36, 37].

## Difficulties in Inverse Solution

The principal difficulty in the solution of inverse problems arises from the fact that they are ill-posed [38-41]. The standard heat conduction problems are well-posed, because (1) The solution exists, (2) is unique, and (3) is stable under small changes to the input data. The problems that fail to satisfy any one of these conditions are called ill-posed.

To illustrate the sensitivity of inverse solution to small changes in the measured input data, we consider one-dimensional quasi-stationary temperature fields in a semiinfinite solid subjected to periodically varying heat flux at the boundary surface $x=0$. The physical problem is stated as follows. A semiinfinite solid conlined to the domain $0<x<\infty$ is initially at zero temperature. For times $t>0$, the boundary surface at $x=0$ is subjected to a periodically varying heat flux given in the form $q_{0} \cos \omega t$, where $q_{0}$ is a constant heat flux and $\omega$ is the frequency of oscillations. After the transients have passed, the quasi-stationary temperature
distribution in the solid at anytime, at a position $x$ is given by [42, p. 114]

$$
\begin{equation*}
T(x, t)=\frac{q_{0}}{k} \sqrt{\frac{\alpha}{\omega}} \exp \left(-x \sqrt{\frac{\omega}{2 \alpha}}\right) \cos \left(\omega t-x \sqrt{\frac{\omega}{2 \alpha}}-\frac{\pi}{4}\right) \tag{14-4a}
\end{equation*}
$$

The maximum amplitude at any location is ohtained by setting $\cos (-)=1$ :

$$
\begin{equation*}
[T(x, t)]_{\max }=\frac{q_{0}}{k} \sqrt{\frac{\alpha}{\omega}} \exp \left(-x \sqrt{\frac{\omega}{2 \alpha}}\right) \tag{14-4b}
\end{equation*}
$$

Equation (14-4b) shows that the maximum temperature in the interior region attenuates exponentially with increasing distance $x$ from the surface and the square root of the frequency. However, if the surface temperature is to be determined by utilizing the measured temperatures at an interior points, any measurement error will be magnified exponentially with the distance $x$ and the square root of the frequency $\omega$. Therefore, depending on the location of the sensor and the frequency of oscillations, the solution of the inverse problem may become very sensitive to measurement errors in the input data.

## Methods of Solution of IHCP

A variety of analytic and numerical approaches have been pronosed for the solution of IHCP. Stoltz [43] was onc of the carliest investigators who developed an analytic solution for a linear inverse heat conduction problem by using Duhamel's method, but the solution was found to be unstable for small time steps. This shortcoming was amended $[6,44,45]$ through the use of future data concept; as a result, the improved solution permitted the use of much smaller ' tinne steps than that used in teferente 43.
The analytic solutions developed by using integral or Laplace transform techniques [46-48] required continuously differentiable data; as a result, they were not so useful for practical applications? however, they provided a good insight into the nature of IHCP.
In order to cast IHCP as a well-posed problem, the traditional heat conduction equation was replaced by a hyperbolic heat conduction equation and the well established techniques were used to solve the resulting IHCP [49].

The analytic solutions are strictly applicable to linear problems. To extend the technique to nonlinear problems, the numerical methods such as FDM [48,50-57] and FEM [58-60] have been used in the solution of IHCP.

The terminology, function estimation, and parameter estimation, frequently used in the study of inverse analysis, needs some clarification. If the problem involves the determination of an unknown function such as the timewise variation of the surface heat flux with no prior knowledge of the functional form of the unknown quantity, the problem is referred to as a problem of function estimation. Thus, the function estimation requires the determination of a large number of surface heat flux components $q_{i}(i=1,2, \ldots, N)$; hence, it is referred to as an
infinite dimensional minimization problem. On the other hand, if some prior knowledge is available on the functional form of $q(t)$, it can be parameterized and the inverse problem is called a problem of parameter estimation because only a limited number of parameters are to be estimated. Such problems are referred to as finite dimensional minimization problem. However, if the number of parameters to be estimated is increased, it may not be possible to make a clear distinetion between the parameter and the function estimation problems...

Lct us consider an inverse problem of parameter estimation, invoiving $M$ unknown parameters, by utilizing the measured data. In the ideal case, if we have a perfect sensor with no measurement error, it would be sufficient to have the number of temperature data equal to the number of unknown parameters $M$ to solve the inverse problem. However, as the temperature data always contain measurement errors, more measurements are needed than the number of unknowns; then, the system of equations to be solved becomes overdeternined. One way of solving a system of overdetermined equations is the use of the traditional least-squares approach coupled to an appropriate minimization procedure.
In the case of function estimatian, the sequential estimation technique $[6,52,57,63]$, and the least squares method modified by the addition of regularization term $[2,63,64]$ have been used. The conjugate gradient method with adjoint equation $[65-70]$ has the advantage that the regularization is implicitly build in the computational procedure; some mathematical aspects of this method have been discussed [71].

Inverse radiation prohlems involving the determination of bulk radiation propertics of scmitransparent materials from the knowledge of the exit distribution of radiation intensity have also been the subject to numerous investigations [72-76].

The study of inverse problems requires some background in statistical analysis. Therefore, we first present some background material in statistical analysis and then introduoe the methods of solving IHCP with eome representative examples such as the determination of unknown surface heat flux and the thermophysical properties of materials.

## 14-2 BACKGROUND STATISTICAL MATERIAL

The purpose of this section is to present some basic statistical material needed in the analysis and solution of IHCP that is not generally covered in the customary courses in engineering. Therefore, a survey of pertinent statistical terminologies, statistical description of errors and some standard assumptions regarding the temperature measurement will be reviewed. Readers should consult references 77-81 for a more in-depth discussion of such matters.

## Random Variable

A function whose value is a real number determined by each element in the sample space is called a random variable. Here, the sample space refers to the set of all possible outcomes from a given experiment.

## Probability Distribution Function

Let the capital letter $X$ denote a random variable. It is called a discrete random variable if it is a vector of a set of discrete numbers $x_{n}, n=1,2, \ldots, N$, and a contimuots random variable if it contains an infinite number of points $x$. Depending on whether $X$ is discrete or continuous, the probability distribution function $f(x)$ is defined as

$$
\begin{align*}
& \sum_{n=1}^{N} f\left(x_{n}\right)=1 \quad \text { when } X \text { is discrele }  \tag{14-5i}\\
& \int_{-\infty}^{\infty} f(x) d x=1 \quad \text { when } X \text { is continuous } \tag{14-5b}
\end{align*}
$$

## Expected Value of $X$

Let $X$ be a random variable, discrete or continuous, with the corresponding probability distribution functions $f\left(x_{n}\right)$ or $f(x)$, respectively. The expected value of $X$, denoted by $E(X)$, is defined as

$$
E(X)= \begin{cases}\sum_{n=1}^{N} x_{n} f\left(x_{n}\right) & \text { when } X \text { is discrete }  \tag{14-6a}\\ \int_{-\infty}^{\infty} x f(x) d x & \text { when } X \text { is continuous }\end{cases}
$$

The expected value of any random variable $X$ is obtained by multiplying each value of a random variable by its corresponding probability distribution function and then summing up the results if $X$ is discrete and integrating the results if $X$ is continuous. Clearly, the expected value of $X$ is a weighted mean of all possible values with the weight factor $f(x)$. If the weights are equal, that is, $f(x)=1$, then the expected value becomes an arithmetic mean of $X$.

## Expected Value of a Function $g(X)$

Consider a random variable $X$ and the probability distribution function $f(x)$ associated with it. The expected value of the function $g(X)$, denoted by $E[g(X)]$, is given by

$$
E[g(X)]= \begin{cases}\sum_{n=1}^{N} g\left(x_{n}\right) f\left(x_{n}\right) & \text { when } X \text { is discrete and } x_{n}  \tag{14-7a}\\ \int_{-\infty}^{\infty} g(x) f(x) d x & \text { when } x \text { is continuous of its } N \text { values }\end{cases}
$$

## Example 14-1

The elements $x_{n}$ of a discrete random variable $X$ and the probability distribution $f\left(x_{n}\right)$ associated with each value of $x_{n}$ are listed below:

$$
\begin{array}{c|cccccc}
x_{n} & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline f\left(x_{n}\right) & 0.1 & 0.2 & 0.3 & 0.2 & 0.1 & 0.1
\end{array}
$$

Calculate (1) the expected value $E(X)$ of the random variable $X$ and (2) the expected value $E[!(X)]$ of the function $g(X)=(2 x \ldots 1)^{2}$.

## Solution

1. The expected value $E(X)$ of the random variablc $X$ is calculated according to equation (14-6a). We obtain

$$
\begin{aligned}
E(X) & =\sum_{n=1}^{N} x_{n} f\left(x_{n}\right) \\
& =0 \times f(0)+1 \times f(1)+2 \times f(2)+3 \times f(3)+4 \times f(4)+5 \times f(5) \\
& =0 \times 0.1+1 \times 0.2+2 \times 0.3+3 \times 0.2+4 \times 0.1+5 \times 0.1 \\
& =0+0.2+0.6+0.6+0.4+0.5 \\
& =2.3
\end{aligned}
$$

2. The expected value $E[g(X)]$ of the function $g(X)$ is calculated according to equation (14-7a) as

$$
\begin{aligned}
E[g(X)] & =\sum_{n=1}^{N} g\left(x_{n}\right) f\left(x_{n}\right)=\sum_{n=1}^{N}\left(2 x_{n}-1\right)^{2} f\left(x_{n}\right) \\
& =(-1)^{2} f(0)+(1)^{2} f(1)+(3)^{2} f(2)+(5)^{2} f(3)+(7)^{2} f(4)+(9)^{2} f(5) \\
& =1 \times 0.1+1 \times 0.2+9 \times 0.3+25 \times 0.2+49 \times 0.1+81 \times 0.1 \\
& =0.1+0.2+2.7+5+4.9+8.1 \\
& =21.0
\end{aligned}
$$

## Variance of a Random Variable $X$

The variance of a random variable $X$, denoted by $\sigma_{x}^{2}$ or simply $\sigma^{2}$, is defined by

$$
\begin{equation*}
\sigma_{x}^{2} \equiv \sigma^{2}=E\left[(X-\mu)^{2}\right] \quad \text { where } \mu=!(x) \tag{14-8:i}
\end{equation*}
$$

or an alternative form is obtained by expanding this expression

$$
\begin{equation*}
\sigma^{2}=E\left(X^{2}\right)-\mu^{2} \tag{14-8b}
\end{equation*}
$$

since $E\left(\mu^{2}\right)=\mu^{2}$.
The positive square root $\sigma$ of the variance, $\sigma^{2}$, is called the standard deviation.

## Example 14-2

A discrete random variable $X$ and the corresponding. probability distribution function $f(x)$ are listed

$$
\begin{array}{c|cccc}
x_{n} & 0 & \frac{1}{f} & 2 & 3 \\
\hline f\left(x_{n}\right) & \frac{1}{41} & \frac{10}{40} & \frac{25}{20} & \frac{4}{40}
\end{array}
$$

calculate the variance $\sigma^{2}$ of the random variable $X$.
Solution. We use equation (14-8b) to calculate the variance of $X$, that is,

$$
\sigma^{2}=E\left(X^{2}\right)-\mu^{2}
$$

where

$$
\begin{aligned}
\mu & =E(X) \\
E(X) & =0 \times \frac{1}{40}+1 \times \frac{10}{40}+2 \times \frac{25}{40}+3 \times \frac{4}{40}=\frac{72}{40}=1.8 \equiv \mu \\
E\left(X^{2}\right) & =0^{2} \times \frac{1}{40}+1^{2} \times \frac{10}{40}+2^{2} \times \frac{25}{40}+3^{2} \times \frac{4}{40}=\frac{146}{40}=3.65
\end{aligned}
$$

Hence, $\sigma^{2}=3.65-(1.8)^{2}=0.41$.

## Convariance of Two Random Variables $X, Y$

The covariance of tivo random variables $X, Y$, denoted by $\sigma_{X Y}$, is given as

$$
\begin{equation*}
\operatorname{cov}(X, Y) \equiv \sigma_{X Y}=E\left[\left(X-\mu_{X}\right)\left(Y-\mu_{Y}\right)\right] \tag{14-9a}
\end{equation*}
$$

âñañalternative form of this expression is obtained by expanding this result as

$$
\begin{equation*}
\operatorname{cov}(X, Y) \equiv \sigma_{X Y}=E(\dot{X} \eta)-\mu_{X} \mu_{Y} \tag{14-9b}
\end{equation*}
$$

where $\mu_{x}=E(X), \mu_{\gamma}=E\left(Y^{\prime}\right)$ and $E\left(\mu_{\mathrm{V}} \mu_{\mathrm{r}}\right)=\mu_{\mathrm{N}} \mu_{\mathrm{r}}$.

## Some Properties of Yariance

We list below some useful properties of the variance and covariance.

1. If $\dot{X}$ is a random variable and $a$ is a constant, then

$$
\begin{equation*}
\sigma_{X+a}^{2}=\sigma_{\dot{x}}^{2} \equiv \sigma^{2} \tag{14-10}
\end{equation*}
$$

This result states that the variance remain unchanged if a constant is added
to or subtracted from a random variable. The following expression

$$
\begin{equation*}
\sigma_{a x}^{2}=a^{2} \sigma_{X}^{2} \equiv a^{2} \sigma^{2} \tag{14-11}
\end{equation*}
$$

shows that, if a random variable is multiplied or divided by a constant, the variance is multiplied or divided by the square of the same constant.
2. If $X$ and $Y$ are independen bariables and $a$ and $b$ are constants, then .

$$
\begin{equation*}
\sigma_{a X+b Y}^{2}=a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2} \tag{14-12a}
\end{equation*}
$$

and replacing $b$ by $-b$ the right hand side remains invariant:

$$
\begin{equation*}
\sigma_{a X-b Y}^{2}=a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2} \tag{14-12b}
\end{equation*}
$$

3. The covariance of the independent variables $X$ and $Y$ is zero:

$$
\begin{equation*}
\sigma_{X Y}=E(X Y)-\mu_{X} \mu_{Y}=0 \tag{14-13}
\end{equation*}
$$

since $E(X Y)=E(X) E(Y)$ and $\mu_{x}=E(X), \mu_{y}=E(Y)$.
4. II $a$ and $b$ are constants, then

$$
\begin{gather*}
E(b)=b  \tag{14-14a}\\
E(a x)=a E(x)  \tag{14-14b}\\
E(a x+b)=a E(x)+b \tag{14-14c}
\end{gather*}
$$

## Normal Distribution

The most frequently used continuous probability distribution function is the normal (or Gaussian) distribution which has a bell shaped curve about the mean value. The normal (Gaussian) probability distribution function with a mean $\mu$ and variance $\sigma^{2}$ is given by

$$
\begin{equation*}
f(x)=\underset{\sigma \sqrt{2} \pi}{1} \exp \left[-\frac{1}{2}\binom{x-n}{\sigma}^{2}\right] \tag{14-1.5}
\end{equation*}
$$

The area under the integration of this function from $x=-\infty$ to $x$ represents the probability $P(-\infty<X<x)$ that a random variable $X$ with a mean $\mu$ and variance $\sigma^{2}$ assumes a value between $x=-\infty$ and $x$. That is, $P(-\infty<X \leqslant x)$ is defined by

$$
\begin{equation*}
P(-\infty<X \leqslant x)=\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left[-\frac{1}{2}\left(\frac{x^{\prime}-\mu}{\sigma}\right)^{2}\right] d x^{\prime} \tag{14-16}
\end{equation*}
$$

To alleviate the difliculty in the calculation of this integral for each given set of values of $\sigma, \mu$ and $x$, a new independent variable $Z$ is defined as

$$
\begin{equation*}
Z=\frac{X-\mu}{\sigma} \quad \text { or } \quad z=\frac{x-\mu}{\sigma} \tag{14-17}
\end{equation*}
$$

Then the integral (14-16) becomes

$$
\begin{equation*}
P(-\infty<Z \leqslant z)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} e^{-z^{\prime 2} / 2} d z^{\prime} \tag{14-18}
\end{equation*}
$$

which has only one independent variable $z$, hence the results of integration can be tabulated as given in Table 14-1. Readers should consult reference 77 (or more comprehensive tabulation of the probability function $P(-\infty<Z<z)$.

Table 14-1 can be used to determine the normal probability, $P\left(x_{1}<X<x_{2}\right)$, of a random variable $X$ having a mean $\mu$, variance $\sigma^{2}$, assuming a value between $x_{1}<X<x_{2}$ :

$$
\begin{align*}
P\left(x_{i}<X<x_{2}\right) & =P\left(\frac{x_{1}-\mu}{\sigma}<Z<\frac{x_{2}-\mu}{\sigma}\right)  \tag{14-18a}\\
& =P\left(z_{1}<Z<z_{2}\right)  \tag{14-18b}\\
& =P\left(-\infty<Z<z_{2}\right)-P\left(-\infty<Z<z_{1}\right) \tag{14-18c}
\end{align*}
$$

where $P\left(-\infty<Z<z_{2}\right)$ and $P\left(-\infty<Z<z_{1}\right)$ are determined from Table 14-1.

## Example 14-3

The average life of a certaln type of watch ts $\mu=10 \mathrm{yr}$ with a standard deviation of $\sigma=1 \mathrm{yr}$. Assuming that the life expectancy of such watches has a normal(Gaussian) distribution, determine the probability that a given watch will last less than $x=8.5 \mathrm{yr}$.

Solution. The shaded area under the probability curve in the accompanying figure represents the desired probability for this example.


Example 14-3

TABLE 14-1 Normal Probability Distribution Function $P(-\infty<Z<z)$ Defined by Equation (14-18)


| $z$ | $P(-\infty<Z<z)$ | $z$ | $P(-\infty<Z<z)$ |
| :---: | :---: | :---: | :---: |
| -2.9 | 0.0019 | 0.0 | 0.5000 |
| -2.8 | 0.0026 | 0.1 | 0.5398 |
| -2.7 | 0.0035 | 0.2 | 0.5793 |
| -2.6 | 0.0047 | 0.3 | 0.6179 |
| -2.5 | 0.0062 | 0.4 | 0.6554 |
| -2.4 | 0.0082 | 0.5 | 0.6915 |
| -2.3 | 0.0107 | 0.6 | 0.7257 |
| -2.2 | 0.0139 | 0.7 | 0.7580 |
| -2.1 | 0.0179 | 0.8 | 0.7881 |
| $-2.0$ | 0.0228 | 0.9 | 0.8159 |
| $-1.9$ | 0.0287 | ${ }^{-1.0}$ | 0.8413 |
| -1.8 | 0.0359 | 1.1 | 0.8643 |
| $-1.7$ | 0.0446 | 1.2 | 0.8849 |
| $-1.6$ | 0.0548 | 1.3 | 0.9032 |
| $-1.5$ | 0.0668 | 1.4 | 0.9192 |
| -1.4 | 0.0808 | 1.5 | 0.9332 |
| $-1.3$ | 0.0968 | 1.6 | 0.9452 |
| $-1.2$ | 0.1151 | 1.7 | 0.9554 |
| $-1.1$ | 0.1357 | 1.8 | 0.9641 |
| $-1.0$ | 0.1587 | 1.9 | 0.9713 |
| -0.9 | 0.1841 | 2.0 | 0.9772 |
| $-0.8$ | 0.2119 | 2.1 | 0.9821 |
| -0.7 | 0.2420 | 2.2 | 0.9861 |
| -0.6 | 0.2743 | 2.3 | 0.9893 |
| -0.5 | 0.3085 . - | 2.4 | .. $-\cdots 0.9918$ |
| -0.4 | 0.3446 | 2.5 | 0.9938 |
| -0.3 | 0.3821 | 2.6 | 0.9953 |
| -0.2 | 0.4207 | 2.7 | 0.9965 |
| -0.1 | 0.4602 | 2.8 | 0.9974 |
| -0.0 | 0.5000 | 2.9 | 0.9981 |

we have

$$
z=\frac{x-\mu}{\sigma}=\frac{8.5-10}{1}=-1.5
$$

Then, using Table 14-1, we obtain

$$
P(-\infty<X<8.5)=P(-\infty<Z<-1.5)=0.0668
$$

Thus the probability that a watch will last less than 8.5 yrs is 0.0668 .

## Example 14-4

In the Example 14-3, what is the probability that a given watch will last more than $x=11.5$ years?
Solution. The shaded area under the probability curve in the accompanying figure represents the probability for this example.

we have

$$
\begin{gathered}
z=\begin{array}{c}
x-\mu \\
\sigma
\end{array}=\frac{11.5: \cdot 10}{1}=1.5 \\
P(X>11.5)=P(Z>1.5)
\end{gathered}
$$

and using Table 14-1 we ohtain

$$
P(Z>1.5)=1-P\left(-\Im_{i}<Z<1.5\right)=1-0.9332=0.0668
$$

As expected, the result is the same as that in Example 14-3.

## Example 14-5

Determine the values of $\pm z$ such that the shaded area under the normal probability curve shown in the accompanying ligure will be equal to $99 \%$.


Solution. We need to determine the $z$ value such that

$$
P(-\infty<Z \leqslant+z)-P(-\infty<Z \leqslant-z)=0.99
$$

By using the more extensive table of normal probability distribution it can be verified that, for $z=2.576$ we have

$$
\begin{aligned}
& P(-\infty<Z \leqslant+2.576)=0.995 \\
& P(-\infty<Z \leqslant-2.576)=0.005
\end{aligned}
$$

Hence

$$
P(-\infty<Z<2.576)-P(-\infty<Z<+2.576)=0.99
$$

## Assumptions in Errors

The random measurement errors are generally the major source of errors in estimates made by the inverse analysis. A statistical description of errors is useful in the analysis of random errors. Eight standard assumptions regarding the temperature measurements described in references 1,78 are listed below.

1. The errors are additive, that is

$$
\begin{equation*}
Y_{1}=T_{1}+\epsilon_{1} \tag{14-19a}
\end{equation*}
$$

where $Y_{i}$ is the measured temperature, $T_{i}$ is the "true" temperature and $\epsilon_{i}$ is the random error at time $t_{i}$.
2. The temperature errors, $\epsilon_{i}$, have a zero mean, that is,

$$
\begin{equation*}
E\left(\epsilon_{i}\right)=0 \tag{14-19b}
\end{equation*}
$$

where $E(\cdot)$ is the expected value operator.
3. The errors have constant variance, that is,

$$
\begin{equation*}
E\left\{\left[y_{i}-E\left(y_{i}\right)\right]^{2}\right\}=\sigma^{2}=\text { constant } \tag{14-19c}
\end{equation*}
$$

which means that the variance of $y_{i}$ is independent of time.
4. Two measurement errors $\epsilon_{i}$ and $\epsilon_{j}$, where $i \neq j$, are uncorrelated if the covariance of $\epsilon_{i}$ and $\epsilon_{j}$ is zero:

$$
\operatorname{cov}\left(\epsilon_{i}, \epsilon_{j}\right) \cong E\left\{\left[\epsilon_{i}-E\left(\epsilon_{i}\right)\right]\left[\epsilon_{j}-E\left(\epsilon_{j}\right)\right]\right\}=0 \quad \text { for } \quad . i \neq j \quad \text { (14-19d) }
$$

The different errors $\epsilon_{i}$ and $\epsilon_{j}$ are called uncorrelated if each has no effect on or relationship to the other.
5. Measurement errors have a normal (Gaussian) distribution, that is, the probability distribution function of $\epsilon_{i}$ is given by

$$
\begin{equation*}
f\left(\epsilon_{\mathrm{i}}\right)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(\frac{-\epsilon_{i}^{2}}{2 \sigma^{2}}\right) \tag{14-19e}
\end{equation*}
$$

6. The statistical parameters such as $\sigma^{2}$ describing $\epsilon_{i}$ are known.
7. The measurement times $t_{1}, t_{2}, \ldots, t_{n}$, the measurement positions $x_{1}, x_{2}, \ldots$, $x_{j}$, the dimensions of the specimens, and thermal properties are all accurately known.
8. There is no prior information regarding the distribution of the function to be estimated. If such information exists, it can be utilized to obtain estimates.

## 14-3 IHCP OF ESTIMATING UNKNOWN SURFACE HEAT FLUX

We consider a flat plate of thickness $L$ initially at zero temperature. For times $1>0$, a timewise varying unknown heat flux $q(t)$ is applied at the boundary surface $x=0$, while the boundary surface at $x=L$ is kept insulated. It is assumed ' that $q(t)$ is a single-valued continuous function of time that may rise or fall arbitrarily, but no other prior information is available on the functional form. In order to estimate $\ell(f)$, temperature measurements are taken with a sensor pusitigned at the insubated surlace $x=L$, over a time period $0<1<1$, , at sucessive time intervals $t_{f}(j=1,2, \ldots, M)$. Here, $t_{f}$ denotes the final time for temperature measurements. Figure 14-1 illustrates the geometry and the coordinates. Our objective is, by utilizing the measured temperature data, to estimate the unknown surface heat flux function $q(t)$, over the whole time domain $0<t \leqslant t_{f}$. Since no prior information is available regarding the functional form of $q(t)$, we need to compute $q_{i}=q\left(t_{i}\right)$ at a sufficiently large number of times $t_{i}(i=1,2,3, \ldots, N)$ in order to make a reasonably aceurate estimation of the function $q(t)$.


Fig. 14-1 Inverse problem of unknown surface heat flux.
Therefore, the problem may be regarded as a problem of function estimation. The analysis and solution of this inverse problem are presented in the following basic steps:

1. The formulation of direct and inverse problems
2. The transformation of the inverse problem into a system of least-squares equations
3. Physical significance of sensitivity cocficients
4. The solution of the least-squares equations
5. The determination of the sensitivity coeflicients
6.. Numerical results
6. The Direct and Inverse Problem Basic to the solution of this inverse problem is the solution of the related direct problem in which the surface heat flux $q(t)$ is considered known. The mathematical formulation of the direct problem is given by

| $k^{\partial^{2} T}$ |
| :--- | :--- | :--- | :--- |
| $\partial x^{2}$ |$=\mu C_{p} \frac{\partial T}{\partial t} \quad$ in $\quad 0<x<L, \quad t>0, \quad(14-20 \mathrm{i})$

This direct problem can readily be solved by classical solution techniques; we prefer to use Duhamel's theorem:- . .............................

INVERSE HEAT CONDUCTION PROBLEMS
The mathematical formulation of the inverse problem is given by

| $k \frac{\partial^{2} T}{\partial x^{2}}=\rho C_{p} \frac{\partial T}{\partial t}$ | in | $0<x<L$, | for $\quad 0<t<t_{f}$ | (14-21a) |
| :--- | :--- | :--- | :--- | :--- |
| $-k \frac{\partial T}{\partial x}=q(t)=?$ | at | $x=0$ |  | (14-21b) |
| $\frac{\partial T}{\partial x}=0$ | at | $x=L$ |  | (14-21c) |
| $T=0$ | for | $t=0$, | in $\quad 0 \leqslant x \leqslant L$ | (14-21d) |

where the applied surface heat Пux $q(t)$ is unknown; instead, temperature measurements

$$
T\left(L, t_{j}\right) \equiv Y_{j}, \quad j=1,2, \ldots, M
$$

taken with a single sensor placed at $x=L$ at times $t_{j}$ are given over the whole time domain $0<t \leqslant t_{f}$, where $t_{f}$, is the final measurement time.

Then the inverse problem can be stated as follows: By utilizing the $M$ measured data $Y_{j}(j=1,2, \ldots, M)$, estimate the $M$ heat flux components $q\left(t_{j}\right) \equiv q_{j}(j=1$, $2, \ldots, M$ ).
2. Transformation to a Least Squares Problem The inverse problem as stated above is mathematically ill-posed in a sense that its existence, uniqueness, and/or stability is not yet ensured. A successful solution of an inverse problem generally involves the transformation of the inverse problem into a well posed-approximate solution.

The existence of an inverse solution is guaranteed by requiring that the inverse solution minimize the least squares norm rather than make it necessarily zero. Since the computation of the direct solution is implicit in the least squares method, the establishment of the direct solution given by equations (14-20) is obviously basic to the procedure.

To solve the inverse problem on such a basis, we require that the estimated temperature $\hat{T}_{j}\left(\eta_{i}\right), j=1,2, \ldots, M$, computed from the solution of the direct problem by using the estimated values of the heat flux components $f_{l}, i=1,2, \ldots, M$, should match the measured temperatures $Y_{j}, j=1,2, \ldots, M$ as closely as possible over a specified time domain $0<t<t_{f}$. Here, the superscript ${ }^{\text { }}$ over $T$ or $q$ denotes the estimated values. One way to realize such a matching is to require that the traditional least squares norm is minimized with respect to each of the unknown heat flux components $q_{i}, i=1,2, \ldots, M$. Here we consider the least squares norm modified by the addition of a zeroth-order regularization term

$$
\begin{equation*}
S(\hat{\mathbf{q}})=\sum_{j=1}^{M}\left[Y_{j}-\hat{T}_{j}(\hat{\mathbf{q}})\right]^{2}+\alpha^{*} \sum_{j=1}^{M} \hat{q}_{j}^{2} \tag{14-22}
\end{equation*}
$$

where $\hat{\mathbf{q}} \equiv\left[\hat{q}_{i}\right.$ for $\left.i=1,2, \ldots, M\right]$ and the superscript ${ }^{\wedge}$ denotes the estimated values and other quantities defined by
$S(\hat{\mathbf{q}}) \quad=$ sum of squares
$\dot{q}_{j} \equiv \tilde{q}\left(t_{j}\right)=$ estimated surface heat flux at the boundary
$Y_{j} \equiv Y\left(t_{j}\right)=$ measured temperature at surface $x=L$, at times $t_{j}$
$\hat{T}_{j}(\hat{\mathrm{q}}) \quad=$ estimated temperature at the surface $x=L$ at times $t=t_{j}$ computed by usingestimated heat flux, $\left[\hat{q}_{i}, i=1,2, \ldots, M\right]=\hat{\mathbf{q}}$
$\alpha^{*} \quad=$ the regularization parameter $>0$
In equation (14-22), the first summation term on the right-hand side is the traditional least squares. The second summation is the zero-order regularization term which is added in order to reduce instability or oscillations that are inherent in the solution of ill-posed problems when a large number of parameters are to be estimated. Readers should consult references 1 and 63 for a discussion of the first- and second-order regularization terms. The concept of regularization was originally introduced in reference 41 . The procedure is essentially related to the damped least squares or the ridge method discussed in references 80-85.
The coeflicient $\alpha^{*}$ is called the regularization parameter. As $\alpha^{*} \rightarrow 0$, the solution exhibits oscillatory behavior and becomes unstable if a large number of parameters are to be estimated (i.e., function cstimation). For large values of $\alpha^{*}$, the solution is damped and deviates from the exact results. By proper selection of $\alpha^{*}$, instability can be alleviated. A discussion of the ways to select value for $\alpha^{*}$ can be found in references 2,63 , and 64 . Fortunately, a relatively wide range of values of $\alpha^{*}$ can be used. For example, the values for $\alpha^{*}$ ranged from $10^{-1}$ to $10^{-4}$ [63]. A cross-validation approach discussed in references $87-90$ has been used [87] to calculate the optimum value of $\alpha^{*}$. Depending on the value of the standard deviation $\sigma$ of the measurement errors, the optimum value of $\alpha^{*}$ ranged from $10^{-2}$ to $10^{-4}$.
The next step in the analysis is the minimization of the least-squares equation (14-22) by differentiating it with respect to each of the unknown heat flux components $\dot{g}_{i}, i=1,2, \ldots, M$, and then setting the resulting expression equal to zero. We find

$$
\begin{equation*}
\frac{\partial S(\hat{\mathbf{q}})}{\partial \dot{q}_{i}}=2 \sum_{j=1}^{M} \frac{\partial \hat{T}_{j}(\hat{\mathbf{q}})}{\partial \hat{q}_{i}}\left[\hat{T}_{j}(\hat{\mathbf{q}})-Y_{j}\right]+2 \alpha^{*} \sum_{j=1}^{M} \hat{q}_{j} \frac{\partial \hat{q}_{j}}{\partial \dot{q}_{i}}=0 . \tag{14-23a}
\end{equation*}
$$

where $i=1,2, \ldots, M$, and

$$
\frac{\partial \hat{q}_{j}}{\partial \hat{q}_{i}}=\left\{\begin{array}{lll}
0 & \text { for } & i \neq j  \tag{14-23b}\\
1 & \text { for } & i=j
\end{array}\right.
$$

The total number of temperature measurements should be at least equal to or more than the number of the parameters to be estimated. Equation (14-23a) is
rearranged in the form

$$
\begin{equation*}
\sum_{j=1}^{M} \frac{\partial \hat{T}_{j}(\hat{q})}{\partial \hat{q}_{i}}\left[Y_{j}-\hat{T}_{j}(\hat{q})\right]=\alpha^{*} \sum_{j=1}^{M i} \hat{q}_{J} \frac{\partial \hat{q}_{j}}{\partial \hat{q}_{i}} \tag{14-23c}
\end{equation*}
$$

where $i=1,2, \ldots, M$ and

$$
\begin{equation*}
\frac{\partial \hat{T}_{i}(\underline{q})}{\partial \hat{q}_{i}}=\frac{\partial \hat{T}_{j}\left(q_{1}, \hat{q}_{2}, \ldots, q_{M}\right)}{\partial \hat{q}_{i}} \equiv X_{H}=\frac{\text { sensitivity coefficients }}{\text { with respect to } q_{i}} \tag{14-23~d}
\end{equation*}
$$

As discussed previously, it is desirable to have large uncorrelated sensitivity coeflicients $X_{i j}$. If the sensitivity coefficients are linearly dependent, the minimization procedure delined by equation (14-23) will not have unique solution with $\alpha^{*}=0$. Equation (14-23c) is written in the matrix form as

$$
\begin{equation*}
\mathbf{X}^{T}(\mathbf{Y}-\mathbf{T})=\alpha^{*} \mathbf{q} \tag{14-24a}
\end{equation*}
$$

where various vectors are given by

$$
\mathbf{T}=\left[\begin{array}{c}
\hat{T}_{1}  \tag{14-24b,c,d}\\
\hat{T}_{2} \\
\vdots \\
\hat{T}_{M}
\end{array}\right], \quad \mathbf{Y}=\left[\begin{array}{c}
Y_{1} \\
Y_{2} \\
\vdots \\
Y_{M}
\end{array}\right], \quad \mathbf{q}=\left[\begin{array}{c}
\hat{q}_{1} \\
\hat{q}_{2} \\
\vdots \\
\hat{q}_{M}
\end{array}\right]
$$

and the sensitivity matrix $\mathbf{X}$ with respect to q is written in the explicit form as

$$
\mathbf{X} \equiv \frac{\partial \mathbf{T}}{\partial \mathbf{q}^{T}}=\left[\begin{array}{cccc}
\frac{\partial T_{1}}{\partial q_{1}} & \frac{\partial T_{1}}{\partial q_{2}} & \cdots & \frac{\partial T_{1}}{\partial q_{M}}  \tag{14-24e}\\
\frac{\partial T_{2}}{\partial q_{1}} & \frac{\partial T_{2}}{\partial q_{2}} & & \frac{\partial T_{2}}{\partial q_{M}} \\
\vdots & & & \\
\frac{\partial T_{M}}{\partial q_{1}}: & \frac{\partial T_{M}}{\partial q_{2}} & \cdots & \frac{\partial T_{M}}{\partial q_{M}}
\end{array}\right]
$$

We note that, in this sensitivity matrix, the terms above the main diagonal must be zero, because the temperatures $\hat{T}_{1}$ calculated at any instant of time $t_{1}$ must be independent of the future heat fluxes, $q_{j}, j>i$.
3. Physical Significance of Sensitivity Coefficients The sensitivity coefficient $X_{j n}$ defined by equation (14-23d) or (14-24e) is the first derivative of the dependent variable (i.e., temperature) with respect to the unknown parameter (i.e., heat Iux components). It represents the changes in $T_{i}$ with respect to the changes in the
unknown parameters $q_{1}$. It is preferable to have large, uncorrelated values of the sensitivity coefficients $X_{i j}$. Therefore, sensors should be placed at such locations where the readings are most sensitive to changes in the unknown parameters. A small value of $X_{j i}$ indicates insensitivity of the dependent variable to changes in the value of the unknown parameter; for such cases the inverse analysis become very sensitive to measurement errors and the estimation process become difficult. To establish the best sensor locations, measurement times, and 50 on, it is desirable to examine the effects of measurements locations, measurement times, and similar parameters on the relative values of the sensitivity coellicients.
If the sensitivity coefficients are functions of the parameters to be estimated, then the resulting estimation problem is nonlinear; conversely, if they are not functions of the parameters, the estimation problem is linear.
Consider, for example, transient temperature distribution in a semiinfinite medium, initially at zero temperature, for times $t>0$, where a constant heat flux $q_{0} \mathrm{~W} / \mathrm{m}^{2}$ is applied at the boundary surface $x=0$. The temperature at the surlace $x=0$ is a function of time given by

$$
\begin{equation*}
T(0, t)=\frac{2 q_{0}}{k}\left(\frac{\alpha t}{\pi}\right)^{1 / 2} \tag{14-25a}
\end{equation*}
$$

where $\alpha$ is the thermal diffusivity and $k$ is the thermal conductivity. The sensitivity cocflicient with respect to the surface heat flux $q_{0}$ given by

$$
\begin{equation*}
X_{q_{0}}(0, t) \equiv \frac{\partial T(0, t)}{\partial q_{0}}=\frac{2}{k}\left(\frac{\alpha t}{\pi}\right)^{1 / 2} \tag{14-25b}
\end{equation*}
$$

is independent of $q_{0}$, whereas the sensitivity coefficient with respect to the thermal diffusivity

$$
\begin{equation*}
X_{a}(0, t)=\frac{\partial T(0, t)}{\partial \alpha}=\frac{q_{0}}{k}\left(\frac{t}{\pi \alpha}\right)^{1 / 2} . \tag{14-2.5c}
\end{equation*}
$$

depends on $\alpha$; hence the inverse problem of estimation of $\alpha$ is nonlinear.
The final step in the analysis is the solution of the above system of least squares equations (14-24) in order to calculate the heat Ilux components $\hat{q}_{j}, j=1,2, \ldots, M$ as discussed next.
4. Solution of the Least-Squares Equations Now the IHCP is reduced to that of solving the system of least-squares equations (14-23) or (14-24) by a suitable solution algorithm: It is desirable to express equation (14-23) in a more convenient form for the calculation of $\hat{q}_{i}$; this can be achieved by expanding $\hat{T}_{i}(\hat{q})$ in a Taylor series with respect to an arbitrary value of the heat Пux as

$$
\begin{equation*}
\hat{T}_{j}=\hat{T}_{0 j}+\sum_{k=1}^{M} \frac{\partial \hat{T}_{j}}{\partial \dot{q}_{k}}\left(q_{k}-\hat{q}_{0}\right) \tag{14-26a}
\end{equation*}
$$

This result is expressed in the matrix form as

$$
\begin{equation*}
T=T_{0}+\frac{\partial T}{\partial \mathbf{q}^{T}}\left(\mathbf{q}-\mathbf{q}_{0}\right) \tag{14-26b}
\end{equation*}
$$

If we choose $T_{n}=0$ and $\mathbf{q}_{0}=0$, equations (14-26a) and (14-26b), respectively. reduce to

$$
\begin{equation*}
\hat{T}_{j}=\sum_{k=1}^{M} \frac{\partial \hat{T}_{j}}{\partial g_{k}} \hat{g}_{k} \tag{14-27a}
\end{equation*}
$$

and

$$
\begin{equation*}
T=\frac{\partial \mathbf{T}}{\partial \mathbf{q}^{\mathbf{T}}} \cdot \underset{\mathbf{q}}{ } \equiv \mathrm{X}_{\mathbf{q}} \tag{14-27b}
\end{equation*}
$$

Since $\partial \mathbf{T} / \partial q^{T} \equiv \mathbf{X}$.
We now substitute equation (14-27a) into equation (14-23c)

$$
\begin{equation*}
\sum_{j=1}^{M} \frac{\partial \hat{T}_{j}}{\partial \hat{q}_{i}}\left(Y_{j}-\sum_{k=1}^{M} \frac{\partial \hat{T}_{j}}{\partial \hat{q}_{k}} \hat{q}_{k}\right)=\alpha^{*} \sum_{j=1}^{M} \hat{q}_{j} \frac{\partial \hat{q}_{j}}{\partial \hat{q}_{i}^{\prime}} \quad i=1,2, \ldots, M \tag{14-28a}
\end{equation*}
$$

The matrix form of this equation is obtained by introducing equation (14-27b) into equation (14-24a)

$$
\begin{equation*}
\mathbf{X}^{T}(\mathbf{Y}-\mathbf{X} \mathbf{q})=\boldsymbol{x}^{*} \mathbf{q} \tag{14-28b}
\end{equation*}
$$

The equivalence of equations (14-28a) and (14-28b) can be verified by expanding equation (14-28b). The solution of equations (14-28a) or (14-28b) gives the estimated values of the heat flux components $\hat{g}_{i}$ at each time $t_{i}(i=1,2, \ldots, M)$. It is convenient to express the solution for the heat flux $q$ in the matrix form as

$$
\begin{equation*}
\mathbf{q}=\left(\mathbf{X}^{T} \mathbf{X}+\alpha^{*} \mathbf{I}\right)^{*-1} \mathbf{X}^{T} \mathbf{Y} \tag{14-29}
\end{equation*}
$$

Equation (14-29) is the formal solution of the inverse heat conduction problem considered here for the unknown surface heat flux $q$ over the period $0<t<t_{f}$. Once the sensitivity coefficients $\mathbf{X}$, the regularization parameter $\alpha^{*}$, and the measured temperature data $\mathbf{Y}$ are available, the surface heat flux $\boldsymbol{q}$ is computed from equation (14-29). The sensitivity coefficients $\mathbf{X}$ are determined as described next.
5. Determination of Sensitivity Coefficients Because the direct problem associated with this inverse problem is linear, analytic expression can readily be developed for the sensitivity coefficients by the application of Duhamel's theorem as follows.

By definition, the sensitivity coefficients are given by $X_{i j} \equiv \partial \hat{T}_{i} / \partial \hat{q}_{j}$. We consider the solution $T(x, t)$ of the direct problem (14-20) determined by Duhamel's theorem [see equation 5-8]

$$
\begin{equation*}
T(x, t)=\int_{\lambda=0}^{t} q(\lambda) \frac{\partial \phi(x, t-\lambda)}{\partial t} d \lambda \tag{14-30}
\end{equation*}
$$

where $\phi(x, t)$ is the solution of the following auxiliary problem

$$
\begin{array}{lll}
k \frac{\partial^{2} \phi}{\partial x^{2}}=\rho C_{p} \frac{\partial \phi}{\partial t} & \text { in } & 0<x<L \\
k \frac{\partial \phi}{\partial x}=1 & \text { at } & x=0 \\
\frac{\partial \phi}{\partial x}=0 & \text { at } & x=L  \tag{14-31c}\\
\phi=0 & \text { for } & t=0
\end{array}
$$

Duhamel's theorem given by equation (14-30) is written in the alternative form as

$$
T(x, t)=\int_{\lambda=0}^{t} q(\lambda) \frac{\partial \phi(x, t-\lambda\}}{\partial \lambda} \cdot d \lambda
$$

since

$$
\begin{equation*}
\frac{\partial \phi(x, t-\lambda)}{\partial t}=-\frac{\partial \phi(x, t-\lambda)}{\Delta \lambda} \tag{14-32b}
\end{equation*}
$$

The integral in equation (14-32a) is discretized as

$$
\begin{align*}
T\left(x, t_{M}\right) & =\sum_{n=1}^{M} q_{n} \frac{\phi\left(x, t_{M}-\lambda_{n-1}\right)-\phi\left(x, t_{M}-\lambda_{n}\right)}{\Delta \lambda} \Delta \lambda  \tag{14-33a}\\
& =\sum_{n=1}^{M} q_{n}\left[\phi\left(x, t_{M-(n \times 1)}\right)-\phi\left(x, t_{M-n}\right)\right] \tag{14-3.3b}
\end{align*}
$$

which is written more compactly as

$$
\begin{equation*}
T_{M}=\sum_{n=1}^{M} q_{n} \Delta \phi_{M-n} \quad n=1,2, \ldots, M \tag{14-34}
\end{equation*}
$$

where $q_{n}$ is evaluated at time $\left(n-\frac{1}{2}\right) \Delta t$. Equations (14-34) can be expressed in the
matrix form as

$$
\left[\begin{array}{c}
T_{1}  \tag{14-35}\\
T_{2} \\
\vdots \\
\vdots \\
T_{M}
\end{array}\right]=\left[\begin{array}{ccccc}
\Delta \phi_{0} & & & 0 \\
\Delta \phi_{1} & \Delta \phi_{0} & & & \\
\vdots & & \ddots & & \\
\vdots & & & \Delta \phi_{0} & \\
\Delta \phi_{M-1} & \cdots & \cdots & \Delta \phi_{1} & \Delta \phi_{0}
\end{array}\right]\left[\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
\vdots \\
q_{M}
\end{array}\right]
$$

where $\Delta \phi_{i} \equiv \phi_{i+1}-\phi_{i}$ and $\phi_{i} \equiv \phi\left(x, t_{i}\right)$. Therefore, $\phi_{i}$ represents the temperature rise in the solid for a unit step increase in the surface heat flux as computed from the solution of the problem (14-31). Recalling the definition of $\mathbf{X}$ given by equation (14-24e),

$$
\begin{equation*}
\frac{\partial \mathbf{T}}{\partial \mathbf{q}^{T}}=\mathbf{X} \tag{14-36}
\end{equation*}
$$

we conclude that the coefficient matrix in equation (14-35) must be the sensitivity matrix X. Hence we write

$$
\mathbf{X} \equiv \mathbf{X}_{i j}=\left[\begin{array}{ccccc}
\Delta \phi_{0} & & & &  \tag{14-37}\\
\Delta \phi_{1} & \Delta \phi_{0} & & & \\
\Delta \phi_{2} & \Delta \phi_{1} & \Delta \phi_{0} & & \\
\vdots & \cdots & \cdots & \ddots & \\
\Delta \phi_{M-1} & \cdots & \cdots & \Delta \phi_{1} & \Delta \phi_{0}
\end{array}\right]
$$

Thus the sensitivity coefficients $X_{i j}$ are evaluated exactly, since $\Delta \phi_{i}$ are obtainable exactly from the solution of the auxiliary problem (14-31).

Knowing X, Y, and $\dot{\alpha}^{*}$, we can determine the unknown surface heat flux vector $q$ from equation (14-29).
6. Numerical Results To examine the accuracy of predictions by the inverse analysis, we consider the inverse problem of estimating the unknown boundary surface heat fux $q(t)$ in the problem defined by equation (14-21). The problem is expressed in the dimensionless form as

$$
\begin{array}{llll}
\frac{\partial^{2} \theta}{\partial X^{2}}=\frac{\partial O(x, \tau)}{\partial \tau} & \text { in } & 0<X<1, & \tau>0 \\
-\frac{\partial \theta}{\partial X}=Q(\tau) & \text { at } & X=0, \quad \tau>0 \tag{14-39}
\end{array}
$$

| $\frac{\partial \theta}{\partial X}=0$ | at | $X=1$, |
| :--- | :--- | :--- |
| $\theta=0$ | for | $\tau=0$, |$\quad 0 \leqslant x \leqslant 1$.

and the temperature measurements

$$
\begin{equation*}
\theta\left(1, \tau_{j}\right)=Y_{j}^{*}, \quad j=1,2, \ldots, M \tag{14-42}
\end{equation*}
$$

taken at the surface $X=1$ are available over the whole time domain $0 \leqslant \tau \leqslant \tau_{f}$ Various dimensionless quantities are defined as

$Q(\tau)=\frac{q(t)}{q_{R}}=$ unknown dimensionless applied surface heat Ilux
$q_{R}=$ the reference heat flux that may be chosen as the maximum value of the heat flux over the considered range

In order to make a strict test for the accuracy of the inverse analysis in estimating the unknown surface heat flux $Q(\tau)$, we consider a lux having a triangular shape as illustrated with the solid line in Fig. 14-2 over the whole time domain $0 \leqslant \tau \leqslant 1.8$. The measured data $Y_{j}^{*}$ are simulated in the following manner.

Temperature readings are considered taken at the insulated surface, $X=1$, with small dimensionless time steps $\Delta \tau=0.03$ over the whole time domain


Fig. 14-2 Eflect of regularization parameter $\alpha^{*}$ on the stability of inverse solution.
$0<\tau \leqslant 1.9$. Thus we have 60 measurements. Then the simulated dimensionless measured data, $Y_{\text {meas. }}^{*}$, is generated by introducing random error $\omega \sigma$ to the exact dimensionless temperature $\theta_{\text {exact }}$ a

$$
\begin{equation*}
Y_{\text {neas. }}^{*}=\theta_{c \times a c t}+\omega \sigma \tag{14-44}
\end{equation*}
$$

where $\theta_{\text {evact }}$ is computed from the solution of the problem given by equations ( $14-38 \cdot 10 \cdot 14-42$ ) by using the exact value of the surface heat 符, $Q(\mathrm{r})$.

For normally distributed errors, there is a $99 \%$ probability of a value of $\omega$ lying in the range

$$
\begin{equation*}
-2.576<\omega<2.576 \tag{14-45}
\end{equation*}
$$

A random number generator, such as the subroutine DRNNOR [101] of the IMSL library, can be used to generate values of $\omega$.

Once the values of $\mathbf{Y}, \mathbf{X}$ and $\alpha^{*}$ are available, the heat lux vector $\mathbf{q}$ is estimated from equation (14-29). Figure 14-2 shows the results of such calculations for two different values of the regularization parameter (i.e., $\alpha^{*}=10^{-1}$ and $10^{-5}$ ) for a standard deviation of measurement errors $\sigma=0.0015$. We note that with a very small valuc of $\alpha^{*}=10^{-3}$, the solution exhibits oscillatory behaviour, whereas for $\alpha^{*}=10^{-1}$ the solution is damped and deviates from the exact result. A CPU time of about 50 s is required on the VAX-785 computer to perform the calculations needed for the construction of Fig. 14-2.

## 14-4 IHCP OF ESTIMATING SPATIALLY VARYING THERMAL CONDUCTIVITY AND HEAT CAPACITY

In this section we present the formulation and solution of an inverse heat conduction problem of simultaneously estimating the unknown thermal conductivity $k(x)$ and heat capacity $C(x) \equiv \rho C_{p}(x)$ which are assumed to vary linearly and


Fig. 14-3 The geometry and coordinates.
continuously in the direction normal to the surface of the sample plate. Even though the spatial variation of $k(x)$ and $C(x)$ is not encountered in common applications, this example is included in order to illustrate the capabilities of the inverse analysis. Of course as a special case one obtains $k$ and $C$ as constants. Figure 14-3 shows the geometry and coordinates for the plate of thickness $L$ which is initially at zcro temperature. For times $t>0$, a known constant heat Mux $q_{0} \mathrm{~W} / \mathrm{m}^{2}$ is applied at the surface $x=0$ while the boundary surface at $x=L$ is kept insulated. Temperature sensors are installed at multiple space locations $x_{i}(i=0,1,2, \ldots, N)$ and temperature readings are taken at times $t_{j}(j=0,1, \ldots, M)$. Thus a total or $(M+1)(N+1)=\Omega$ temperature measurements are available. The first step in the analysis is the identification of the related direct problem, which is given

| $\frac{\partial}{\partial x}\left[k(x) \frac{\partial T}{\partial x}\right]=C(x) \frac{\partial T(x, t)}{\partial t}$ | in | $0<X<L$, | $t>0$ |
| :--- | :--- | :--- | :--- |$\quad$ (14-46a)

where, $k(x), C(x)$ and $q_{0}$ are regarded as known.
The mathematical formulation of the inverse problem is the same as that given by equations (14-46), except the thermophysical properties $k(x)$ and $C(x)$ are unknown; instead $(M+1)(N+1)=\Omega$ temperature measurements $Y_{k}$, ( $k=1,2, \ldots, \Omega$ ) are considered available.

## Method of Analysis

This problem can be regarded as a problem of parameter estimation because the functional forms of $k(x)$ and $C(x)$ are being specified to vary linearly with $x$ and they can be parameterized such that the inverse problem becomes one estimating of only four unknown parameters. For such a case there is no need for regularization, since only four parameters are to be estimated.

We consider four sensors placed in the plate such that two are placed at the locations $x_{1}$ and $x_{2}$ inside the plate and the remaining two are placed at the boundary surfaces $x_{0}=0$ and $x_{3}=L$ as illustrated in Fig. 14-4. Since $k(x)$ and


Fig. 14-4 Sensor locations.
$C(x)$ vary linearly with $x$, we choose the boundary values $K_{0}, K_{3}$ of $k(x)$ and $C_{0}, C_{3}$ of $C(x)$ as the four unknown parameters. Then $k(x)$ and $C(x)$ are expressed in the form

$$
\begin{align*}
& k(x)=\frac{K_{3}-K_{0}}{x_{3}-x_{0}}\left(x-x_{0}\right)+K_{0}  \tag{14-47a}\\
& C(x)=C_{3} \cdots C_{11}\left(x-x_{0}\right)+C_{0} \tag{1+-47b}
\end{align*}
$$

Thus, by parameterizing the unknown thermal property functions $k(x)$ and $C(x)$, we reduce the problem from an infinite-dimension (i.e., large number of parameters) function estimation problem to a finite-dimension (i.e., few parameters). parameler estimation problem.

The existence of the inverse solution is guaranteed by requiring that the inverse solution minimizes the least squares norm. Since the number of unknown parameters are few (i.e., four only) the regularization term is not needed, we write

$$
\begin{equation*}
S(\hat{\boldsymbol{p}})=\sum_{i=1}^{n}\left[Y_{i}-\hat{T}_{i}\left(\hat{p}_{j}\right)\right]^{2}, \quad j=1,2,3,4 \tag{14-48}
\end{equation*}
$$

where
$Y_{i}=$ measured temperature
$\hat{T}_{i}\left(\hat{p}_{j}\right)=$ estimated temperature obtained from the solution of the direct problem (14-46) by using the estimated values of the unknown parameters.

$$
\hat{p}_{j}=\text { elements of the unknown parameter vector } \hat{\mathbf{p}} \equiv\left\{K_{0}, K_{3}, \dot{C}_{0}, C_{3}\right\}^{T}
$$

Equation (14-48) is minimized by differentiating it with respect to each of the unknown parameters $\hat{p}_{j}(j=1,2,3,4)$ and then setting the resulting expression equal to zero.

$$
\begin{equation*}
\frac{\partial S}{\partial \hat{p}_{j}}=2 \sum_{i=1}^{n}\left(\frac{\partial \hat{T}_{i}}{\partial \hat{p}_{j}}\right)\left(\hat{T}_{i}(\hat{\mathbf{p}})-Y_{i}\right)=0, \quad j=1,2,3,4 \tag{14-49}
\end{equation*}
$$

Here, the total number of measurements $\Omega$ should be larger than the number of unknowns. In addition, the number of spatial measurement locations should also ensure uniqueness of the estimated thermal property parameters. In this example, for linear variation of the thermal properties, the use of four sensor locations within the medium ensures uniqueness. No general spatial uniqueness conditions applicable to the problem of estimating $k(x)$ and $C(x)$ for more general functional forms could be located in the literature. However, the numerical experimentation conducted in reference 29 suggest that the number of spatial measurement positions must equal or exceed the number of parameters. Equations (14-49) are
written in the matrix form as

$$
\begin{equation*}
\frac{\partial S}{\partial \hat{\mathbf{p}}}=2 \mathbf{X}^{T}(\mathbf{T}-\mathbf{Y})=0 \tag{14-50a}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{T}=\left[\begin{array}{c}
T_{1} \\
T_{2} \\
\vdots \\
T_{\mathrm{n}}
\end{array}\right], \quad \mathbf{Y}=\left[\begin{array}{c}
Y_{1} \\
Y_{2} \\
\vdots \\
Y_{\Omega}
\end{array}\right], \quad \hat{\mathbf{p}}=\left[\begin{array}{c}
\hat{p}_{1} \\
\hat{p}_{2} \\
\vdots \\
\hat{p}_{\Omega}
\end{array}\right] \quad(1+-50 \mathrm{~b}, \mathrm{c}, \mathrm{l}) \\
\mathbf{X}=\frac{\partial \mathbf{T}}{\partial \hat{\mathbf{p}}^{T}}=\left[\begin{array}{cccc}
\frac{\partial \hat{T}_{1}}{\partial \hat{p}_{1}} & \frac{\partial \hat{T}_{1}}{\partial \hat{p}_{2}}-\cdots & \cdots & \frac{\partial \hat{T}_{1}}{\partial \hat{p}_{4}} \\
\frac{\partial \hat{T}_{2}}{\partial \hat{p}_{1}} & \frac{\partial \hat{T}_{2}}{\partial \hat{p}_{2}} & \cdots & \frac{\partial \hat{T}_{2}}{\partial \hat{p}_{4}} \\
\vdots & & & \\
\frac{\partial \hat{T}_{\Omega}}{\partial \hat{p}_{1}} & \frac{\partial \hat{T}_{\Omega}}{\partial \hat{p}_{2}} & \cdots & \frac{\partial \hat{T}_{\Omega}}{\partial \hat{p}_{4}}
\end{array}\right]=\begin{array}{l}
\text { sensitivity coeflicient } \\
\text { matrix with respect to } \mathbf{p}
\end{array} \quad(14-50 \mathrm{e})
\end{gathered}
$$

and the elements of this matrix

$$
\begin{equation*}
X_{i j} \equiv \frac{\partial \hat{T}_{i}}{\partial \hat{p}_{j}}, \quad i=1,2, \ldots, \Omega \quad \text { and } \quad j=1,2,3,4 \tag{14-50f}
\end{equation*}
$$

are the sensitivity coeflicients.

## Method of Solution

Because the system of equations (14-49) are nonlinear, an iterative technique is necessary for its solution. The modified Levenberg-Marquardt algorithm, available as the subroutine DBCLSJ in the IMSL library edition 10.0, is used to solve the nonlinear least-squares equations (14-49) by iteration. This algorithm is a combination of the Newton method which converges fast but requires a good initial guess, and the steepest descent method which converges slowly but does not require a good initial guess. The Levenberg-Marquardt algorithm is given by

$$
\begin{equation*}
\hat{\mathbf{p}}^{k+1}=\hat{\mathbf{p}}^{k}+\left(\mathbf{J}^{r} \mathbf{J}+\mu_{\mathrm{k}} \mathbf{I}\right)^{-1} \mathbf{J}^{r}(\mathbf{Y}-\mathbf{T}), \quad k=1,2,3, \ldots \tag{14-51}
\end{equation*}
$$

where
$\mathbf{p}=\left\{K_{0}, K_{3}, C_{0}, C_{3}\right\}^{T}=$ estimated parameters vector
$\mathbf{Y}=$ measured temperature vector
$\mu_{k}=$ damping parameters
and the Jacobian matrix $J$ is the-sensitivity-coellicient matrix $\mathbf{X}$ delined by equation (14-50e):

$$
\begin{equation*}
\mathbf{J} \equiv \lambda \mathbf{T} / \partial \hat{\mathbf{p}}^{T}=X \tag{14-52}
\end{equation*}
$$

Clearly, for $\mu_{k} \rightarrow 0$, equation (14-51) reduces to Newton's method and for $\mu_{k} \rightarrow \infty$ it becomes the steepest descent method. Caiculations are started with large values of $\mu_{k}$ and its value is gradually reduced as the solution approaches the converged result.

The solution algorithm with the Levenberg-Marquardt method is as follows. Suppose $\hat{\mathrm{p}}^{k}$ at the $k$ th iteration are available.

1. Solve the direct problem (14-46) with finite-differences by using the estimated values of the parameters $\hat{p} \equiv\left\{K_{0}, K_{3}, C_{0}, C_{3}\right\}^{\top}$ at the $k$ th iteration and compute T .
2. Since the problem involves four known parameters, solve the direct problem (14-46) four more times, each time perturbing only one of the parameters by a small amount and compute

$$
\begin{aligned}
& T\left(K_{0}+\Delta K_{0}, K_{3}, C_{0}, C_{3} ; t\right) \\
& T\left(K_{0}, K_{3}+\Delta K_{3}, C_{0}, C_{3} ; t\right) \\
& T\left(K_{0}, K_{3}, C_{0}+\Delta C_{0}, C_{3} ; t\right) \\
& T\left(K_{0}, K_{3}, C_{0}, C_{3}+\Delta C_{3} ; t\right)
\end{aligned}
$$

For each case $T_{i} \equiv T\left(t_{i}\right)$, for $i=1,2, \ldots, \Omega$ are readily available.
3. Compute the sensitivity coefficients defined by equation (14-50 ) for each parameter $K_{0}, K_{3}, C_{0}, C_{3}$. For example, with respect to $K_{0}$ we have

$$
\begin{equation*}
\frac{\partial T_{i}}{\partial K_{0}}=\frac{T\left(K_{0}+\Delta K_{0}, K_{3}, C_{0}, C_{3} ; t_{i}\right)-T\left(K_{0}, K_{3}, C_{0}, C_{3} ; t_{i}\right)}{\Delta K_{0}} \tag{14-53}
\end{equation*}
$$

for $i=1,2,3, \ldots, \Omega$ and determine the Jacobian matrix $\mathbf{J}$ defined by equation (14-52).
4. Compute $\left(\mathbf{J}^{\top} \mathbf{J}+\mu_{k}\right)^{-1} \mathbf{J}^{\mathbf{T}}(\mathbf{Y}-\mathbf{T})$.
5. Compute $\mathrm{p}^{k+1}$ according to equation (14-51).

6epeat the calculations until any one of the following convergence criteria is satisficd.
(i) $S^{k+1}<t=1$
(ii) $\frac{\left|S^{k+1}-S^{k}\right|}{S^{k+1}}<\epsilon_{2}$
(iii) $\left|\mathbf{p}^{k+1}-p^{k}\right|<\epsilon_{3}$

Calculations are performed with $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=10^{-5}$.

## Numerical Results

To illustrate the application we consider linear variation of $k(x)$ and $C(x)$ with $x$, according to equations (14-47) as

$$
\begin{align*}
& k(x)=\left(K_{3}-K_{0}\right) \frac{x}{L}+K_{0}  \tag{14-54}\\
& C(x)=\left(C_{3}-C_{0}\right) \frac{x}{L}+C_{0} \tag{14-55}
\end{align*}
$$

where $K_{0}, K_{3}, C_{0}$ and $C_{3}$ are the four unknown parameters to be estimated
by the inverse analysis.
Two different samples considered included range of property variation. Table material such as liberglass, cover of these four coefficients and the applied 14-2 shows the values selected for each of $x=0$. This problem has been studied in reference 30 .
We consider a test specimen of thickness $L=0.03 \mathrm{~m}$, initially at zero temperature and for times $t>0$ the boundary at $x=0$ is subjected to a constant heat flux $q_{0} \mathrm{~W} / \mathrm{m}^{2}$ while the boundary surface at $x=L$ is kept insulated. Temporal temperature readings are taken with sensors at lour locations (i.e., $x_{0}=0.0, x_{1}=0.01$, $x_{2}=0.02$ and $x_{3}=L=0.03 \mathrm{~m}$ ) over a period of $0<t \leqslant 300$ seconds with $\Delta t=20 \mathrm{~s}$ time interval. This corresponds to 15 temperature readings pertetermined because a total of 60 readings for the four sensors. The problents. we have 60 readings, only four unknown cocfhciens.
To simulate the measured temperatures temperatures as
random errors $\omega \sigma$ are introduced to the exact tem

$$
\begin{equation*}
Y=T_{e x \operatorname{tct}}+\omega \sigma \tag{14-56}
\end{equation*}
$$

where the exact temperature $T_{\text {casct }}$ is determined from the solution of the direct problem (14-46) by using the exact values of the coefficients listed in Table 14-2. For normally distributed errors, there is a $99 \%$ probability of a value of $\omega$ lying

| TABLE 14-2 <br> Material | $\begin{gathered} \text { Exact Valu } \\ q_{0} \\ \left(\mathrm{w} / \mathrm{m}^{2}\right) \end{gathered}$ | $\begin{gathered} K_{0} \\ \left(\mathrm{w} / \mathrm{m}^{\circ} \mathrm{C}\right) \end{gathered}$ | $\begin{gathered} K_{3} \\ \left(\mathrm{w} / \mathrm{m}^{\circ} \mathrm{C}\right) \\ \hline \end{gathered}$ | $\begin{gathered} C_{0} \\ \left(\mathrm{~kJ} / \mathrm{m}^{3} \mathrm{C}\right) \\ \hline \end{gathered}$ | $\begin{gathered} C_{3} \\ \left(\mathrm{~kJ} / \mathrm{m}^{3} \mathrm{C}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 50.0 | 59.0 | 3,600 | 4,500 |
| Metal | 25,00 |  |  | 13 | - 14 |
| Insulating material | 100 | 0.04 | 0.07 |  |  |

in the range $-2.576<\omega<2.576$. A random-number generator, such as, the subroutine DRNNOR of the IMSL library, can be used to generate values for $\omega$.

Knowing the simulated measured temperatures $\mathbf{Y}$, computing the sensitivity coefficients $\partial T_{i} / \int p_{j}$ (i.e., $X$ ) with finite differences according to equation (14-53), the Levenberg-Marquardt algorithm given by equation (14-51) is used to estimate the Cour unknown parameters $\hat{\mathbf{p}} \equiv\left\{K_{0}, K_{3}, C_{0}, C_{3}\right\}^{\top}$.

Figure 14-5 shows the exact and estimated values of $k(x)$ and $C(x)$ for a metal like iron having thermal conductivity of the order of $50 \mathrm{~W}(\mathrm{~m}=\mathrm{C})$, ploted as a function of position for a standard deviation $\sigma=0.1$ for the measurement errors, Figure 14 - 6 show similar graphs for an insulating material like fiberglass having a thermal conductivity of the order or $0.04 \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C}$. These results cover a broad


Fig. 14-5 Estimated thermal conductivity $k(x)$, heat capacitance $c(x)$ for a metal like iron.



Fig. 14-6 Estimated thermal conductivity $k(x)$, hcat capacitance $c(x)$ for insulating materials such as fiberglass.
range of property variation. The agreement between the exact and estimated properties is very good.
Solutions would converge within about 6 min of CPU time on the VAX-785 computer with initial guesses deviating from the exact values by a factor of 2 or $\frac{1}{2}$.

## 14-5 CONJUGATE GRADIENT METHOD WITH ADJOINT EQUATION FOR SOLVING IHCP AS A FUNCTION ESTIMATION PROBLEM

In this section we present a powerful conjugate gradient method of minimization, utilizing an adjoint problem [65-68] for solving IHCP as a function estimation


Fig. 14-7 Locations of the plane surfice heat source and sensor.
problem with no prior information on the functional form of the unknown. The advantage of the method is that the regularization is implicitly built into the computational procedure. Recently, the method has been successfully used by several investigators [37,69,70]. To illustrate the basic steps in the application of this technique, we consider the problem involving the determination of the functional form of the timewise variation of the unknown strength of a plane surface heat source at a specified location inside a flat plate, as described below.

Consider a plate heated by a plane surface heat source of unknown strength $g_{p}(t)$ located at a specified position $x=x_{1}$, inside the plate releasing its heat continuously for times $t>0$. Both boundaries of the plate are insulated. The HHCP is concerned with the determination of the unknown timewise varying strength $g_{p}(t)$ of the heat source from the temperature measurements taken with a sensor located at the surface $x=1$ of the plate at times $t_{j}, j=1,2, \ldots, M$, thus providing a total of $M$ temperature measurements. Figure $14-7$ shows the geometry and coordinate. The steps in the solution of this IHCP problem are:

1. The direct problem
2. The sensitivity problem
3. The adjoint problem
4. The gradient equation
5. The conjugate gradient method for minimization
6. The stopping criteria
7. The computational algorithm

We now present the procedure in each of these distinct steps.

1. The Direct Problem The mathematical formulation of the direct problem is given in the dimensionless form as

$$
\begin{equation*}
\frac{\partial^{2} T(x, t)}{\partial x^{2}}+g_{p}(t) \delta\left(x-x_{1}\right)=\frac{\partial T(x, t)}{\partial t}, \quad \text { in } \quad 0<x<1 \tag{14-57a}
\end{equation*}
$$

| $\frac{\partial T(0, t)}{\partial x}=0$ | at | $x=0$ |
| :--- | :--- | :--- |
| $\frac{\partial T(1, t)}{\partial x}=0$ | at | $x=1$ |
| $T(x, 0)=\cdots 0$ | at $\quad i=0$ | $(14-57 \mathrm{c})$ |
|  |  |  |

Here $\delta(\cdot)$ is the Dirac delta function and the plane surface heat source of strength $g_{r}(t)$, located at $x_{1}=0.5$, releases its energy continuously over the time domain.
In the inverse problem considered here, the source term $g_{p}(t)$ is an unknown function of time, but the measured transient temperature data $Y(1, t)$, taken at the location $x=1$, are available over the whole time domain $0<t<t_{f}$, where $t_{f}$ is the final measurement time. It will soon be apparent that, to solve this inverse problem with the conjugate gradient method, two auxiliary functions, called the sensitivity function $\Delta T(x, t)$ and the Lagrange multiplier $\lambda(x, t)$, will appear in the variation $\Delta J$ of the functional $J$ [(see equation (14-61)] and will be needed in the minimization procedure. Therefore, we need to develop the auxiliary problems, called the sensitivity problem and the adjoint problem, in order to determine $\Delta T(x, t)$ and $\lambda(x, t)$, respectively.
2. The Sensitivity Problem It is assumed that when $g_{p}(t)$ undergoes an increment $\Delta g_{p}(t)$, the temperature $T(x, t)$ changes by an amount $\Delta T(x, t)$. Then, to construct the sensitivity problem satisfying the function $\Delta T(x, t)$, we replace $T(x, t)$ by $T(x, t)+\Delta T(x, t)$, and $g_{p}(t)$ by $g_{p}(t)+\Delta g_{p}(t)$ in the direct problem (14-57) and subtract from it the original problem (14-57). The following sensitivity problem is obtained


Clearly, $\Delta T(x, t)$ represents changes in $T(x, t)$ with respect to the changes in the unknown function $g_{p}(t)$ : hence it is a sensitivity function. In the sensitivity problem (14-58), $\Delta g_{p}(t)$ is the only forcing function needed for the solution of this problem. The choice of $\Delta g_{p}(t)$ will be described later in the analysis.
3. The Adjoint Problem The IHCP is recast as an optimum control problem of finding the unknown control function $g_{p}(t)$ such that it minimizes the following functional, $J\left(g_{p}\right)$ :

$$
\begin{equation*}
J\left(g_{p}\right)=\int_{t=0}^{t}\left[T\left(1, t ; g_{p}\right)-Y(1, t)\right]^{2} d t \tag{14-59}
\end{equation*}
$$

where $T\left(1, r ; g_{p}\right)$ is the temperature at $x=1$ computed from the solution of the direct problem (14-57) by using the estimated values for $g_{p}(t)$ and $Y(1, t)$ is the measured temperature at $x=1$.

To develop the adjoint problem we introduce a new function $\lambda(x, t)$, called the Lagrange. multiplier. We multiply equation (14-57a) with $\lambda(x, t)$, integrate the resulting expression over the spatial domain from $x=0$ to $x=1$, and then over the time domain from $t=0$ to $t=t_{f}$ where $t_{f}$ is the dimensionless final time. The result obtained in this manner is added to the functional $J\left[g_{p}(t)\right]$ given by equation (14-59). We obtain

$$
\left.\left.\begin{array}{rl}
J\left(g_{p}\right)= & \int_{t=0}^{t_{f}}\left[T\left(1, t ; g_{p}\right)-Y(1, t)\right]^{2} d t \\
& +\int_{t=0}^{t} \int_{x=0}^{1} \lambda(x, t)\left[\begin{array}{c}
\partial^{2} 7(x, t) \\
\partial x^{2}
\end{array}+\left(u_{p}(t) \delta(x-0.5)-\partial T(x, t)\right.\right.  \tag{14-60}\\
\partial t
\end{array}\right] d x d t\right) ~ l
$$

Clearly, when $T(x, t)$ is the exact solution to the problem, the terms inside the bracket vanish and equation (14-60) reduces to equation (14-59). An expression for the variation $\Delta J\left(g_{p}\right)$ of the functional $J\left(g_{p}\right)$ is developed by perturbing $T(x, t)$ by $\Delta T(x, t)$ and $g_{p}(t)$ by $\Delta g_{p}(t)$ in equation (14-60) and then by subtracting from the resulting expression the original equation (14-60). We find

$$
\begin{aligned}
\Delta J= & \int_{1=0}^{t_{f}} 2\left[T\left(1, t ; g_{p}\right) \cdots Y(1, t)\right] \Delta T(1, t) d t \\
& +\int_{1=0}^{t_{f}} \int_{x=0}^{1} \lambda\left[\frac{\partial^{2} \Delta T(x, t)}{\partial x^{2}}+\Delta g_{p}(t) \delta(x-0.5)-\frac{\partial \Delta T(x, t)}{\partial t}\right] d x d t
\end{aligned}
$$

The second term of the right-hand side of this equation is simplified by integration by parts; after rearrangement equation (14-61) takes the form

$$
\Delta J=\int_{t=0}^{t_{s}} \int_{x=0}^{1}\left(\frac{\partial^{2} \lambda(x, t)}{\partial x^{2}}+\frac{\partial \lambda(x, t)}{\partial t}\right) \Delta T(x, t) d x d t+\int_{t=0}^{t_{s}} \frac{\partial \lambda(0, t)}{\partial x} \Delta T(0, t) d t
$$

$$
\begin{align*}
& +\int_{1=0}^{t_{f}}\left[2\left[T\left(1, t ; g_{p}\right)-Y(1, t)\right]-\frac{\partial \lambda(1, t)}{\partial x}\right] \Delta T(1, t) d t \\
& -\int_{x=0}^{1} \lambda\left(x, t_{f}\right) \Delta T\left(x, t_{f}\right) d x+\int_{t=0}^{t_{f}} \lambda(0.5, t) \Delta g_{p}(t) d t \tag{14-62}
\end{align*}
$$

The boundary value problem satisfying the function $\lambda(x, t)$ is obtained by letting the first four integral terms containing $\Delta T$ on the right-hand side of equation (14-62) to vanish. This requirement leads to the following adjoint problem

$$
\begin{array}{lll}
\frac{\partial^{2} \dot{\lambda}(x, t)}{\partial x^{2}}+\frac{\partial \lambda(x, t)}{\partial t}=0 & \text { in } & 0<x<1 \\
\frac{\partial \dot{\lambda}(0, t)}{\partial x}=0 & \text { at } & x=0 \\
\frac{\partial \dot{\lambda}(1, t)}{\partial x}=2[T(1, t) \cdots Y(1, t)] & \text { at } & x=1 \\
\dot{\lambda}\left(x, t_{f}\right)=0 & \text { at } & t=t_{f} \tag{14-63~d}
\end{array}
$$

$$
(14-63 c)
$$

We note that, in this adjoint problem, the condition (14-63d) is the value of the function $\lambda(x, t)$ at the final time $t=t_{f}$. In the conventional initial value problem, the value of the function is specified at time $t=0$. However, the final value problem (14-63) can be transformed to an initial value problem by defining a new time variable given by $\tau=t_{f}-t$.
4. The Gradient Equation Finally, the only integral term left on the right-hand side of equation (14-62) is

$$
\Delta J=\int_{I=0}^{t s} \lambda(0.5, t) \Delta g_{p}(t) d t
$$

We note that $\Delta J$; by definition;-is-given by $[91]$

$$
\begin{equation*}
\Delta J=\int_{t=0}^{I_{f}} J^{\prime}(t) \Delta g_{r}(t) d t \tag{14-65}
\end{equation*}
$$

where $J^{\prime}(t)$ is the gradient of the functional $J(g)$.
From the comparison of equations (14-64) and (14-65) we conclude that

$$
\begin{equation*}
J^{\prime}(t)=\hat{\lambda}(0.5, t) \tag{14-66}
\end{equation*}
$$

which is the gradient equation for the functional, $J(g)$.
5. The Conjugate Gradient Method for Minimization The mathematical development given above provides three distinct problems defined by equations (14-57), (14-58) and (14-63) called the direct, sensitivity and adjoint problems for the unknown functions $T(x, t), \Delta T(x, t)$ and $\lambda(x, t)$, respectively. The measured data $Y(1, t)$ are considered available and the gradient $J^{\prime}(t)$ is related to $\lambda$ by equation (14-66).

The unknown generation function $g_{r}(t)$ can be determined by a procedure based on the minimaztion of the functional $\left.I I_{\mu_{p}}(t)\right]$ with an iterative approach by proper selection of the direction of descent and the step size in going from step $k$ to $k+1$. In the conjugate gradient method of minimization [91,92], we consider the following iterative scheme for the determination of $g_{p}(t)$.

$$
\begin{equation*}
g_{p}^{k+1}=g_{p}^{k}-\beta^{k} p^{k}, \quad k=0,1,2, \ldots \tag{14-67}
\end{equation*}
$$

where $\beta^{k}$ is the step size in going from step $k$ to step $k+1$ and $p^{k}$ is the direction of descent, defined as

$$
\begin{align*}
& P^{0}=J^{\prime 0}  \tag{14-68a}\\
& P^{k}=J^{k}+\gamma^{k} P^{k-1} \quad \text { with } \quad r^{0}=0 \quad \text { and } \quad k=1,2, \ldots \tag{14-68b}
\end{align*}
$$

Different definitions of the comjugate coefficien $\gamma^{k}$ can be found in the standard texts on mathematies; here we choose the form [93,95]

$$
\begin{equation*}
\gamma^{k}=\frac{\int_{t=0}^{t_{t}}\left[J^{\prime k}(t)\right]^{2} d t}{\int_{t=0}^{t_{t}}\left[J^{k-1}(t)\right]^{2} d t}, \quad k=1,2, \ldots \tag{14-69}
\end{equation*}
$$

The step size $\beta^{k}$ is determined by minimizing the functional $J\left[g_{p}(t)\right]$ given by equation $(14-59)$ with respect to $\beta$, that is

$$
\begin{equation*}
\min _{\beta} J\left(g^{k+1}\right)=\min _{\beta} \int_{t=0}^{t /}\left[T\left(g_{r}^{k}-\beta^{k} P^{k}\right)-Y(1, t)\right]^{2} d t \tag{14-70a}
\end{equation*}
$$

and by a Taylor series expansion we obtain

$$
\begin{equation*}
\min _{\beta} J\left(g_{p}^{k+1}\right)=\min _{\beta} \int_{t=0}^{t_{f}}\left[T\left(g_{p}^{k}\right)-\beta^{k} \Delta T\left(P^{k}\right)-Y(1 . t)\right]^{2} d t \tag{14-70~b}
\end{equation*}
$$

To minimize equation (14-70b), we differentiate it with respect to $\beta^{k}$ and set the resulting expression equal to zero. After rearrangement, the following expression
is obtained for determining the step size $\beta^{k}$

$$
\begin{equation*}
\beta^{k}=\frac{\int_{t=0}^{t_{f}} \Delta T\left(P^{k}\right)\left[T\left(g_{p}^{k}\right)-Y\right] d t}{\int_{t=0}^{t_{f}}\left[\Delta T\left(P^{k}\right)\right]^{2} d t} \tag{14-71}
\end{equation*}
$$

- An initial estimatc can be chosen for $g_{p}^{-}(t)$ 'to start the therations: However, a special stopping criterion is needed to terminate the iterations because the measurement data contains error. The stopping criteria based on the discrepancy principle is described next.

6. The Stopping Criterion If the problem contains no measurement errors, the traditional check condition specified as [96]

$$
\begin{equation*}
J\left(g_{p}^{k+1}\right)<\epsilon^{*} \tag{14-72}
\end{equation*}
$$

where $\epsilon^{*}$ is a small specified number, could be used. However, the observed temperature data contains measurement errors; as a result, the inverse solution will tend to approach the perturbed input data and the solution will exhibit oscillatory behavior as the number of iteration is increased [91]. The computational expericnee shows that it is advisable to use the discrepane p prineiphe [97-99] for terminating the itcration process. Assuming $7\left(1, t ; g_{p}\right)-Y(1, t) \cong \sigma=$ constant, the discrepancy principle that establishes the value of the stopping criteria is obtained from equation (14-59) as

$$
\begin{equation*}
\int_{0}^{t_{f}} \sigma^{2} d t=\sigma^{2} t_{f} \equiv \epsilon^{2} \tag{14-73a}
\end{equation*}
$$

where $\sigma$ is the standard deviation of the measurement error. Then the stopping criterion is taken as

$$
\begin{equation*}
J\left(g_{p}^{k+1}\right)<\epsilon_{\xi}^{2} \tag{14-73b}
\end{equation*}
$$

here $\epsilon^{2}$ is determincd from equation (14-73a).
7. Computational Algorithm The iterative computational procedure for the conjugate gradient method can be summarized as follow. To start the iterations an initial estimate is made for the function $g_{p}(t)$, which may be chosen as constant, say, zero. To solve the sensitivity problem (14-58), a value is needed for the source term $\Delta g_{p}$. However, from equation (14-67), we have $\Delta g_{p}=\beta^{k} p^{k}(t)$, which is equivalent to dividing the sensitivity coeflicients by the constant $\beta^{k}$ and then setting $\Delta g_{p}=P^{k}(t)$ in the sensitivity problem (14-58)

Suppose $g_{p}^{k}(t)$ is available at the $k$ th iteration. The computational procedure is as follows:

Step I. Solve the direct problem (14-57) and compute $T(x, t)$, based on $g_{p}^{k}(t)$.
Step 2. Knowing $T(x, t)$ and measured temperature $Y\left(x_{1}, t\right)$, solve the adjoint problem (14-63) and compute $\lambda\left(x_{1}, t\right) ; x_{1}=0.5$.
Stcp 3. Knowing $\lambda(0.5, t)$, compute $J^{\prime}(t)$ from equation (14-66).
Step 4. Knowing the gradient $J^{\prime}(t)$, compute $\gamma^{k}$ from equation (14-69), then the direction of descent $P^{k}$ from equation (14-68).
Step 5. Setting $\Delta g_{p}^{k}(t)=P^{k}$, solve the sensitivity problem (14-58) and obtain $\Delta T\left(P^{k}\right)$.
Step 6. Knowing $\Delta T\left(P^{k}\right)$, compute step size $\beta^{k}$ from equation (14-71).
Step 7. Knowing step size $\beta^{k}$, compute new $g^{k+1}(t)$ from equation (14-67), new $T(x, t)$ from the solution of the direct problem (14-57) and new $J\left[9_{p}^{k+1}\right]$ from equation (14-59).
Step 8. Check if the stopping criterion (14-73b) is satisfied; if not repeat the above calculational procedure until the discrepancy principle defined by equations (14-73) is satisfied.

In the above algorithm, the direct problem (14-57) appearing in Step 1, the adjoint problem (14-63) appearing in Step 2, and the sensitivity problem (14-58) appearing in Step 5 can readily be solved with finite differences. Analytic approaches can also be used for their solution, if possible.
results. To illustrate the accuracy of the method we refer to the following example [100].

Consider a slab of dimensionless thickness $L=1$. The final dimensionless time is taken as $t_{f}=1.8$ and the timewise variation of the strength of the internal plane heat source $g_{p}(t)$ located at $x=0.5$ is defined as

$$
g_{p}(t)= \begin{cases}0.3+\frac{7}{9} t & 0 \leqslant t<0.9  \tag{14-74}\\ 1.5-\frac{5}{9} t & 0.9 \leqslant t \leqslant 1.8\end{cases}
$$

which represents a triangular variation over time.
Finite differencing, with space increment $d x=0.02$, time increment $d t=0.03$ is used and all properties are taken an unity. Ralndom noise levels of $\sigma:=0.001$ and $0 .(\mathrm{K}) 5$ were added to the simulated exact temperature to generate the measured temperature data, i.e.,

$$
\begin{equation*}
Y_{\text {measured }}=Y_{\text {exact }}+\omega \sigma \tag{14-75}
\end{equation*}
$$

where $\sigma$ is the standard deviation of measurement errors and the values of $\omega$ are calculated randomly by the IMSL [101] subroutine DRNNOR. In the present
calculation the value of $\omega$ is chosen over the range $-2.576 \leqslant \omega \leqslant 2.576$ which represents the $99 \%$ confidence for the measured temperature data.

The results of inverse solution are presented in figure 14-8 for $\sigma=0.001$ and $\sigma=0.005$. For a temperature of unity and a $99 \%$ confidence, these standard deviations correspond to measurement errors of $0.26 \%$ and $1.3 \%$, respectively. The prediction is in excellent agreement with the exact results for both cases except for small deviation near the final time $t=t_{f}=1.8$.
The reason for the inaccuracy of the estimation at the final time $t=f_{f}$ is duc to the fact that, with the conjugate gradient method of minimization described


Fig 14-8 Prediction of the timewise variation of the strength of a plane surface heat source, with noise levels $\sigma=0.001$ and 0.005 (From Ref. [100]).
here the estimated value of $g_{p}^{k+1}\left(t_{f}\right)$ will always be equal to the initial guess $g_{p}^{0}\left(t_{f}\right)$ [102].

This difficulty at the final time $t_{r}$ can be alleviated by repeating the calculations with initial guesses for $g_{p}$ taken at a time few time steps before the final time $t_{f}$ and omitting the results for the last few time steps.

An examination of the exact ard the estimated values of $g_{r}(t)$ shown in Fig. 14-8 reveals that the estimations are aceurate un to times very chose to the firmal time $t_{f}$.
All the calculations in this work are performed on VAX-785, and the computation times for each of the ligures required about 20 s of CPU time. The number of iterations depended on the measurement error, but always remained in the range $5<k<10$.
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## PROBLEMS

14-1 Elements of a discrete random variable $X$ and the probability distribution function $f(x)$ associated with it are listed below. Calculate the expected value $E(X)$ of the random variable.

$$
\begin{array}{c|ccccccc}
x_{n} & 0 & 2 & 4 & 6 & 8 & 10 & 9 \\
\hline f\left(x_{n}\right) & \frac{1}{15} & \frac{4}{15} & \frac{3}{15} & \frac{1}{15} & \frac{2}{25} & \frac{3}{15} & \frac{1}{15}
\end{array}
$$

14-2 Element of a discrete random variable $X$ and the probability distribution function $f(x)$ associated with it are listed below. Calculate the variance $\sigma^{2}$ of the random variable.

$$
\begin{array}{c|ccccc}
x_{n} & 4 & 3 & 2 & 1 & 0 \\
\hline f\left(x_{n}\right) & 0.2 & 0.3 & 0.1 & 0.3 & 0.1
\end{array}
$$

14-3 Consider the function $g(X)=X-1$ of the continuous random variable $X$. Given the probability distribution function

$$
f(x)=\frac{x}{5} \quad \text { for } \quad-2<x<2
$$

calculate the expected value of $g(X)$
14-4 Find the expected value of the continuous random variable $X$ having a probability distribution function $f(x)$ given by

$$
f(x)=\left\{\begin{array}{cl}
3-x & \text { for } 0<x<2 \\
0 & \text { elsewhere }
\end{array}\right.
$$

14-5 Probabilities of number of defectives in a sample of six are given by

$$
\begin{array}{c|cccccc}
x & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline f(x) & 0.80 & 0.10 & 0.05 & 0.03 & 0.02 & 0.00
\end{array}
$$

Calculate the variance $\sigma^{2}=E\left(x^{2}\right)-\mu$.

14-6 The probability distribution function $f(x)$ for continuous random variable $X$ is given by

$$
f(x)=\left\{\begin{array}{cl}
x-1 & \text { for } 1<x<3 \\
-0- & \text { elsewhere }
\end{array}\right.
$$

Calculate the mean and variance of $X$.
14-7 The average life of a certain type of engine is 20 years with a standard deviation of $\sigma=2$ years. Assuming the life expectaney of such engines to have a normal distribution, determine the probability that a given engine will hast 18 years.
14-8 Determine the value of $\pm z$ such that the shaded area under the normal probability curve shown below should be equal to $95 \%$.


14-9 Consider a semiinninite solid ( $x \geqslant 0$ ) initially at zero temperàture. For times $t>0$, a constant heat flux $q_{0} \mathrm{~W} / \mathrm{m}^{2}$ is a pplied to the surface at $x=0$. The temperature of the boundary surface $x=0$ is given by [see: equation 14-25a].

$$
T(0, t)=\frac{2 q_{0}}{k}\left(\frac{\alpha t}{\pi}\right)^{1 / 2}
$$

(a) Determine the sensitivity coefficient $X_{q_{0}}(0, t)$ with respect to the surface heal flux $q_{0}$.
(b) Determine the sensitivity coefficient $X_{5}(0, t)$ with respeet to the thermal diffusivity $\alpha$.
(c) Let the dimensionless sensitivity coefficient $X^{*}$ and the dimensionless surface temperature $T^{*}$ be delined as

$$
X^{*}=\frac{X_{q_{0}}(0, t) k}{L}, \quad T^{*}=\frac{T(0, t) k}{q_{0} L}
$$

Then show that $X^{*}=T^{*}$.

4-10 To determine the unknown constant thermal conductivity $k, \mathrm{~W} /\left(\mathrm{m} \cdot{ }^{\circ} \mathrm{C}\right)$ and heat capacity $\rho C_{p} \equiv C, k J /\left(\mathrm{m}^{3} .{ }^{\circ} \mathrm{C}\right)$ of a solid, the following transient heat conduction problem is considered.

A plate of thickness $L$, initially at a uniform temperature, is suddenly subjected to a constant heat flux $q_{0}, \mathrm{~W} / \mathrm{m}^{2}$, at the surface $x=0$ while the surface at $x=L$ is kept insulated. Temperature recordings are taken with a sensor located at the insulated surface as a function of time. The following measured data are given:

$$
L=0.03 \mathrm{~m}, \quad q_{0}=100 \mathrm{~W} / \mathrm{m}^{2}
$$

The standard deviation of measurement $\equiv \sigma=0.1$

| Time <br> (s) | Measured T, <br> $\left({ }^{\circ} \mathrm{C}\right)$ |  | Time <br> $(\mathrm{s})$ | Measured T, <br> $\left({ }^{\circ} \mathrm{C}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 |  | 160 | 28.45 |
| 0 | 0.282 |  | 180 | 33.71 |
| 20 | 1.892 |  | 200 | 38.71 |
| 40 | 5.110 |  | 220 | 43.96 |
| 60 | 9.124 |  | 240 | 49.20 |
| 80 | 13.80 |  | 260 | 54.12 |
| 100 | 18.47 |  | 280 | 59.32 |
| 120 | 300 | 64.41 |  |  |

Utilizing the above measured data and using the least-squares approach with the Levenberg-Marquardt algorithm, estimate the thermal conductivity $k$ and heat capacity $C$ of the solid.

14-11 Repeat problem 14-10 by utilizing the following measured data:

$$
L=0.03 \mathrm{~m}, \quad q_{0}=25,000 \mathrm{~W} / \mathrm{m}^{2}
$$

Standard deviation of temperature measurements $=\sigma=0.1$

| Time <br> $(s)$ | Measured $\mathbf{T}$, <br> $(" C)$ | Time <br> $(s)$ | Measured $\mathbf{T}$, <br> ("C) |
| :---: | :---: | :---: | :---: |
| 0 | 0.000 | $\cdots$ |  |
| 20 | 2.305 | 160 | 34.37 |
| 40 | 6.740 | 200 | 39.18 |
| 60 | 11.41 | 220 | 43.70 |
| 80 | 15.97 | 240 | 58.46 |
| 100 | 20.70 | 260 | 57.21 |
| 120 | 25.16 | 280 | 62.34 |
| 140 | 29.91 | 300 | 66.93 |

$$
\begin{array}{llll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{\alpha} \frac{\partial T}{\partial t} & \text { in } & 0<x<L ; & 0 \leqslant t \leqslant t_{f} \\
-k \frac{\partial T}{\partial x}=q(t)=\text { unknown } & \text { at } & x=0, & 0 \leqslant t \leqslant t_{f} \\
-k \frac{\partial T}{\partial x}=0 & \text { at } & x=L, & 0 \leqslant t \leqslant t_{f} \\
T=F(x) & \text { in } & 0 \leqslant x \leqslant L, \text { for } t=0
\end{array}
$$

Here, the unknown boundary surface heat $\Pi u x q(t)$ is to be determined by solving this inverse problem with the conjugate gradient method with adjoint equation. Develop the sensitivity and adjoint problems and the gradient equation needed for the solution and write the solution algorithm.

HEAT CONDUCTION IN ANISOTROPIC SOLIDS

In the previous chapter we considered heat conduction in solids that are said to be isotropic; that is, the thermal conductivity does not depend on direction. There are many natural and synthetic materials in which the thermal conductivity varies with direction; they are called anisotropic materials. For example, crystals, wood, sedimentary rocks, metals that have undergone heavy cold pressing, laminated sheets, cables, heat shielding materials for space vehicles, fibcr-reinforced composite structures, and many others are anisotropic materials. In wood, the thermal conductivity is different along the grain, across the grain, and circumferentially. In laminated sheets the thermal conductivity is not the same along and across the laminations. Therefore, heat conduction in anisotropic materials has numerous important applications in various branches of science and engineering.
Most of the earlier work have been limited to the problems of one-dimensional heat flow in crystal physics [1,2]. The diferential equation of heat conduction for anisotropic solids involves cross-derivatives of the space variables; therefore, the general analysis of heat conduction in anisotropic solids is complicated. When the cross-derivatives are absent from the heat conduction equation, as in the case of orthotropic solids, the analysis of heat transfer is significantly simplified and has been considered in several references [3-12]: In recent years several works have appeard in the literature on the solution of heal conduction in anisotropic media [13-30]. Experimental work on heat diflusion in anisotropic solids is very limited; the available work $[2,5,17]$ deals with either the onedimensional situation or the orthotropic materials.

In this chapter we present the diflerential equation of heat conduction and the boundary conditions for anisotropic solids, discuss the thermal conductivity coefficients for crystal structures, and illustrate the solution of the steady-state
and time-dependent heat conduction problems in anisotropic solids with representative examples.

## 15-1 HEAT FLUX FOR ANISOTROPIC SOLIDS

The heat flux in isotropic solids, as discussed in Chapter 1, obeys the Fouricr law

$$
\begin{equation*}
\mathbf{q}=-k \nabla T \tag{15-1}
\end{equation*}
$$

where the thermal conductivity is independent of direction and the heat flux vector $\mathfrak{q}$ is normal to the isothermal surface passing through the spacial position considered.
In the case of anisotropic solids, the component of the heat flux, say, $q_{1}$, along $0 x_{1}$, depends in general on a linear combination of the temperature gradients along the $0 x_{1}, 0 x_{2}$, and $0 x_{3}$ directions. With this consideration, the general expressions for the three components of the heat flux $q_{1}, q_{2}$, and $q_{3}$ along the $0 x_{1}, 0 x_{2}$, and $0 x_{3}$ directions in the rectangular coordinate system are given, respectively, as [31]

$$
\begin{align*}
& -q_{1}=k_{11} \frac{\partial T}{\partial x_{1}}+k_{12} \frac{\partial T}{\partial x_{2}}+k_{13} \frac{\partial T}{\partial x_{3}}  \tag{15-2a}\\
& -q_{2}=k_{21} \frac{\partial T}{\partial x_{1}}+k_{22} \frac{\partial T}{\partial x_{2}}+k_{23} \frac{\partial T}{\partial x_{3}}  \tag{15-2b}\\
& -q_{3}=k_{31} \frac{\partial T}{\partial x_{1}}+k_{32} \frac{\hat{c} T}{\partial x_{2}}+k_{33} \frac{\partial T}{\partial x_{3}} \tag{15-2c}
\end{align*}
$$

which can be written more compactly in the form

$$
\begin{equation*}
q_{i}=-\sum_{j=1}^{3} k_{i j} \frac{\partial T}{r_{i} x_{j}} \quad i=1,2,3 \tag{15-3}
\end{equation*}
$$

Therefore, for an anisotropic solid the heat flux vector $q$ is not necessarily normal to the isothermal surface passing through the point considered. The thermat conductivity of an anisotropic solid involves nine components, $k_{i j}$, called the conductivity' coefficients, that are considered to be the components of a secondorder tensor $\overline{\bar{k}}$

$$
\overline{\bar{k}} \equiv\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13}  \tag{15-4a}\\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right|
$$

From Onsagar's [31] principles of thermodynamics of irreversible processes it is shown that when the fluxes (i.e., $q_{i}$ ) and the forces (i.e., $\partial T / \partial x_{i}$ ) are related to each other linearly as given by equations (15-2), the phenomenologic coefficients obey the reciprocity relation. A discussion of the application of Onsagar's reciprocity relation for the thermal conductivity coefficients associated with heat conduction in anisotropic solids is given by Casimir [32]. Therefore, the conductivity coefficients $k_{i j}$ can be considered to obey the reciprocity relation

$$
\begin{equation*}
k_{i j}=k_{j i} \quad i, j=1,2,3 \tag{!5-4b}
\end{equation*}
$$

Furthermore, as discussed in reference [33], according to irreversible thermodynamics, the coefficients $k_{11}, k_{22}$, and $k_{33}$ are positive, that is,

$$
\begin{equation*}
k_{i i}>0: \tag{15-4c}
\end{equation*}
$$

and the magnitude of the coefficients $k_{i j}$, for $i \neq j$, is limited by the requirement [31]

$$
\begin{equation*}
k_{i i} k_{j j}>k_{i j}^{2} \quad \text { for } \quad i \neq j \tag{15-4d}
\end{equation*}
$$

The expression for the heat flux components, given by equation (15-3) for the rectangular coordinate system, can readily he generalized for the orthogonal curvilinear coordinate system $\left(u_{1}, u_{2}, u_{3}\right)$ as

$$
\begin{equation*}
q_{i}=-\sum_{j=1}^{3} \frac{1}{a_{j}} k_{i j} \frac{\partial T}{\partial u_{j}} \quad i=1,2,3 \tag{15-5}
\end{equation*}
$$

where $a_{j}$, are the scale factors discussed in Chapter 1.
For the ( $x_{1}, x_{2}, x_{3}$ ) rectangular coordinate system equation (15-5) reduces to equations (15-2).

For the ( $r, \phi, z$ ) cylindrical coordinate system we set $u_{1}=r, u_{2}=\phi, u_{3}=z$ and $a_{1}=1, a_{2}=r, a_{3}=1$; then equation (15-5) gives

$$
\begin{align*}
& -q_{r}=k_{11} \frac{\partial T}{\partial r}+k_{12} \frac{\partial T}{r \partial \phi}+k_{13} \frac{\partial T}{\partial z}  \tag{15-6a}\\
& -q_{\phi}=k_{21} \frac{\partial T}{\partial r}+k_{22} \frac{1}{r} \frac{\partial T}{\partial \phi}+k_{23} \frac{\partial T}{\partial z}  \tag{15-6b}\\
& -q_{=}=k_{31} \frac{\partial T}{\partial r}+k_{32} \frac{1}{r} \frac{\partial T}{\partial \phi}+k_{33} \frac{\partial T}{\partial z} \tag{15-6c}
\end{align*}
$$

For the ( $r, \phi, 0$ ) spherical coordinate system we set $u_{1}=r, u_{2}=\phi, u_{3}=0$ and $a_{1}=\mathrm{I}, a_{2}=r \sin \theta, a_{3}=r$ and obtain

$$
\begin{align*}
& -\mu_{r}=k_{11} \frac{\partial T}{\partial r}+k_{12} \quad 1 \quad r \sin \theta \partial \phi+k_{13}{ }_{r}{ }^{1} \partial T  \tag{15-7a}\\
& -q_{\phi}=k_{2 t} \frac{\partial T}{\partial r}+k_{22} \stackrel{1}{r \sin 0 i \phi_{p}}+k_{2,3} \quad 1 \lambda T  \tag{15-7b}\\
& -q_{\theta}=k_{31} \frac{\partial T}{\partial r}+k_{32} \ldots \frac{1}{r \sin \theta} \frac{\partial T}{\partial \phi}+k_{33} \frac{1}{r} \frac{\partial T}{\partial 0} \tag{15-7c}
\end{align*}
$$

## 15-2. HEAT CONDUCTION EQUATION <br> FOR ANISOTROPIC SOLIDS

The differential equation of heat conduction for an anisotropic solid in the orthogonal curvilinear coordinate system $\left(u_{1}, u_{2}, u_{3}\right)$ is given as

$$
\begin{equation*}
-\frac{1}{a_{1} a_{2} u_{3},}\left\lceil\frac{\partial}{\partial u_{1}}\left(a_{2} a_{3} q_{1}\right)+\frac{\partial}{\partial u_{2}}\left(a_{1} a_{3} q_{2}\right)+{ }_{\partial u_{3}}^{\partial}\left(a_{1} a_{2} q_{3}\right)\right]+!=\mu C_{n} \partial T \tag{15-8}
\end{equation*}
$$

where $q_{1}, q_{2}$, and $q_{3}$ are the three components of the heat flux vector defined by equation (15-5), $g$ is the heat-generation term, and the other quantities are as defined previously.
We now present explicit form of the heat conduction equation (15-8) for the rectanguiar, cylindrical, and spherical coordinates for the case of constant conductivity coefficients.

## Rectangular Coordinate System

For the $(x, y, z)$ rectangular coordinate system we set $u_{1}=x, u_{2}=y, u_{3}=z$, and $a_{1}=a_{2}=a_{3}=1$; then equation (15-8), with $q_{i}$, given by equation (15-5), yields

$$
\begin{align*}
& +\left(k_{23}+k_{32}\right) \frac{\partial^{2} T}{\partial y \partial z}+g(x, y, z, t)=\rho C_{p} \frac{\partial T\left(x, y^{\prime}, z, t\right)}{\partial t} \tag{15-9}
\end{align*}
$$

where $k_{12}=k_{21}, k_{13}=k_{31}$, and $k_{23}=k_{32}$ by the reciprocity relation.

## Cylindrical Coordinate System

For the ( $r, \phi, z$ ) cylindrical coordinate system we set $u_{1}=r, u_{2}=\phi, u_{3}=z$, and $a_{1}=1, a_{2}=r, a_{3}=1$. Then, from equations (15-8) and (15-5) we obtain

$$
\begin{align*}
& k_{11} \begin{array}{ll}
1 & \partial \\
r & \partial r
\end{array}\binom{\partial T}{r-\ddot{\partial r}}+k_{22} \frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+k_{33} \frac{\partial^{2} T}{\partial z^{2}}+\left(k_{12}+k_{21}\right) \frac{1}{r \partial \phi} \frac{\partial^{2} T}{\partial z} \\
& +\left(k_{13}+k_{31}\right) \frac{r^{2} T}{\partial r \partial z}+\begin{array}{c}
k_{1, ~} r^{? T} \\
r \partial z
\end{array}+\left(k_{23}+k_{32}\right) \frac{r^{2} T}{r \partial \phi \partial z}+1 /(r, \phi, z, 1) \\
& =\rho C_{r} \frac{\hat{\epsilon} T(r, \phi, z, t)}{\partial t} \tag{15-10}
\end{align*}
$$

where $k_{i j}=k_{j i}, i \neq j$.

## Spherical Coordinate System

For the $(r, \phi, \theta)$ spherical coordinate system we set $u_{1}=r, u_{2}=\phi, u_{3}=\theta$, and $a_{1}=1, a_{2}=r \sin \theta, a_{3}=r$; then from equations (15-8) and (15-5) obtain

$$
\begin{align*}
& +\left(k_{23}+k_{32}\right)_{r^{2} \sin 0}^{\frac{1}{\partial \theta} \frac{\partial^{2} T}{\partial \phi}+k_{31} \frac{\cos \theta \partial T}{r \sin \theta \cdots}+\theta(r, \phi, \theta, 1)} \\
& =\rho C_{p} \frac{\imath T(r, \phi, 0, t)}{\partial t}  \tag{15-11}\\
& \text { where } k_{i j}=k_{j}, i \neq j
\end{align*}
$$

## 15-3 BOUNDARY CONDITIONS

The boundary conditions for the heat conduction equation for an anisotropic medium may be of the lirst, second, or third kind. We consider a boundary surface

- $\quad S_{i}$ normal to the coordinate axis $u_{i}$. The boundary condition of the third kind cin be writlen as

$$
\begin{equation*}
\mp \delta_{i} k_{\text {rer }} \cdot \frac{\partial T}{\partial n^{*}}+h_{i} T=j_{i} \quad \text { on boundary } S_{i} \tag{15-12}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial T}{\partial n^{*}} \equiv \sum_{j=1}^{3} \frac{1}{a_{j}} \frac{k_{i j}}{k_{\mathrm{ret}}} \frac{\partial T}{\partial u_{j}} \tag{15-13}
\end{equation*}
$$

## $a_{j}=$ scale factor

$k_{\text {ref }}=$ a reference conductivity that may be chosen as $k_{11}, k_{22}$, or $k_{33}$.
$\delta_{i}=$ zero or unity; that is. by setting $\delta_{i}=0$, the boundary condition of the first kind is obtained

Here a; $n^{*}$ is the derivative an delaned by equation (15-1.3). The chate of phes ar minus sign in equation (15-12) depends on whether the outward drawn normal to the boundary surface $S_{i}$ is pointing in the positive or negative $u_{i}$ direction respectively.

We illustrate the boundary conditions for the anisotropic medium with specific examples given below.

## Example 15-1

Write the boundary conditions of the third kind for an anisotropic slab at the boundary surfaces $x=0$ and $x=L$.
Solution. For the $(x, y, z)$ rectangular coordinate system we write

$$
\begin{align*}
& -\left(k_{11} \frac{\partial T}{\partial x}+k_{12} \frac{\partial T}{r^{2} y}+k_{13} \frac{\partial T}{\partial z}\right)+h_{1} T=f_{1} \quad \text { at } \quad x=0  \tag{15-14a}\\
& +\left(k_{11} \frac{\partial T}{\partial x}+k_{12} \frac{\partial T}{\partial y}+k_{13} \frac{\partial T}{\partial z}\right)+h_{2} T=f_{2} \quad \text { at } \quad x=L \tag{15-14b}
\end{align*}
$$

Equations ( $15-14$ ) can be written more compaclly in the form given by equation (15-12) by setting $k_{\text {ref }} \equiv k_{11}$ :

$$
\begin{align*}
&-k_{11} \frac{\partial T}{\hat{\partial} n^{*}}+h_{1} T=f_{1} \quad \text { at } x=0  \tag{15-14c}\\
& k_{11} \frac{\hat{c} T}{\hat{\partial} n^{*}}+h_{2} T=f_{2} \quad \text { at } \quad x=L \tag{15-14d}
\end{align*}
$$

where

$$
\begin{align*}
& \imath^{\imath}=\frac{\imath}{i x}+\epsilon_{12} \frac{\imath}{\imath y}+\epsilon_{13} \frac{\imath}{\imath}=  \tag{1.5-14c}\\
& \epsilon_{i j}=k_{i j} / k_{11} \tag{15-145}
\end{align*}
$$

Example 15-2
Write the boundary conditions of the third kind for an anisotropic hollow cylinder at the boundary surfaces $r=a$ and $r=b$.

Solution. For the ( $r, \phi, z$ ) cylindrical_coordinate system we take the scale factors as $a_{1}=1, a_{2}=r$, and $a_{3}=1$ and write

$$
\begin{align*}
& -\left(k_{11} \frac{\partial T}{\partial r}+k_{12} \frac{1}{r} \frac{\partial T}{\partial \phi}+k_{13} \frac{\partial T}{\partial z}\right)+h_{1} T=f_{1} \quad \text { at } \quad r=a  \tag{15-15a}\\
& 1 \cdot\left(k_{11} \frac{\partial T}{\lambda r}+k_{12}^{1} r_{r \phi} \partial T+k_{13} \frac{\partial T}{\lambda z}\right)+h_{2} T \cdots f_{2} \quad \text { at } r b b \tag{1.5-1.51}
\end{align*}
$$

Equations (15-15) can be written more compactly in the form given by equation (15-12) by setting $k_{\text {ref }} \equiv k_{11}$ :

$$
\begin{align*}
& -k_{1}, \frac{\partial T}{\partial n^{*}}+h_{1} T=f_{1} \quad \text { at } \quad r=a  \tag{15-15c}\\
& k_{11} \frac{\partial T}{\partial n^{*}}+h_{2} T=f_{2} \quad \text { at } \quad r=b \tag{15-15d}
\end{align*}
$$

where

$$
\begin{align*}
& \frac{\partial}{\partial n^{*}}=\frac{\partial}{\partial r}+\epsilon_{12} \frac{1}{r} \frac{\partial}{\partial \phi}+\epsilon_{13} \frac{\partial}{\partial z}  \tag{15-15e}\\
& \epsilon_{i j}=\frac{k_{i j}}{k_{11}} \tag{15-151}
\end{align*}
$$

## 15-4 THERMAL-RESISTIVITY COEFFICIENTS

In the previous sections we expressed each component of the heat flux vector as a linear sum of temperature gradients along the $0 x_{1}, 0 x_{2}$, and $0 x_{3}$ axes as given by equation (15-2). Sometimes it is desirable to express the temperature gradient in a given direction as linear combination of the heat flux components in the $0 x_{1}$, $0 x_{2}$, and $0 x_{3}$ directions. To obtain such a relationship in the $\left(x_{1}, x_{2}, x_{3}\right)$ rectangular coordinate system we write equations (15-2) in matrix notation as

$$
\begin{equation*}
-\left[k_{i j}\right]\left[\frac{\partial T}{\partial x_{i}}\right]=\left[q_{i}\right] \tag{15-16a}
\end{equation*}
$$

or

$$
\begin{equation*}
-\left[\frac{\partial T}{\partial x_{i}}\right]=\left[k_{i j}\right]^{-1}\left[q_{i}\right] \tag{15-16b}
\end{equation*}
$$

Let $r_{i j}$ be the elements of the inverse matrix $\left[k_{i j}\right]^{-1}$; then equation (15-16b) is
written explicilly as

$$
\begin{align*}
& -\frac{\partial T}{\partial x_{1}}=r_{11} q_{1}+r_{12} q_{2}+r_{13} q_{3}  \tag{15-17a}\\
& -\frac{\partial T}{\partial x_{2}}=r_{21} q_{1}+r_{22} q_{2}+r_{23} q_{3}  \tag{15-17b}\\
& -\frac{\partial T}{\partial x_{3}}=r_{31} q_{1}+r_{32} q_{2}+r_{33} q_{3} \tag{15-17c}
\end{align*}
$$

where the coefficients $r_{i j}$ are called the thermal resistivity coefficients. The coefficients $r_{i j}$ can be determined in terms of $k_{i j}$ by the matrix inversion procedure. Since $k_{i j}=k_{j i}$, it can be shown that $r_{i j}$ 's are given by

$$
\begin{equation*}
r_{i j}=(-1)^{i+j} \frac{a_{i j}}{\Delta} \tag{15-18a}
\end{equation*}
$$

where $\Delta$ is the symmetrical thermal conductivity tensor given by

$$
\Delta \equiv\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13}  \tag{15-18b}\\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right|
$$

$a_{i j}$ is the cofactor obtained from $\Delta$ by omitting the $i$ th row and the $j$ th column. As in the case of thermal conductivity coefficients, $k_{i j}$, the thermal resistivity coefficients, $r_{i j}$, obey the reciprocity relation, $r_{i j}=r_{i j}$.

To illustrate the application of equation (15-18), we write below the thermalresistivity coefficient $r_{12}$ and $r_{11}$ in terms of the thermal conductivity coefficients as

$$
\begin{align*}
& r_{12}=(-1)^{3} \frac{\left|\begin{array}{ll}
k_{21} & k_{23} \\
k_{31} & k_{33}
\end{array}\right|}{\Delta}=\frac{k_{23} k_{31}-k_{21} k_{33}}{\Delta}  \tag{15-19a}\\
& r_{11}=(-1)^{2}\left|\begin{array}{ll}
k_{22} & k_{23} \\
k_{32} & k_{33}
\end{array}\right|=\frac{k_{22} k_{33}-k_{23} k_{32}}{\Delta}=\frac{\Delta}{\Delta} \tag{15-19b}
\end{align*}
$$

## 15-5 DETERMINATION OF PRINCIPAL CONDUCTIVITIES AND PRINCIPAL AXES

We consider the heat conduction equation for an anisotropic solid in the $x_{1}, x_{2}, x_{3}$ rectangular coordinate system written as

$$
\begin{align*}
& k_{11} \frac{\partial^{2} T}{\partial x_{1}^{2}}+k_{22} \frac{\partial^{2} T}{\partial x_{2}^{2}}+k_{33} \frac{\partial^{2} T}{\partial x_{3}^{2}}+\left(k_{12}+k_{21}\right) \frac{\partial^{2} T}{\partial x_{1}} \frac{}{\partial x_{2}}+\left(k_{13}+k_{31}\right)-\frac{\partial^{2} T}{\partial x_{1}} \frac{\partial x_{3}}{\partial x_{2}} \\
& \quad+\left(k_{23}+k_{32}\right) \frac{\partial^{2} T}{\partial x_{2}}+g=\sigma C_{p} \frac{\partial T}{\partial t} \tag{15-20}
\end{align*}
$$

where $k_{i j}=k_{j l}$. When the conductivity matrix given by equation (15-4a) is symmetric, it is possible to find a new system of rectangular coordinales $\zeta_{5}^{5} \stackrel{5}{2}_{2}$, and $\xi_{3}$ that can transform it to a diagonal form as

$$
\left|\begin{array}{ccc}
k_{1} & 0 & 0  \tag{15-21}\\
0 & k_{2} & 0 \\
0 & 0 & k_{3}
\end{array}\right|
$$

where $k_{1}, k_{2}$, and $k_{3}$ are called the principal conductivities along the principal coordinate axes $\xi_{1}, \xi_{2}$ and $\xi_{3}$, respectively. Then the heat conduction equation (15-20), in terms of the principal coordinates, becomes

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \xi_{1}^{2}}+\frac{\partial^{2} T}{\partial \xi_{2}^{2}}+\frac{\partial^{2} T}{\partial \xi_{3}^{2}}+g=\rho C_{p} \frac{\partial T}{\partial i} \tag{15-22}
\end{equation*}
$$

The principal conductivities $k_{1}, k_{2}$, and $k_{3}$ are determined in the following manner. Let the thermal conductivity matrix be denoted by

$$
\overline{\bar{k}} \equiv\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13}  \tag{15-23}\\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right|
$$

Then the principal conductivities $k_{1}, k_{2}$, and $k_{3}$ are the eigenvalues of the Sollowing equation:

$$
\left|\begin{array}{ccc}
k_{11}-\lambda & k_{12} & k_{13}  \tag{15-24}\\
k_{21} & k_{22}-\lambda & k_{23} \\
k_{31} & k_{32} & k_{33}-\lambda
\end{array}\right|=0
$$

This is a cubic equation in $\lambda$ and has three roots. Each of these roots is a real number because the conductivity coeflicients $k_{i j}$ are real numbers (see reference 34 for proof) and each corresponds to a principal conductivity, that is, $\lambda_{1}=k_{1}$, $\lambda_{2}=k_{2}$, and $\lambda_{3}=k_{3}$ along the principal axes $\xi_{1}, \xi_{2}$, and $\xi_{3}$, respectively.

The principal axes $\xi_{1}, \xi_{2}$, and $\xi_{3}$ are determined in the following manner:
Let $l_{1}, l_{2}, l_{3}$ be the direction cosines of the principal axis $0 \xi_{1}$ with respect to the axes $0 x_{1}, 0 x_{2}, 0 x_{3}$, and $\lambda_{1}=k_{1}$ be the principal conductivity along the
direction $0 \xi_{1}$. Then $I_{1}, l_{2}, l_{3}$ satisfy the relation

$$
\left|\begin{array}{ccc}
k_{11}-\lambda_{1} & k_{12} & k_{13}  \tag{15-25a}\\
k_{21} & k_{22}-\lambda_{1} & k_{23} \\
k_{31} & k_{32} & k_{33}-\lambda_{1}
\end{array}\right|\left|\begin{array}{c}
l_{1} \\
l_{2} \\
l_{3}
\end{array}\right|=0
$$

which provides three bomogencous equations for the three unknowns $l_{1}, l_{2}, l_{3}$ : only two of these equations are linearly independent. An additiomat relation-is obtained from the requirement that the direction cosines satisfy

$$
\begin{equation*}
I_{1}^{2}+l_{2}^{2}+l_{3}^{2}=1 \tag{15-25b}
\end{equation*}
$$

Thus the three direction cosines of the principal axis $0 \xi_{1}$ are determined from equations (15-25).

The procedure is repeated witb $\lambda_{2}=k_{2}$ for the determination of $m_{1}, m_{2}, m_{3}$ of the principal axis $0 \xi_{2}$ and with $\lambda_{3}=k_{3}$ for $n_{1} \cdot n_{2}, n_{3}$ of the principal axes $0 \xi_{3}$.

## 15-6 CONDUCTIVITY MATRIX FOR CRYSTAL SYSTEMS

With symmetry considerations, crystals can be.grouped into seven distinct systems identified as triclinic, monoclinic, orthorhombic hexagonal, tetragonal, trigonal, and cubic systems. Readers should consult references 1 and 2 for an in-depth discussion of this matter. Here we are concerned with the thermal conduetivity tensors associated with such systems and summarize the results as follows:

1. Trictinic. In this system there are no limitations imposed on the conductivity coefficients by symmetry considerations; hence all nine components of $k_{i j}$ can be nonzero, and we have

$$
\overline{\bar{k}} \equiv\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13}  \tag{15-26}\\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right|
$$

2. Monoclinic. Some of the components become zero with symmetry considerations. hence we have

$$
\overline{\bar{k}} \equiv\left|\begin{array}{ccc}
k_{11} & k_{12} & 0  \tag{15-27}\\
k_{21} & k_{22} & 0 \\
0 & 0 & k_{23}
\end{array}\right|
$$

3. Orthorhombic. The conductivity coeflicients are given by

$$
\overline{\bar{k}} \equiv\left|\begin{array}{ccc}
k_{11} & 0 & 0  \tag{15-28}\\
0 & k_{22} & 0 \\
0 & 0 & k_{33}
\end{array}\right|
$$

## TABLE 15-1 Values of Principal Conductivities for Some

 Crystals at $30^{\circ} \mathrm{C}$, in $\mathrm{W} /(\mathrm{mK})$| Crystal | System | $k_{1}, k_{2}$ | $k_{3}$ |
| :--- | :--- | ---: | ---: |
| Quartz | trigonal | 6.50 | 11.30 |
| Calcite | trigonal | 4.18 | 4.98 |
| Bismuth | trigonal | 9.24 | 6.65 |
| Graphite | hexagonal | 355.00 | 89.00 |

Note: For crystals listed here $k_{1}=k_{2}$. From International Critical Tables (1929), Vol. 5, p. 231
4. Cubic. In this system we have $k_{11}=k_{22}=k_{33}$, hence we write

$$
\overline{\bar{k}} \equiv\left|\begin{array}{ccc}
k_{11} & 0 & 0  \tag{15-29}\\
0 & k_{11} & 0 \\
0 & 0 & k_{11}
\end{array}\right|
$$

5. Hexagonal, Tetragonal and Trigonal.

$$
\overline{\bar{k}} \equiv\left|\begin{array}{ccc}
k_{11} & k_{12} & 0  \tag{15-30}\\
-k_{12} & k_{i 1} & 0 \\
0 & 0 & k_{33}
\end{array}\right|
$$

It was previously stated that, whenever the heal flux law of the form given by equations ( $15-2$ ) holds, the classical thermodynamic considerations lead to the reciprocity relationship given by equation ( $15-4 \mathrm{~b}$ ). In the case of crystals, the results on the conductivity coeflicients given above have been derived from the considerations of macroscopic symmetry. Since no general proof is available to show that the coeflicients are symmetric, it has been necessary to rely on experiments. If the relation given by equation ( $15-4 \mathrm{~b}$ ) should apply, then it implies that $k_{12}=0$ in equation (15-30) and $k_{21}=k_{12}$ in equation (15-27). Experimentally, principal conductivities are always found to be positive. Table 15-1 lists the values of principal conductivities for some crystals.

## 15-7 TRANSFORMATION OF HEAT CONDUCTION <br> EQUATION FOR ORTHOTROPIC MEDIUM

The heat conduction equation for an orthotropic medium can be transformed to a standard heat conduction equation for an isotropic solid as described below.
We consider the heat conduction equation for an orthotropic medium in the rectangular coordinate system given by

$$
\begin{equation*}
k_{1} \frac{\partial^{2} T}{\partial x^{2}}+k_{2} \frac{\partial^{2} T}{\partial y^{2}}+k_{3} \frac{\partial^{2} T}{\partial z^{2}}+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-31}
\end{equation*}
$$

New independent variables $X, Y$, and $Z$ are defined as

$$
\begin{equation*}
X=\binom{k}{k_{1}}^{1 / 2} x, \quad Y=\binom{k}{k_{2}}^{1 / 2} y, \quad Y=\binom{k}{k_{3}}^{1 / 2}= \tag{15-32}
\end{equation*}
$$

where $k$ is a reference conductivity. Equation (15-31) becomes

$$
k\left(\begin{array}{l}
\lambda^{2} T  \tag{15-3.3}\\
\partial X^{2}+ \\
\partial Y^{2}
\end{array}+\frac{\lambda^{2} T}{\partial Z^{2}}\right)+y=\mu C_{n}^{\prime} T
$$

which looks like the standard heat conduction equation for an isotropic solid. However, the choice of the reference thermal conductivity is not arbitrary. The reason for this is that a volume element in the original space " $d x d y d z$ " transforms, under the transformation (15-32), into

$$
\begin{equation*}
\frac{\left(k_{1} k_{2} k_{3}\right)^{1 / 2}}{k^{3 / 2}} d X d Y d Z \tag{15-34}
\end{equation*}
$$

If the quantities $\rho C_{p}$ and the generation term $g$ defined on the basis of unit volume should have the same physical significance, we should have

$$
\begin{equation*}
\frac{\left(k_{1} k_{2} k_{3}\right)^{1 / 2}}{k^{3 / 2}}=1 \quad \text { or } \quad k=\left(k_{1} k_{2} k_{3}\right)^{1 / 3} \tag{15-35a,b}
\end{equation*}
$$

Then the heat conduction equation (15-33) takes the form

$$
\left(k_{1} k_{2} k_{3}\right)^{1 / 3}\left(\begin{array}{l}
\partial^{2} T  \tag{15-36}\\
\partial X^{2}
\end{array}+\frac{\partial^{2} T}{\partial Y^{2}}+\frac{\partial^{2} T}{\partial Z^{2}}\right)+!=\mu C_{n} \frac{\partial T}{\partial t}
$$

where $X, Y$, and $Z$ are as defined by equation (15-32). This implies an isotropic medium of thermal conductivity $\left(k_{1} k_{2} k_{3}\right)^{1 / 3}$.

Several other ways of arriving at the result given by equation (15-35) are discussed in reference 8. Similar transformations are applicable to transform the cquation into the standard form for the cylindrical and spherical coordinate systems.

Under the transformation discussed above, the solution of the resulting heat conduction equation is a straightforward matter, but the transformation of the solution to fhe original physical space requires additional commutations according to the transformation used. That is, the corresponding isompopic hail conduction problem of thermal conductivity $\left(k_{1} k_{2} k_{3}\right)^{1 / 3}$ is readily solved. The region is then distorted according to the transformation (15-32).

## 15-8 SOME SPECIAL CASES

We now examine some special situations that may give some insight to the physical significance of heat flow in an anisotropic medium.

## Temperature Depending on $x_{1}$ and $x_{2}$ Only

For such a case we have $\left(\partial T / \partial x_{3}\right)=0$; then equations (15-2) for the heat flux components reduce to

$$
\begin{align*}
& -q_{1}=k_{11} \frac{\partial T}{\partial x_{1}}+k_{12} \frac{\partial T}{\partial x_{2}}  \tag{15-37a}\\
& -q_{2}=k_{21} \frac{\partial T}{\partial x_{1}}+k_{22} \frac{\partial T}{\partial x_{2}}  \tag{15-37b}\\
& -q_{3}=k_{31} \frac{\partial T}{\partial x_{1}}+k_{32} \frac{\partial T}{\partial x_{2}} \tag{15-37c}
\end{align*}
$$

This result implies that there is still a heat flux component $q_{3}$ in the $x_{3}$ direction even though there is no temperature gradient in that direction.

The heat conduction equation (15-9) simplifies to

$$
\begin{equation*}
k_{11} \frac{\partial^{2} T}{\partial x_{1}^{2}}+k_{22} \frac{\partial^{2} T}{\partial x_{2}^{2}}+\left(k_{12}+k_{21}\right) \frac{\partial^{2} T}{\partial x_{1} \partial x_{2}}=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-38}
\end{equation*}
$$

where we assumed no energy generation in the medium.

Temperature Depending on $x_{1}$ Only
For such a case we have $\left(\partial T \partial z_{2}\right)=0,\left(\partial T / \partial x_{3}\right)=0$; then equation ( $15-21$ ) for the heat flux components reduces to

$$
\begin{equation*}
-q_{1}=k_{11} \frac{\partial T}{\partial x_{1}}, \quad-q_{2}=k_{21} \frac{\partial T}{\partial x_{1}}, \quad-q_{3}=k_{31} \frac{\partial T}{\partial x_{1}} \tag{15-39a,b,c}
\end{equation*}
$$

This result implies that there is heat flow in the $x_{2}$ and $x_{3}$ directions even though temperature gradients are assumed to be zero in those directions.

The heat conduction equation (15-9) reduces to

$$
\begin{equation*}
k_{1}, \frac{\partial^{2} T}{\partial x_{1}^{2}}=\rho C_{n} \frac{\partial T}{\partial_{1}} \tag{15-40}
\end{equation*}
$$

where we assumed no energy generation. This equation is similar to the oncdimensional heat conduction equation for an isotropic medium.

A physical situation simulating one-dimensional heat flow through an isotropic solid can be realized as follows.

Consider a large, thin plate of crystal placed between two highly conducting materials maintained at constant uniform temperatures $T_{1}$ and $T_{2}$ as illustrated in Fig. 15-1. Since the crystal is thin and large, the isothermal surfaces are parallel


Fig. 15-2 Heat flow along a thin, long rod.
which implies that the heat flux vector $q$ is along the $0 x_{1}$ axis. When the results given by equations ( $15-41 \mathrm{c}$ ) are introduced into equations (15-17), the three components of the temperature gradient vector become

$$
\begin{equation*}
-\frac{\partial T}{\partial x_{1}}=r_{11} q_{1}, \quad-\frac{\partial T}{\partial x_{2}}=r_{21} q_{1}, \quad-\frac{\partial T}{\partial x_{3}}=r_{31} q_{1} \tag{15-42a,b,c}
\end{equation*}
$$

Here, the temperature gradient $i^{T} T / \partial x_{1}$ and the heat lux $q_{1}$ in the $x_{1}$ direction along the rod are the measurable quantities. Then equation (15-42a) can be used to determine the resistivity coellicient $r_{11}$. The variation of $r_{11}$ with the orientation of the $0 x_{1}$ axis with reference to the principal axes is given by the relation $[1 \div 4]$

$$
\begin{equation*}
r_{11}=l_{1}^{2} r_{1}+l_{2}^{2} r_{2}+l_{3}^{2} r_{3} \tag{15-42d}
\end{equation*}
$$

where $r_{1}, r_{2}$, and $r_{3}$ are the principal resistivities and $I_{1}, l_{2}$, and $I_{3}$ are the direction cosines of the $0, x_{1}$ axis relative to the principal axes $0 \xi_{1}, 0 \xi_{2}$, and $0 \xi_{3}$, respectively.

## 15-9 HEAT CONDUCTION IN AN ORTHOTROPIC MEDIUM

In the case of noncrystaline anisotropic solids, such as wood, the thermal conductivities $k_{1}, k_{2}$, and $k_{3}$ are in the mutually perpendicular directions. Then the three components of the heat flux $\left(q_{1}, q_{2}, q_{3}\right)$ are given in the ( $u_{1}, u_{2}, u_{3}$ ) orthogonal curvilinear coordinate system as

$$
\begin{equation*}
q_{1}=-\frac{k_{1}}{a_{1} \partial u_{1}}, \quad q_{2}=-\frac{k_{2}}{a_{2}} \frac{\partial T}{\partial u_{2}}, \quad q_{3}=-\frac{k_{3}}{a_{3}} \frac{\partial T}{\partial u_{3}} \tag{15-43a}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}$ are the seate factors.
Introducing equation (15-43a) into the energy equation (15-8), the heat-conduction equation for an orthotropic solid becomes

$$
\begin{align*}
& \frac{1}{a_{1} a_{2} a_{3}}\left[\frac{\partial}{\partial u_{1}}\left(\frac{a_{2} a_{3}}{a_{1}} k_{1} \frac{\partial T}{\partial u_{1}}\right)+\frac{\partial}{\partial u_{2}}\left(\frac{a_{1} a_{3}}{a_{2}} k_{2} \frac{\partial T}{\partial u_{2}}\right)+\frac{\partial}{\partial u_{3}}\left(\frac{a_{1} a_{2}}{a_{3}} k_{3} \frac{\partial T}{\partial u_{3}}\right)\right] \\
& \quad+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-43b}
\end{align*}
$$

Assuming $k_{1}, k_{2}, k_{3}$ constant, equation (15-43) for the rectangular, cylindrical, and spherical coordinates takes the following forms.

Rectamyular coordinate system ( $x, y, z$ ):

$$
\begin{equation*}
k_{1} \frac{\partial^{2} T}{\partial x^{2}}+k_{2} \frac{\partial^{2} T}{\partial y^{2}}+k_{3} \frac{\partial^{2} T}{\partial z^{2}}+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-44}
\end{equation*}
$$

Cylindrical coordinate system ( $r, \phi, z$ ):

$$
\begin{equation*}
k_{1} \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial T}{\partial r}\right)+k_{2} \frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \phi^{2}}+k_{3} \frac{\partial^{2} T}{\partial z^{2}}+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-45}
\end{equation*}
$$

Spherical coordinate system $(r, \phi, 0)$ :

$$
\begin{equation*}
k_{1} \frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial T}{\partial r}\right)+k_{2} \frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} T}{\partial \phi^{2}}+k_{3} \frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial T}{\partial \theta}\right)+g=\rho C_{p} \frac{\partial T}{\partial t} \tag{15-46}
\end{equation*}
$$

We illustrate below with examples the solution of heat conduction in orthotropic medium for both the steady-state and time-dependent situations.

## Example 15-3

Consider a point source of strength $Q$ watts, located at the origin of the rectangular coordinate system, releasing its heat continuously over time at a constant rate in an orthotropic medium. In the regions away from the source the region is at a temperature $T_{\infty}$. Develop an expression for the steady-state temperature distribution in the solid.
Solution. We consider the transformed equation (15-33). For the stcady state problem in the region outside the origin where there is no energy generation we write

$$
\begin{equation*}
\cdot \frac{\partial^{2} T}{\partial X^{2}}+\frac{\partial^{2} T}{\partial Y^{2}}+\frac{\partial^{2} T}{\partial Z^{2}}=0 \quad \text { in } \quad 0<X<\infty, \quad 0<Y<\infty, \quad 0<Z<\infty \tag{15-47}
\end{equation*}
$$

where

$$
\begin{align*}
X=\left(\frac{k}{k_{1}}\right)^{1 / 2} x, \quad Y & =\left(\frac{k}{k_{2}}\right)^{1 / 2} y, \quad Z=\left(\frac{k}{k_{3}}\right)^{1 / 2} z \\
k & =\left(k_{1} k_{2} k_{3}\right)^{1 / 3} \tag{15-48d}
\end{align*}
$$

The boundary condition at the origin is obtained by drawing a small sphere of radius $R$ around the point source and equating the rate of energy released by the source to the heat conducted into the medium:

$$
\begin{equation*}
\left(4 \pi R^{2}\right)\left(-k \frac{\partial T}{\partial R}\right)=Q \quad \text { as } \quad R \rightarrow 0 \tag{15-49}
\end{equation*}
$$

where $R=\left(X^{2}+Y^{2}+Z^{2}\right)^{1 / 2}$. The boundary condition at infinity is

$$
\begin{equation*}
T=T_{x} \quad \text { as } \quad R \rightarrow \infty \tag{15-50}
\end{equation*}
$$

Equation (15-47) is Laplace's equation and its solution satisfying the boundary condition (15-50) is written as

$$
\begin{equation*}
T(\dot{R})=\frac{C}{R}+T_{\infty} \tag{15-51}
\end{equation*}
$$

where the unknown constant $C$ is determined by the application of the boundary condition (15-49) as

$$
\begin{equation*}
\left(4 \pi R^{2}\right)\left(k \frac{C}{R^{2}}\right)=Q \tag{15-52}
\end{equation*}
$$

or

$$
\begin{equation*}
C=\frac{1}{k} \frac{Q}{4 \pi} \tag{15-53}
\end{equation*}
$$

After equation (15-53) is introduced into (15-51), the solution becomes

$$
\begin{equation*}
T(R)-T_{\infty}=\frac{Q}{4 \pi} \frac{1}{k R} \tag{15-54a}
\end{equation*}
$$



Fig. 15-3 Eilipsoidal isothermal surfaces around a point source, $Q$.

$$
T(x, y, z)-T_{\infty}=\frac{Q}{4 \pi}\left(k_{1} k_{2} k_{3}\right)^{-1: 2}\left(\frac{x^{2}}{k_{1}}+\frac{y^{2}}{k_{2}}+\frac{z^{2}}{k_{3}}\right)^{-1 / 2} \quad \cdots(15-54 \mathrm{~b})
$$

$$
\begin{equation*}
\text { Inversion: } \quad T(x, y)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{m}, x\right) \bar{T}\left(\beta_{m}, y\right) \tag{15-60b}
\end{equation*}
$$

Clearly, $T(R)-T_{n}$, decreases with increasing distance $R$ from the origin. Figure $15-3$ shows that the heat flux vector $q$ is along the $R$ coordinate lines and the maximum temperature gradient $\nabla T$ is normal to the ellipsoidal isothermal surfaces. We note that the vectors $q$ and $\nabla T$ are not necessarily parallel to each other.

## Example 15-4

Consider the steady-state heat conduction problem for an orthotropic rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ in which hiat is generated at a constant rate of $g_{0} \mathrm{~W} / \mathrm{m}^{3}$. Boundaries at $x=0$ and $y=0$ are kept insulated and those at $x=a$ and $y=b$ are dissipating heat by convection into an environment at zero temperature. The orthotropic thermal conductivities in the $0 x$ and $0 y$ directions are, respectively, $k_{1}$ and $k_{2}$. Obtain an expression for the steadystate temperature distribution in the region.
Solution. The mathematical formulation of this problem is given as

$$
\begin{array}{ll}
\begin{array}{ll}
r^{2} T \\
\lambda^{2}+\frac{1}{2} \epsilon^{2} T y^{2}=-g_{0} & \text { in }
\end{array} \quad 0<x<a, 0<y<b \\
-\frac{\partial T}{\partial x}=0 & \text { at } \quad x=0 \\
\frac{\partial T}{\partial x}+H_{1} T=0 & \text { at } \quad x=a \\
-\quad \text { at } y=0 \\
\frac{\partial T}{\partial y}=0 & \text { at } y=b
\end{array}
$$

where

$$
\epsilon^{2} \equiv \frac{k_{1}}{k_{2}}, \quad H_{1}=\frac{h_{1}}{k_{1}}, \quad H_{2}=\frac{h_{2}}{k_{2}}
$$

We define the integral transform pair with respect to the $x$ variable as

$$
\begin{equation*}
\text { Transform: } \bar{T}\left(\beta_{n c}, y^{\prime}\right)=\int_{0}^{a} X\left(\beta_{m}, x^{\prime}\right) T\left(x^{\prime}, y\right) d x^{\prime} \tag{15-60a}
\end{equation*}
$$

where $X\left(\beta_{m}, x\right), N\left(\beta_{m}\right)$, and $\beta_{m}$ are obtained from Table 2-2, case 4 as:

$$
\begin{equation*}
X\left(\beta_{m}, x\right)=\cos \beta_{m} x, \frac{1}{N\left(\beta_{m}\right)}=2 \frac{\beta_{m}^{2}+H_{1}^{2}}{a\left(\beta_{m}^{2}+H_{1}^{2}\right)+H_{1}} \tag{15-60c}
\end{equation*}
$$

and the $\beta_{m}$ values are the roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} a=H_{1} \tag{15-60~d}
\end{equation*}
$$

Taking the integral transform of system (15-55)-(15-59) by the application of the transform (15-60a) we obtain

$$
\begin{array}{lll}
\frac{d^{2} \bar{T}}{d y^{2}}-\beta_{m}^{2} \epsilon^{2} \bar{T}\left(\beta_{m}, y\right)=-\frac{\epsilon^{2}}{k_{1}} \bar{g}_{0} & \text { in } & 0<y<b \\
\frac{d \bar{T}}{d y}=0 & \text { at } & y=0  \tag{15-61b}\\
d \bar{T}+H_{2} \bar{\jmath}=0 & \text { at } & y=b \\
d y
\end{array}
$$

The solution of the system (15-61) is

$$
\bar{T}\left(\beta_{m}, y\right)=\frac{1}{k_{1} \beta_{m}^{2}} \bar{g}_{0}-\frac{1}{k_{1} \beta_{m}^{2}} \bar{g}_{0} \frac{\cosh \beta_{m} \epsilon y}{\frac{\beta_{m} \epsilon}{H_{2}} \sinh \beta_{m} \epsilon b+\cosh \beta_{m} \epsilon b}
$$

where

$$
\bar{g}=\int_{0}^{a} g_{0} \cos \beta_{m} x d x=\frac{\sin \beta_{m} a}{\beta_{i n}} g_{0}
$$

The inversion of (15-62) by the inversion formula ( $15-60 b$ ) yields

$$
\begin{align*}
T(x, y)= & \frac{g_{0}}{k_{1}} \sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} \frac{\cos \beta_{m} x \sin \beta_{m} a}{\beta_{m}^{3}} \\
& -\frac{g_{0}}{k_{1}} \sum_{m=1}^{\infty} \frac{1}{\beta_{m}^{3} N\left(\beta_{m}\right)} \frac{\cos \beta_{m} x \sin \beta_{m} a \cosh \beta_{m} \epsilon y}{\beta_{m} \epsilon} \sinh \beta_{m} \epsilon b+\cosh \epsilon b \tag{15-63}
\end{align*}
$$

A closed-form expression for the first summation on the right is determined as (see note 1 at end of this chapter)

$$
\begin{equation*}
\sum_{m=1}^{m} \frac{1}{N\left(\beta_{m}\right)} \frac{\cos \beta_{m} x \sin \beta_{m} a}{\beta_{m}^{3}}=\frac{a}{H_{1}} \cdot+\frac{1}{2}\left(a^{2}-x^{2}\right) \tag{15-64}
\end{equation*}
$$

Then the solution (15-73) takes the form

$$
\begin{align*}
T(x, y)= & \frac{g_{0} a}{k_{1} H_{1}}+\frac{g_{0}}{2 k_{1}}\left(a^{2}-x^{2}\right)-\frac{2 g_{0}}{k_{1}} \sum_{m=1}^{x} \frac{1}{\beta_{m}^{3}} \frac{\beta_{m}^{2}+H_{1}^{2}}{a\left(\beta_{m}^{2}+H_{1}^{2}\right)+H_{1}} \\
& \therefore \cos \beta_{m} x \sin \beta_{m} a \cosh \beta_{m} \epsilon y  \tag{15-65a}\\
& \frac{\beta_{m} \epsilon}{H_{2}} \sinh \beta_{m} \epsilon b+\cosh \beta_{m} \epsilon b
\end{align*}
$$

where the $\beta_{\mathrm{m}}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} a=H_{1} \tag{15-65b}
\end{equation*}
$$

## Example 15-5

Consider the lime-dependent heat conduction problem for in orthotropic rectangular region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$. Initially the region is at a uniform temperature $T_{0}$. For times $t>0$, the boundaries at $x=0$ and $j=0$ are kept insulated and those at $x=a$ and $y=b$ are dissipating heat by convection into an environment at zero temperature, while heat is generated in the region at a constiant rate of $g_{0} \mathrm{~W} / \mathrm{m}^{3}$. The orthotropic thermal conductivities in the $0 x$ and 0 , directions are, respectively, $k_{1}$ and $k_{2}$. Obtain an expression for the time-dependent temperature distribution $T(x, y, t)$ in the region for times $t>0$.

Solution. The mathematical formulation of this problem is given as

$$
\frac{\partial^{2} T}{\partial x^{2}}+\frac{1}{\epsilon^{2}} \frac{\partial^{2} T}{\partial y^{2}}+\frac{g_{0}}{k_{1}}=\frac{1}{\alpha_{1}} \frac{\partial T}{\partial t} \quad \text { in } \quad 0<x<a, \quad 0<\rho<b, \quad t>0 \quad \text { (15-66a) }
$$

| $\begin{aligned} & \lambda T \\ & \lambda x \end{aligned}=0$ | at | $x=0$, | $1>0$ | (15-66b) |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial T}{\partial x}+H_{1} T=0$ | at | $x=a$, | $t>0$ | (15-66c) |
| $\frac{\partial T}{\partial \cdot y}=0$ | at | . ${ }^{\prime}=0$, | $1>0$ | (15-66d) |

$\frac{\partial T}{\partial y}+H_{2} T=0$
$T=T_{0}$
at $\mu=b$,
$t>0$
(15-66e)

For $t=0$, intheregion
where

$$
\epsilon^{2}=\frac{k_{1}}{k_{2}}, \quad H_{1}=\frac{h_{1}}{k_{1}}, \quad u_{2}=\frac{h_{2}}{k_{2}}, \quad \alpha_{1}-\underset{\rho C_{p}}{k_{1}}
$$

It is convenient to split up this problem into two simpler problems as

$$
\begin{equation*}
T(x, y, t)=T_{s}(x, y)+T_{h}(x, y, t) \tag{15-67}
\end{equation*}
$$

Where the steady-state temperature $T_{s}(x, y)$ is the solution of the following problem

$$
\begin{equation*}
\frac{\partial^{2} T_{s}}{\partial x^{2}}+\frac{1}{\epsilon^{2}} \frac{\partial^{2} T_{s}}{\partial y^{2}}+\frac{g_{0}}{k_{1}}=0 \quad \text { in } \quad 0<x<a, \quad 0<y<b \tag{15-68a}
\end{equation*}
$$

$$
\begin{array}{ll}
\frac{\partial T_{s}}{\partial x}+H_{1} T_{s}=0 & \text { at } x=a \\
\frac{\partial T_{s}}{\partial y}=0 & \text { at } y=0 \\
\frac{\partial T_{s}}{\partial y}+H_{2} T_{s}=0 & \text { at } y=b
\end{array}
$$

and the transient temperature $T_{h}(x, y, t)$ is the solution of the following homogeneous problem:

| $\begin{aligned} & \partial^{2} T_{h} \\ & \partial x^{2} \end{aligned}+\frac{1}{\epsilon^{2}} \partial^{2} T_{h}=\frac{l}{\partial y^{2}}=\frac{\partial T_{h}}{\ddot{\alpha}_{1}} \ddot{\partial r}$ | in | $0<x<a$, | $0<y<b$, | $l>0$ | (15-69a) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial T_{h}}{\partial x}=0$ | at | $x=0$, |  | $t>0$ | (15-69b) |
| $\frac{\partial T_{h}}{\partial x}+H_{1} T_{h}=0$ | at | $x=a$, |  | $t>0$ | (15-69c) |


| $\frac{\partial T_{h}}{\partial y}=0$ | at | $y=0$, | $t>0$ | (15-69d) |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\alpha 1}{\partial y}+H_{2} T_{h}=0 \quad \text { at } y=h, \quad i>-\theta-(15-69 \mathrm{e})$ |  |  |  |  |
| $T_{4}=T_{0}$ | for | $t=0$. |  | (15-697) |

The steady-state problem (15-68) is exactly the same as that considered in Example 15-4; therefore its solution is immediately obtainable from equation (15-65). The homogeneous problem defined by equations (15-69) can readily be solved by the integral-transform technique as now described. We define the integral-transform pair with respect to the $x$ variable as

$$
\begin{array}{ll}
\text { Transform: } & \bar{T}\left(\beta_{m}, y, t\right)=\int_{0}^{a} X\left(\beta_{m}, x^{\prime}\right) T\left(x^{\prime}, y, t\right) d x^{\prime} \\
\text { Inversion: } & T(x, y, t)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} X\left(\beta_{m}, x\right) \bar{T}\left(\beta_{m}, y, t\right) \tag{15-70b}
\end{array}
$$

where

$$
x\left(\beta_{m}, x\right)=\cos \beta_{m} x, \quad \begin{gather*}
1  \tag{15-70c}\\
N\left(\beta_{m}\right)
\end{gathered}=2 \begin{gathered}
\beta_{m}^{2}+H_{1}^{2} \\
a\left(\beta_{m}^{2}+H_{1}^{2}\right)+H_{1}
\end{gather*}
$$

and the $\beta_{m}$ values are the positive roots of

$$
\begin{equation*}
\beta_{m} \tan \beta_{m} a=H_{1} \tag{15-70d}
\end{equation*}
$$

The integral transform pair with respect to the $y$ variable is defined as

$$
\begin{align*}
& \text { Transiorm: } \quad \tilde{T}\left(\beta_{m}, \gamma_{n}, t\right)=\int_{0}^{n} Y\left(\gamma_{n}, y^{\prime}\right) \bar{T}\left(\beta_{m}, y^{\prime}, t\right) d y^{\prime}  \tag{15-7la}\\
& \text { Inversion: } \quad \bar{T}\left(\beta_{m}, y, t\right)=\sum_{n}^{\infty} Y\left(\gamma_{n}, y^{\prime}\right) \tilde{\tilde{T}}\left(\beta_{m}, \gamma_{n}, t\right) \tag{15-71~b}
\end{align*}
$$

where

$$
\begin{equation*}
Y\left(\gamma_{n}, f\right)=\cos i_{n} \zeta ; \quad \frac{1}{N\left(\gamma_{n}\right)}=2 \frac{r_{n}^{2}+H_{2}^{2}}{b\left(\gamma_{n}^{2}+H_{2}^{2}\right)+H_{2}} \tag{15-71c}
\end{equation*}
$$

and the $i_{n}$ values are the positive roots of

$$
\begin{equation*}
i_{n} \tan \gamma_{n} h=H_{2} \tag{15-7ld}
\end{equation*}
$$

The integral transform of the system (15-69) with respect to the $x$ variable by the application of the transform (15-70a) is
$-\beta_{m}^{2} \bar{T}_{h}\left(\beta_{m}, y, t\right)+\frac{1}{\epsilon^{2}} \frac{\partial^{2} \bar{T}_{h}}{\partial y^{2}}=\frac{1}{\alpha_{1}} \frac{\partial \bar{T}}{\partial t}$ in $0<y<b, \quad t>0$
$\frac{\partial \bar{T}_{n}}{\partial y}=0$
at $y=0, \quad 1>0$
$\frac{\partial \bar{T}_{h}}{\partial y}+H_{2} \bar{T}_{h}=0$
at $\quad y=b, \quad t>0$
$\vec{T}_{h}=\vec{F}\left(\beta_{m}, y\right)$
for $t=0$,
in $0 \leqslant \dot{y} \leqslant b$
(15-72d)
The integral transform of the system (15-72) with respect to the $y$ variable by the application of the transform (15-71a) gives

$$
-\beta_{m}^{2} \tilde{\widetilde{T}}_{h}\left(\beta_{m}, \gamma_{n}, t\right)-\frac{1}{\epsilon^{\prime}} \gamma_{n}^{2} \tilde{\bar{T}}_{n}=\frac{1}{\alpha_{1}} \frac{d \tilde{T}}{d t}
$$

or

$$
\begin{align*}
& d \tilde{\bar{T}}_{h}+\alpha_{1} \lambda_{m n}^{2} \tilde{T}_{h}=0 \quad \text { for } \quad t>0  \tag{15-73a}\\
& d t  \tag{15-73b}\\
& \tilde{T}_{h}\left(\beta_{m}, \gamma_{n}, t\right)=\tilde{\tilde{F}}\left(\beta_{m}, \gamma_{n}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{m n}^{2}=\beta_{m}^{2}+\frac{1}{\epsilon^{2}} \gamma_{n}^{2} \tag{15-73c}
\end{equation*}
$$

The solution of equation (15-73) is

$$
\begin{equation*}
\widetilde{T}_{h}\left(\beta_{m}, \gamma_{n}, t\right)=e^{-\alpha_{1} \lambda_{m n}^{2} t} \tilde{\bar{F}}\left(\beta_{m}, \gamma_{n}\right) \tag{15-74}
\end{equation*}
$$

The inversion of equation (15-74) successively by the inversion formulas (15-71h) and ( $15-70 \mathrm{~b}$ ) gives the solution for $T_{h}(x, y, f)$ as

$$
\begin{align*}
T_{h}(x, y, t)= & \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\mathrm{e}^{-\alpha_{1} \lambda_{m n^{\prime}}^{2}}}{N\left(\beta_{m}\right) N\left(\gamma_{n}\right)} \cos \beta_{m} x \cos \gamma_{n} y \\
& \cdot \int_{x^{\prime}=0}^{a}-\int_{y^{\prime}=0}^{b} \cos \beta_{m} x^{\prime} \cos \gamma_{n} y^{\prime} F\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime} \tag{15-75}
\end{align*}
$$

where $N\left(\beta_{m}\right)$ and $N\left(\gamma_{n}\right)$ are defined by equations (15-70c) and (15-7Ic), respec-
tively; $\beta_{m}$ and $\gamma_{n}$ are the roots of the transcendental equations ( $15-70 \mathrm{~d}$ ) and ( $15-71 \mathrm{~d}$ ), respectively; and $\lambda_{m n}^{2}$ is defined by equation ( $15-73 \mathrm{c}$ ). The function $F\left(x^{\prime}, y^{\prime}\right)$ being specified according to equations (15-69 ) and (15-65), the integral with respect to the space variables in equation (15-65) can be evaluated analytically or numerically.

## 15-10 MULTIDIMENTIONAL HEAT CONDUCTION <br> IN AN ANISOTROPIC MEDIUM

The multidimensional heat conduction equation for the case of general anisotropy involves cross-derivatives, whereas the boundary conditions may contain various partial derivatives with respect to the space variables. As a result, the analytic solution of the multidimensional heat conduction problem for the general anisotropic case is difficult to obtain, especially for finite regions. However, the solutions can be obtained for special situations involving semiinfinite or infinite regions as illustrated in the following examples.

## Example 15-6

We consider a two-dimensional, time-dependent heat conduction problem for an anisotropic region $0 \leqslant x \leqslant \infty,-\infty<y<\infty$ in the rectangular coordinate system. The modium is initially at temperature $F(x, y)$ and for times $t>0$ the boundary surface at $x=0$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(x, y, t)$ in the region for times $t>0$.
Solution. Since no temperature variation is considered in the $z$ direction, we have $\partial T / \partial z=0$. Then, the heat-conduction equation (15-9) reduces to

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial x^{2}}+\epsilon_{22} \frac{\partial^{2} T}{\partial y^{2}}+2 \epsilon_{12} \frac{\partial^{2} T}{\partial x \partial y} \\
& \quad=\frac{1}{\alpha_{11}} \frac{\partial T}{\partial t} \quad \text { in } \quad 0<x<\infty, \quad-\infty<y<\infty, \quad t>0 \tag{15-76a}
\end{align*}
$$

with the boundary and initial conditions

$$
\begin{array}{lll}
T=0 & \text { at } \quad x=0, & \text { for } \quad t>0 \\
T=F(x, y) & \text { for } \quad t=0, \quad \text { in } \quad 0 \leqslant x<\infty, \quad-\infty<y<\infty
\end{array}
$$

where we delined

$$
\begin{equation*}
\epsilon_{i j}=\frac{k_{i j}}{k_{11}}, \quad k_{i j}=k_{j i}, \quad \text { and } \quad \alpha_{11}=\frac{k_{11}}{\rho C_{p}} \tag{15-76d}
\end{equation*}
$$

We note that the differential equation involves one cross-derivative and the region in the $y$ direction is infinite in extend. Therefore, the integral transform with respect to the $y$ variable can be applied to remove from this equations the first and second partial derivatives with respect to the $y$ variable. The integral transform pair with respect to the $y$ variable is defined as [see equation (13-63)]

Inversion:

$$
\begin{equation*}
\left.T(x, y, t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-t y} \bar{T}\left(x, l^{\prime}, t\right) d\right)^{\prime} \tag{15-77a}
\end{equation*}
$$

Transform: $\quad \bar{T}(x, \gamma, t)=\int_{y^{\prime}=-\infty}^{\infty} e^{i \gamma y^{\prime}} T\left(x, y^{\prime}, t\right) d y^{\prime}$
where the bar denotes the integral transform with respect to the $y$ variable.
The integral transform of the system (15-76) by the application of the transform ( $15-77 \mathrm{~b}$ ) yields (see note 2 at the end of this chapter for the transform of the second and the first derivatives with respect to the $y$ variable)

where $\bar{T} \equiv \bar{T}(x, \gamma, t)$. The partial derivative $\partial \bar{T} / \partial x$ can be removed fron, this equation by delining a new variable $\bar{w}(x, \gamma, t)$ as

$$
\begin{equation*}
\bar{T}(x, \gamma, t)=\bar{w}(x, \gamma, t) e^{i \gamma \epsilon_{12} x} \tag{15-79}
\end{equation*}
$$

Then, the system (15-78) is transformed to

| $\frac{\partial^{2} \bar{w}}{\partial x^{2}}-\gamma^{2}\left(\epsilon_{22}-\epsilon_{12}^{2}\right) \bar{w}=\frac{1}{\alpha_{11}} \frac{\partial \bar{w}}{\partial t}$ | in | $0<x<\infty, \quad t>0$ | (15-80a) |
| :--- | :--- | :--- | :--- |
| $\bar{w}=0$ | at | $x=0$, | $t>0$ |
| $\bar{w}=e^{-i \gamma \epsilon_{12 x}} \bar{F}(x, \gamma)$ | for $\quad t=0$, | in $0 \leqslant x<\infty \quad(15-800 \mathrm{c})$ |  |

To remove the partial derivative with respect to the $x$ variable from this system, the integral-transform pair with respect to the $x$ variable for the region
$0<x<\infty$ is defined as [see equations (13-57) and Table 2-3, case 3]

$$
\begin{array}{ll}
\text { Inversion: } & \bar{w}(x, y, t)=\frac{2}{\pi} \int_{y=0}^{\infty} \sin \beta x \tilde{w}(\beta, \gamma, t) d \beta \\
& \text { Transform: } \quad \tilde{w}\left(\beta, y^{\prime}, t\right)=\int_{x^{\prime}=0}^{\infty} \sin \beta x^{\prime} \tilde{w}\left(x^{\prime}, \gamma, t\right) d x^{\prime} \tag{15-8/b}
\end{array}
$$

where the tilde denotes the transform with respect to the $x$ variable. The integral transform of the system (15-80) by the application of the transform (15-81b) gives

$$
\begin{array}{lll}
\frac{d \overline{w^{\prime}}}{d t}+\alpha_{11} \lambda^{2} \tilde{w}(\beta, \gamma, t)=0 & \text { for } & t>0 \\
\tilde{\tilde{w}}=\tilde{\vec{H}}\left(\beta, \gamma^{\prime}\right) & \text { lor } & t=0 \tag{15-82b}
\end{array}
$$

where

$$
\begin{align*}
& i^{2} \equiv \beta^{2}+\gamma^{2}\left(\epsilon_{22}-\epsilon_{12}^{2}\right)  \tag{15-83a}\\
& \epsilon_{22}-\epsilon_{12}^{2}>0 \quad \text { according to equation }(15-4 \mathrm{~d})  \tag{15-83b}\\
& \tilde{\bar{H}}\left(\beta, y^{\prime}\right)=\int_{x^{\prime}=0}^{4} e^{-i y \epsilon 12 x^{\prime}} \bar{F}\left(x^{\prime} \cdot y^{\prime}\right) \sin \beta x^{\prime} d x^{\prime}  \tag{15-83c}\\
& \bar{F}\left(x^{\prime}, y^{\prime}\right)=\int_{y^{\prime}=-x}^{x} e^{i x y^{\prime}} F\left(x^{\prime}, y^{\prime}\right) d y^{\prime} \tag{15-83d}
\end{align*}
$$

The solution of equation $(15-82)$ is

$$
\begin{equation*}
\tilde{\tilde{n}}(\beta, ;, t)=\tilde{\bar{H}}\left(\beta, \gamma^{\prime}\right) e^{-x_{1} i^{2} t} \tag{15-84}
\end{equation*}
$$

The inversion of equation (15-84) by the inversion formula (15-81a) and then the application of equation ( $15-79$ ) yields

$$
\begin{equation*}
\bar{T}(x, ;, 1)=\frac{2}{\pi} \int_{\beta=0}^{0} \sin \beta x \overline{\overline{1}}(f, ;)^{2} t^{-2} x_{1}+\lambda^{2}+i ;+1, n d \beta \tag{15-85}
\end{equation*}
$$

This result is inverted by the inversion formula (15-77a), the explicit form of $\tilde{H}(\beta, \eta)$ is introduced and the order of integrations is rearranged:

$$
T(x, y, t)=\int_{x^{\prime}=0}^{x} \int_{y^{\prime}=-r}^{x} F\left(x^{\prime}, y^{\prime}\right)
$$

$$
\begin{align*}
& {\left[\frac{1}{2 \pi} \int_{\gamma=-\infty}^{\infty} e^{-a_{11}\left(\epsilon_{22}-\xi_{12}^{2}\right) y^{2} l_{1}-i_{y}\left[\left(y-y^{\prime}\right)-\epsilon_{12}\left(x-x^{\prime}\right)\right]} d \gamma^{\prime}\right]} \\
& \cdot\left[\frac{2}{\pi} \int_{\beta=0}^{\infty} e^{-\alpha_{1} \beta^{2} t} \sin \beta x \sin \beta x^{\prime} d \beta\right] d y^{\prime} d x^{\prime} \tag{15-86}
\end{align*}
$$

In this result the integrals with respect to the variables $\gamma$ and $\beta$ can be evaluated by making use of the integrals given by equations (13-67) and (13-81), respectively, that is

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{\gamma=-\infty}^{\infty} e^{-\gamma^{2} A t-i y z} d \gamma=\frac{1}{(4 \pi A t)^{1 / 2}} e^{-z^{2} / 4 A t}  \tag{15-87a}\\
& \frac{2}{\pi} \int_{\beta=0}^{\infty} e^{-\beta^{2} a t} \sin \beta x \sin \beta x^{\prime} d \beta \\
& \quad=\frac{1}{(4 \pi \alpha t)^{1 / 2}}\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha t}\right)\right] \tag{15-87b}
\end{align*}
$$

Then, the solution (15-86) takes the form

$$
\begin{align*}
T(x, y, t)= & {\left[4 \pi \alpha_{11}\left(\epsilon_{22}-\epsilon_{12}^{2}\right) t\right]^{1 / 2}\left[\dot{4} \pi \alpha_{11} t\right]^{1 / 2} \int_{x^{\prime}=0}^{\alpha_{2}} \int_{y^{\prime}=\cdots \pi_{2}}^{x_{1}} F\left(x^{\prime}, y^{\prime}\right) } \\
& \cdot \exp \left(-\frac{\left[\left(y-y^{\prime}\right)^{2}-\epsilon_{12}\left(x-x^{\prime}\right)^{2}\right]^{2}}{4 \pi \alpha_{11}\left(\epsilon_{22}-\epsilon_{12}^{2}\right) t}\right) \\
& \cdot\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{4 \alpha_{11} t}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha_{11} t}\right)\right] d y^{\prime} d x^{\prime} \tag{15-88}
\end{align*}
$$

## Example 15-7

An anisotropic medium $0 \leqslant x<\infty,-\infty<y<\infty$ is initially at zero temperaAn anisotropic medium $0 \leqslant x<\infty,-\infty$. For times $t>0$, heat is generated in the medium at a rate of $g(x ; y, t) \mathrm{W} / \mathrm{m}^{3}$ while the boundary surface at $x=0$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(x, y, t)$ in the region for times $\therefore 0$.
Solution. The mathematical formulation of the heat-conduction problem is given as

$$
\begin{align*}
& \frac{\partial^{2} T}{\partial x^{2}}+\epsilon_{22} \frac{\partial^{2} T}{\partial y^{2}}+2 \epsilon_{12} \frac{\partial^{2} T}{\partial x \partial y}+\frac{1}{k_{11}} g(x, y, t)=\frac{1}{\alpha_{11}} \frac{\partial T}{\partial t} \\
& \text { in } \quad 0<x<\infty, \quad-\infty<y<\infty, \quad t>0 \tag{15-89a}
\end{align*}
$$

| $T=0$ | at | $x=0$, | $t>0$ |
| :--- | :--- | :--- | :--- |
| $T=0$ | for | $t=0$, | in $0 \leqslant x<\infty,-\infty<y<\infty$ |$\quad(15-89 \mathrm{c})$

where we defined

$$
\epsilon_{i j}=\frac{k_{i j}}{k_{11}}, \quad k_{i j}=k_{j j}, \quad \text { and } \quad \alpha_{11}=\frac{k_{11}}{\mu C_{p}}
$$

(15-89d)

This problem is similar to that considered in Example 15-6, except for the heat generation and the zero initial condition. Therefore, the integral transform pairs defined in the previous example are applicable for the solution of this problem. The integral transform of the system (15-89) by the application of the transform (15-77b) gives

$$
\begin{array}{lll}
\frac{\partial^{2} \bar{T}}{\partial x^{2}}-\gamma^{2} \epsilon_{22} \bar{T}-2 i \gamma \epsilon_{12} \frac{\partial \bar{T}}{\partial x}+\frac{1}{k_{11}} \bar{g}(x, \cdots, t)=\frac{1}{\alpha_{11}} \frac{\partial \bar{T}}{\partial t} \\
& \text { in } \quad 0<x<\alpha, \quad t>0 & (15-90 \mathrm{a}) \\
\bar{T}=0 \quad \text { at } \quad x=0, \quad t>0 & (15-90 \mathrm{~b}) \\
\bar{T}=0 \quad \text { for } \quad t=0, \quad \text { in } 0 \leqslant x<\infty & (15-90 \mathrm{c})
\end{array}
$$

where $\bar{T}=\bar{T}(x, \gamma, t)$. The partial derivative $\partial \bar{T} / \partial x$ can be removed from equation (15-90a) by the application of the transform (15-79). Then the system (15-90) is transformed to

$$
\begin{align*}
& \frac{\partial^{2} \bar{w}}{\partial x^{2}}-\gamma^{2}\left(\epsilon_{22}-\epsilon_{12}^{2}\right) \bar{w}+\frac{1}{k_{11}} e^{-i \gamma \epsilon_{12 x}} \bar{g}(x, \gamma, t)=\frac{1}{\alpha_{11}} \frac{\partial \hat{w}}{\partial t} \\
& \text { in } \quad 0<x<\infty, \quad t>0 \\
& \bar{w}=0 \quad \text { at } \quad x=0, \quad t>0  \tag{15-9lb}\\
& \tilde{w}=0 \quad \text { for } \quad t=0, \quad \text { in } 0 \leqslant x<\infty \tag{15-91c}
\end{align*}
$$

The partiat derivative with respect to the $x$ variable is removed from equation (15-91a) by the application of the transform (15-8tb). Then, the system (15-91) is reduced to the following ordinary dilferential equation

$$
\begin{array}{lll}
\frac{d \tilde{\tilde{w}}}{\partial t}+\alpha_{11} \lambda^{2} \tilde{\bar{w}}(\beta, \gamma, t)=\frac{\alpha_{11}}{k_{11}} \tilde{\bar{G}}(\beta, \gamma, t) & \text { for } & t>0 \\
\tilde{\tilde{w}}(\beta, \gamma, t)=0 & \text { for } & t=0 \tag{15-92b}
\end{array}
$$

where

$$
\begin{align*}
& \lambda^{2} \equiv \beta^{2}+\gamma^{2}\left(\epsilon_{22}-\epsilon_{12}^{2}\right)  \tag{15-93a}\\
& \epsilon_{22}-\epsilon_{12}^{2}>0  \tag{15-93b}\\
& \tilde{\bar{G}}(\beta, \gamma, t)=\int_{x^{\prime}=0}^{\infty} e^{-i \gamma \epsilon_{12} x^{\prime}} \bar{g}\left(x^{\prime}, \gamma, t\right) \sin \beta x^{\prime} d x^{\prime}  \tag{15-93c}\\
& \bar{g}\left(x^{\prime}, \gamma, t\right)=\int_{y^{\prime}=-\infty}^{\omega} e^{i \gamma y^{\prime}} g\left(x^{\prime}, y^{\prime}, t\right) d y^{\prime} \tag{15-93d}
\end{align*}
$$

The solution of equations (15-92) is

$$
\begin{equation*}
\overline{\bar{w}}(\beta, \gamma, t)=e^{-x_{1}, \lambda^{2}} \int_{0}^{t} \frac{\alpha_{11}}{k_{11}} \tilde{\tilde{G}}(\beta, \gamma, t) e^{\alpha_{1,}, \lambda^{2} t^{\prime}} d t^{\prime} \tag{15-94}
\end{equation*}
$$

The inversion of this result by the inversion formula (15-81a) and then the application of equation (15-79) yields

$$
\begin{equation*}
T(x, \gamma, t)=\frac{2}{\pi} \int_{\beta=0}^{x} \int_{i^{\prime}=0}^{t} \frac{\alpha_{11}}{k_{11}} \sin \beta x \overline{\bar{G}}(\beta, \gamma, t) e^{-x_{11} \dot{\lambda}^{2}\left(1-t^{\prime}\right)+i \gamma \epsilon_{12} x} d t^{\prime} d \beta \tag{15-95}
\end{equation*}
$$

This result is inverted by the inversion formula ( $15-77$ at), the explicit form of $\bar{G}(\beta, \gamma, t)$ defined by equation ( $15-93$ ) is introduced and the order of the integrations is rearranged:

$$
\begin{align*}
T(x, y, t)= & \int_{x^{\prime}=0}^{x} \int_{y^{\prime}=-\infty}^{\infty} \int_{t^{\prime}=0}^{t} g\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \\
& \cdot\left\{\frac{1}{2 \pi} \int_{y=-\infty}^{\infty} e^{-x_{11}\left(\varepsilon_{22}-\epsilon_{12}^{2}\right) y^{2}\left(t-t^{\prime}\right)-i y\left(\left(y-y^{\prime}\right)-\epsilon_{12}\left(x-x^{\prime}\right)\right]} d y\right\} \\
& \cdot\left\{\frac{2}{\pi} \int_{\beta=0}^{\infty} e^{-\alpha_{1}, p^{2}\left(t-t^{\prime}\right)} \sin \beta x \sin \beta x^{\prime} d \beta\right\} d t^{\prime} d y^{\prime} d x^{\prime} \tag{15-96}
\end{align*}
$$

The integrals with respect to the variables $\gamma$ and $\beta$ can be evaluated by making use of the integrals (15-87a) and (15-87b); then the solution (15-96) takes the form

$$
\begin{align*}
T(x, y, t)= & {\left[4 \pi \alpha_{11}\left(\epsilon_{22}-\epsilon_{12}^{2}\right)\left(t-t^{\prime}\right)\right]^{1 / 2}\left[4 \pi \alpha_{11}\left(t-t^{\prime}\right)\right]^{1 / 2} } \\
& \cdot \int_{x^{\prime}=0}^{\infty} \int_{y^{\prime}=-\infty}^{\infty} \int_{t^{\prime}=0}^{t} g\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \cdot \exp \left(-\frac{\left[\left(y-y^{\prime}\right)-\epsilon_{12}\left(x-x^{\prime}\right)\right]^{2}}{4 \pi \alpha_{11}\left(\alpha_{22}-\epsilon_{12}^{2}\right)\left(t-t^{\prime}\right)}\right) \\
& \cdot\left[\exp \left(-\frac{\left(x-x^{\prime}\right)^{2}}{\alpha_{11}\left(t-t^{\prime}\right)}\right)-\exp \left(-\frac{\left(x+x^{\prime}\right)^{2}}{4 \alpha_{11}\left(t-t^{\prime}\right)}\right)\right] d t^{\prime} d y^{\prime} d x^{\prime} \quad(15-9 \tag{15-97}
\end{align*}
$$

## Example 15-8

An anisotropic cylindrical region $0 \leqslant r \leqslant b,-\infty<z<\infty$ is initially at temperature $F(r, z)$. For times $t>0$ the boundary surface at $r=b$ is kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the cylinder for times $t>0$.
Solution. Since there is no azimuthal variation of temperature, we have $\boldsymbol{i} T /$ $i^{\prime} \phi=0$. Then the heat conduction equation ( $15-10$ ) becomes

$$
\frac{1}{r} \frac{\partial}{\partial r}\left(r \cdot \frac{\partial T}{\partial r}\right)+\epsilon_{33} \frac{\partial^{2} T}{\partial z^{2}}+2 \epsilon_{13} \frac{\partial^{2} T}{\partial r \partial_{z}}+\epsilon_{13} \frac{1}{r} \frac{\partial T}{\partial z}=-\frac{1}{x_{11}} \frac{\partial T}{\partial r}
$$

$$
\begin{equation*}
\text { in } \quad 0 \leqslant r<b, \quad-\infty<z<\infty, \quad t>0 \tag{15-98a}
\end{equation*}
$$

with the boundary and initial conditions

$$
\begin{equation*}
T=0 \quad \text { at } \quad t=b, \quad t>0 \tag{15-98b}
\end{equation*}
$$

$T=E(r \cdot \approx)$-for $\cdots \cdot t=0$, in $0 \leqslant r<b, \quad-\infty<z<\infty$
where we defined

$$
\begin{equation*}
\epsilon_{i j}=\frac{k_{i j}}{k_{i 1}}, \quad k_{i j}=k_{j i}, \quad x_{11}=k_{11} c_{r} \tag{15-98d}
\end{equation*}
$$

This problem is now solved by the application of integral-transform technique as now deseribed. The integral-transform pair with respect to the $z$ variable for $-x<z<x$ is defined as

$$
\begin{array}{ll}
\text { Inversion: } & T(r, z, t)-\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \gamma=} \bar{T}(r, \gamma, t) d \gamma^{\prime} \\
\text { Transform: } & \bar{T}(r, \gamma, t)=\int_{z^{\prime}=-\infty}^{\infty} e^{i y z^{\prime}} T\left(r, z^{\prime}, t\right) d z^{\prime} \tag{15-99b}
\end{array}
$$

The integral transform of the system (15-98) by the application of the transform (15-99b) yiedds

$$
i^{2} \bar{T} r^{2}+\frac{1}{r} r^{2} \bar{T}-r^{2} \epsilon_{33} \bar{T}-2 i \gamma \epsilon_{13} \frac{\lambda \bar{T}}{\partial r}-i \gamma^{\epsilon_{13}} \bar{r}=\frac{1}{r} \overline{x_{11}} \overline{\lambda^{\prime} t}
$$

or

$$
\frac{\partial^{2} \bar{T}}{\bar{\partial} r^{2}}+\left(\frac{1}{r}-2 i j \epsilon_{13}\right) \frac{\partial \bar{T}}{\partial r}-\left(\frac{i \gamma \epsilon_{13}}{r}+y^{2} \varepsilon_{33}\right) \bar{T}=\frac{1}{x_{11}} \frac{\bar{c} \bar{T}}{\partial t}
$$

$$
\text { in } \quad 0 \leqslant r<b, \quad t>0
$$

$$
\begin{array}{lll}
\bar{T}=0 & \text { at } & r=b, \quad t>0  \tag{15-100b}\\
\bar{T}=\bar{F}(r, \gamma) & \text { for } & t=0, \\
\text { in } \quad 0 \leqslant r<b
\end{array}
$$

where $\bar{T} \equiv \widetilde{T}(r, \gamma, t)$. A new variable $\bar{w}(r, \gamma, t)$ is defined as

$$
\begin{equation*}
\bar{T}(r, r, t)=\bar{w}\left(r, r^{r}, l\right) \cdot e^{i r \epsilon_{1}, r r} \tag{15-101}
\end{equation*}
$$

Then the system (15-100) is transformed to

$$
\left.\begin{array}{llll}
\frac{\partial^{2} \bar{w}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{w}}{\partial r}-\left(\epsilon_{33}-\epsilon_{13}^{2}\right) \gamma^{2} \bar{w}=\frac{1}{\alpha_{11}} \frac{\partial \bar{w}}{\partial t} & \text { in } & 0 \leqslant r<b, & t>0 \\
& & & \\
\text { (15-102a) }
\end{array}\right)
$$

To remove the partial derivative with respect to the $r$ variable, the integraltransform pair is defined as [see equations (13-87) and Table 3-1, case 3]

$$
\begin{array}{ll}
\text { Inversion: } & \bar{w}(r, \gamma, t)=\sum_{m=1}^{m} \frac{1}{N\left(\beta_{m}\right)} J_{0}\left(\beta_{m} r\right) \tilde{w}\left(\beta_{m}, \gamma, t\right)  \tag{15-103a}\\
\text { Transform: } & \tilde{w}\left(\beta_{m}, \gamma, t\right)=\int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) \bar{w}\left(r^{\prime}, \gamma, t\right) d r^{\prime}
\end{array}
$$

where

$$
\begin{equation*}
\frac{1}{N\left(\beta_{m}\right)}=\frac{2}{b^{2}} \frac{1}{J_{0}^{\prime 2}\left(\beta_{m} b\right)}=\frac{2}{b^{2} J_{1}^{2}\left(\beta_{m} b\right)} \tag{15-103c}
\end{equation*}
$$

and the $\beta_{m}$ values are the roots of

$$
J_{0}\left(\beta_{m} h\right)=0
$$

(15-103d)
The integral transform of the system (15-102) by the application of transform (15-103b) is

$$
\begin{array}{lll}
\frac{d \tilde{W}}{d t}+\alpha_{11} \lambda^{2} \tilde{\tilde{W}}\left(\beta_{m}, \gamma, t\right)=0 & \text { for } & t>0 \\
\tilde{w}\left(\beta_{m}, \gamma, t\right)=\tilde{H}\left(\beta_{m}, \gamma\right) & \text { for } & t=0
\end{array}
$$

(15-104a)
(15-104b)
where

$$
\begin{align*}
& \lambda^{2} \equiv \beta_{m}^{2}+\gamma^{2}\left(\epsilon_{33}-\epsilon_{13}^{2}\right)  \tag{15-105a}\\
& \epsilon_{33}-\epsilon_{13}^{2}>0  \tag{15-105b}\\
& \tilde{\bar{H}}\left(\beta_{m}, \gamma\right)=\int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m}, r^{\prime}\right) e^{-i \gamma \epsilon_{1} r^{\prime} \bar{F}\left(r^{\prime}, \gamma\right) d r^{\prime}}  \tag{15-105c}\\
& \vec{F}\left(r^{\prime}, \gamma\right)=\int_{z^{\prime}=-\infty}^{\infty} e^{i \gamma z^{\prime}} F\left(r^{\prime}, z^{\prime}\right) d z^{\prime} \tag{15-105d}
\end{align*}
$$

The solution of equation $(15-104)$ is

$$
\begin{equation*}
\tilde{\tilde{w}}\left(\beta_{m} \gamma_{,}, t\right)=e^{-x_{1} \lambda^{2} t} \overline{\bar{H}}\left(\beta_{m}, \gamma^{\prime}\right) \tag{15-106}
\end{equation*}
$$

The inversion of（15－106）by the inversion formula（15－103a）gives

$$
\begin{equation*}
\bar{w}(r, \gamma, t)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} J_{0}\left(\beta_{m} r\right) e^{-\alpha_{1} i^{2} i^{2}} \tilde{\tilde{H}}\left(\beta_{m}, \ddot{i}^{\prime}\right) \tag{15-107}
\end{equation*}
$$

This result is introduced into equation（15－101）to obtain

$$
\begin{equation*}
\bar{T}(r, \gamma, t)=\sum_{m=1}^{\infty} \frac{1}{N\left(\beta_{m}\right)} J_{0}\left(\beta_{m} r\right) \cdot e^{-x_{1}, \lambda^{2} t+i j \epsilon 1, r} \tilde{\tilde{H}}\left(\beta_{m}, j^{\prime}\right) \tag{15-108}
\end{equation*}
$$

The inversion of equation（15－108）by the inversion formula（15－99a）gives

$$
\begin{equation*}
T(r, z, t)=\frac{1}{2 \pi} \sum_{m=1}^{\infty} \int_{y=-\infty}^{m} \frac{1}{N\left(\beta_{m}\right)} \cdot J_{0}\left(\beta_{m} r\right) \dot{\vec{H}}\left(\beta_{m}, \gamma\right) e^{-x_{1} \mid \dot{\lambda}^{2} t-i ;\left(=-\epsilon_{1}, r\right)} d \gamma \tag{15-109}
\end{equation*}
$$

where

$$
\lambda^{2} \equiv \beta_{m}^{2}+\gamma^{2}\left(\epsilon_{33}-\epsilon_{13}^{2}\right)
$$

 （15－109）and the order of integrations is rearranged：

$$
\begin{align*}
& T(r, z, l)=\sum_{m=1}^{x} e^{-\alpha_{1}, \beta_{m}^{2} t} \frac{1}{N\left(\beta_{m}\right)} J_{0}\left(\beta_{m}, r\right) \int_{z^{\prime}=-x}^{x_{1}} \int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) F\left(r^{\prime}, z^{\prime}\right) d r^{\prime} d z^{\prime} \\
& \left\{\frac{1}{2 \pi} \int_{y=-\infty}^{x} e^{-r^{2} a_{1}\left(\epsilon_{33}-\epsilon_{1}\right) r-i_{i}\left(z-z^{\prime}\right)+\epsilon_{13}\left(r^{\prime}-r\right)^{\prime}} d i_{\prime}^{\prime}\right\} \tag{15-110}
\end{align*}
$$

The integral with respect to $\gamma$ can be evaluated according to equation（15－87a） Then，the solution becomes

$$
\begin{align*}
T(r, z, t)= & \frac{1}{\sqrt{4 \pi \alpha_{11}\left(\epsilon_{33}-\epsilon_{13}^{2}\right) t}} \sum_{m=1}^{\infty} e^{-a_{11} \rho_{m}^{2} t} \cdot \frac{1}{N\left(\beta_{m}\right)} J_{0}\left(\beta_{m} r\right) \\
& \cdot \int_{z^{\prime}=-\alpha}^{\infty} \int_{r^{\prime}=0}^{b} r^{\prime} J_{0}\left(\beta_{m} r^{\prime}\right) \cdot F\left(r^{\prime}, z^{\prime}\right) \\
& \cdot \exp \left\{-\begin{array}{c}
{\left[\left(z-z^{\prime}\right)+\epsilon_{13}\left(r^{\prime}-r\right)\right]^{2}} \\
4 \alpha_{11}\left(\epsilon_{33}-\epsilon_{13}^{2}\right) t
\end{array}\right\} d r^{\prime} d z^{\prime} \tag{15-111}
\end{align*}
$$

where $N\left(\beta_{m}\right)$ is given by equation（15－103c）and the $\beta_{m}$ values are the roots of equation（ $15-103 \mathrm{~d}$ ）．
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## PROBLEMS

15-1 Write the expressions for the three components of the heat flux, $q_{i}, i=1,2,3$, for an a nisotropic medium in the following orthogonal coordinate systems: (1) prolate spheroid; (2) oblate spheroid.

15-2 Write the time dependent heat conduction equation for an anisotropic medium with constant conductivity coeflicients for the following cases:

1. In the cylindrical coordinate system when temperature is a function of $r, \phi$ variables.
2. In the spherical coordinate system when temperature is a function of $r, \phi$ variables.
15-3 Write the boundary conditions of the third kind for an anisotropic solid at the following boundary surfaces.
3. At the boundary surfaces $z=0, z=L$, and $r=b$ of a solid cylinder of radius $b$, height $L$.
4. At the surface $r=b$ of a solid sphere.

15-4 Write the thermal resistivity coeflicients $r_{11}, r_{13}$, and $r_{23}$ in terms of the thermal conductivity coeflicients $k_{i j}$.
15-5 Consider two-dimensional steady state heat conduction in an orthotropic rectangular solid in the region $0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b$ with thermal conductivities $k_{1}$ and $k_{2}$ in the $x$ - and $y$-directions, respectively. The boundaries at $x=0, x=a$ and $y=b$ are kept at zero temperature, while the boundary at $y=0$ is maintained at a temperature $T=f(x)$. Develop an expression for the steady state temperature distribution $T(x, y)$ in the solid.
15-6 Consider steady state heat conduction in an orthotropic solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant L$ in which beat is generated at a uniform rate of $g_{0}$ $\mathrm{W} / \mathrm{m}^{3}$ while the boundaries are kept at zero temperature. The thermal conductivity coeflicients in the $r$ and $z$ directions are $k_{1}$ and $k_{2}$, respectively. Obtain an expression for the steady state temperature distribution $T(r, z)$ in the cylinder.
15-7 Consider an orthotropic region $0 \leqslant x<\infty, 0 \leqslant y<\infty$, which is initially at temperature $F(x, y)$ and for times $t>0$ the boundaries at $x=0$ and $y=0$ are kept at zero temperature. The thermal conductivity coelficients for the $x$ and $y$ directions are $k_{1}$ and $k_{2}$, respectively. Obtain an expression for the temperature distribution $T(x, y, t)$ in the medium for times $t>0$.

15-8 An orthotropic solid cylinder $0 \leqslant r \leqslant b, 0 \leqslant z \leqslant L$ is initially at temperature $F(r, z)$. For times $i>0$ the houndarics are kept at \%ero emperature. The thermal conductivity coefficients for the $r$ and $z$ dircctions and $k_{1}$ and $k_{2}$, respectively. Obtain an expression for the temperature distribution $T(r, z, t)$ in the solid for times $t>0$.
15-9 Consider two-dimensional steady state heat conduction in an orthotropic solid cylinder of radius $r=b$ and height $z=L$ with thermal conductivities $k_{1}$ and $k_{2}$ in the $r$ - and $z$-directions, respectively. The boundary surfaces at $r=b$ and $z=L$ are kept at zero temperatures, while the boundary surface at $z=0$ is kept at temperature $T=f(r)$. Develop an expression for the steady-state temperature $T(r, z)$.
15-10 Consider time-dependent, two-dimensional heat conduction problem for an anisotropic medium $0 \leqslant x<\infty,-\infty<y<\infty$ which is initially at temperature $F(x, y)$ and for times $t>0$ the boundary surface at $x=0$ is kept insulated. Obtain an expression for the temperature distribution $T(x, j, t)$ in the medium for times $t>0$.
15-11 Consider time dependent, two-dimensional heat conduction problem for an anisotropic region $0 \leqslant x<\infty,-\infty<y<\infty$ that is initially at zero temperature. For times $t>0$, heat is generated in the medium at a rate of $g(x, y, t) \mathrm{W} / \mathrm{m}^{3}$, while the boundary at $x=0$ is kept insulated. Obtain an expression for the temperature distribution $T(x, y, t)$ in the medium for times $t>0$.

15-12 Consider time dependent, two dimensional heat conduction in an anisotropic hollow cylinder $a \leqslant r \leqslant b,-\infty<z<\infty$, which is initially at temperature $F(r, z)$. For times $t>0$, the boundaries at $r=a$ and $r=b$ are kept at zero temperature. Obtain an expression for the temperature distribution $T(r, z, t)$ in the medium for times $t>0$.

15-13
Transform the heat conduction equation

$$
k_{11} \frac{\partial^{2} T}{\partial x^{2}}+k_{22} \frac{\partial^{2} T}{\partial y^{i}}+y=\pi C_{p} \frac{\partial T}{\partial t}
$$

into a one similar to that for the isotropic medium.

## NOTES

1. The closed-form expression given by equation (15-74) is determined as now described. We consider the following heat conduction problem:

$$
\begin{array}{lll}
\frac{d^{2} T}{d x^{2}}+\frac{g_{0}}{k_{1}}=0 & \text { in } & 0<x<a \\
\frac{d T}{d x}=0 & \text { at } & x=0 \\
\frac{d T}{d x}+H_{1} T=0 & \text { at } & x=a \tag{Ic}
\end{array}
$$

This problem is solved both by direct integration and using the integral transform technique as given below.
a. When it is solved by direct integration we obtain

$$
\begin{equation*}
T=\frac{g_{0} a}{k_{1} H_{1}}+\frac{g_{0}}{2 k_{1}}\left(a^{2}-x^{2}\right) \tag{2}
\end{equation*}
$$

b. To solve the system, equation (1), by the integral transform technique, we take its transform by the application of transform (15-70a) and obtain

$$
\begin{equation*}
\bar{T}=\frac{1}{k_{1} \beta^{2} \bar{g}_{0}} \tag{3:i}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{g}_{0}=\int_{0}^{a} g_{0} \cos \beta_{m} x d x=\frac{\sin \beta_{m} a}{\beta_{m}} g_{0} \tag{3b}
\end{equation*}
$$

Introducing the transform (3) into the inversion formula (15-60b), we obtain the
solution as

$$
\begin{equation*}
T=\frac{g_{0}}{k_{1}} \sum_{n=0}^{\infty} \frac{1}{N\left(\beta_{m}\right)} \cdot \frac{\cos \beta_{m} \times \sin \beta_{m} a}{\beta_{m}^{3}} \tag{4}
\end{equation*}
$$

Since equations (2) and (4) are the solution of the same problem, by equating them we obtain

$$
\begin{equation*}
\sum_{m=1}^{3} \frac{1}{N\left(\beta_{m}\right)} \frac{\cos \beta_{m} x \sin \beta_{m} a}{\beta_{m}^{3}}=\frac{a}{H_{1}}+\frac{1}{2}\left(a^{2}-x^{2}\right) \tag{5}
\end{equation*}
$$

which is the result given by equation (15-64).
2. The integral transform of $\partial^{2} T / \partial y^{2}$ by the application of the transform (15-77b) is determined as

$$
\begin{align*}
\int_{-\infty}^{x} e^{i \gamma \eta} \frac{\partial^{2} T}{\partial y^{2}} d y & =\left[\frac{\partial T}{\partial y} e^{i \gamma y}-i \gamma T e^{i \gamma y}\right]_{y=-\infty}^{x}-y^{2} \int_{-\infty}^{x} e^{i \gamma y} T d y \\
& =-y^{2} \int_{-x}^{x} e^{i \gamma j} T d y^{\prime}=-\gamma^{2} \bar{T} \tag{1}
\end{align*}
$$

To obtain this result we integrated by parts twice, assumed that $T$ and $\partial T / \partial y$ both vanish as $y \rightarrow \pm \propto$, and utilized the definition of the transform (15-77b). The integral transform of $\lambda^{2} T / \lambda_{x} \lambda^{\prime}$, is determined as

$$
\begin{align*}
\int_{-x}^{\infty} e^{i z j} \frac{\partial^{2} T}{\partial x \partial y} d y & =\left[\frac{\partial T}{\partial x} e^{i z y}\right]_{-\infty}^{x}-i \gamma \frac{\partial}{\partial x} \int_{-x}^{x} e^{i ; y} T d y \\
& =-i ; \frac{\partial}{\partial x} \int_{-x}^{\infty} e^{i ; y} T d y=-i ; \frac{\partial \bar{T}}{\partial x} \tag{2}
\end{align*}
$$

where we assumed that $\partial T / \partial x$ vanish at $y \rightarrow \pm x$.

## APPENDIXES

## APPENDIX I

## PHYSICAL PROPERTIES

TABLE I-1 Physical Properties of Metals

| Metal | Melting <br> Point ${ }^{\circ} \mathrm{C}$ | Propertics at $20^{\circ} \mathrm{C}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \rho, \\ \frac{\mathrm{kg}}{\mathrm{~m}^{3}} \end{gathered}$ | $\begin{gathered} C_{p} \\ \mathrm{~kJ} \\ \hline \mathrm{~kg} \cdot{ }^{\circ} \mathrm{C} \end{gathered}$ | $\begin{gathered} k \\ \mathrm{~W} \\ \hline \mathrm{~m} \cdot{ }^{\circ} \mathrm{C} \end{gathered}$ | $\frac{m^{\alpha}}{\varepsilon^{\alpha}} \times 10^{5}$ |
| Aluminum |  |  |  |  |  |
| Pure | 660 | 2,707 | 0.896 | 204 | 8.418 |
| $\mathrm{Al}-\mathrm{Cu}$ (Duralumin), 94-96\% Al, 3-5\% |  |  |  |  |  |
| Cu , trace Mg |  | 2,787 | 0.883 | 164 | 6.676 |
| Beryllium | 1277 | 1,850 | 1.825 | 200 | 5.92 |
| Bismuth | 272 | 9,780 | 0.122 | 7.86 | 0.66 |
| Cadmium | 321 | 8,650 | 0.231 | 96.8 | 4.84 |
| Copper |  |  |  |  |  |
| Pure | 1085 | 8,954 | 0.3831 | 386 | 11.234 |
| Aluminum bronze |  |  |  |  |  |
| 95\% Cu, 5\% Al |  | 8,666 | 0.410 | 83 | 2.330 |
| $\begin{aligned} & \text { Constantan } \\ & 60^{\prime \prime} ; \mathrm{C}^{\prime} \mathrm{u}, 40^{\prime \prime} . \mathrm{Na}_{2} \mathrm{Ni} \end{aligned}$ |  | 8.922 | 0.410 | 22.7 | 0.612 |
| Iron |  |  |  |  |  |
| Pure | 1537 | 7,897 | 0.452 | 73 | 2.034 |
| Wrought iron, $0.5 \% \mathrm{C}$ |  | 7,849 | 0.46 | 59 | 1.626 |
| Carbon steel |  |  |  |  |  |
| $\mathrm{C} \approx 0.5 \%$ |  | 7,833 | 0.465 | 54 | 1.474 |
| 1.0\% |  | 7,801 | 0.473 | 43 | 1.172 |

TABLE 1-1 (Contimued)

| Metal | Melting <br> Point ${ }^{\circ} \mathrm{C}$ | Properties at $20^{\circ} \mathrm{C}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \rho \\ \frac{\mathrm{kg}}{\mathrm{~m}^{3}} \end{gathered}$ | $\begin{gathered} C_{p} \\ \frac{\mathrm{~kJ}}{} \\ \hline \mathrm{~kg} \cdot{ }^{\circ} \mathrm{C} \end{gathered}$ | $\begin{gathered} k, \\ \frac{\mathrm{w}}{\mathrm{~m} \cdot{ }^{\circ} \mathrm{C}} \end{gathered}$ | $\begin{gathered} \alpha \\ \frac{m^{2}}{s} \times 10^{s} \end{gathered}$ |
| Chrome steel |  |  |  |  |  |
| $\mathrm{Cr}=0 \%$ |  | 7,897 | 0.452 | 73 | 2.026 |
| 1\% |  | 7,865 | 0.46 | 61 | 1.665 |
| 5\% |  | 7,833 | 0.46 | 40 | 1.110 |
| Nickel steel |  |  |  |  |  |
| $\mathrm{Ni} \simeq 0 \%$ |  | 7,897 | 0.452 | 73 | 2.026 |
| 20\% |  | 7.933 | 0.46 | 19 | 0.526 |
| Lead | 328 | 11,373 | 0.130 | 35 | 2.343 |
| Magnesium |  |  |  |  |  |
| Pure | 650 | 1.746 | 1.013 | 171 | 9.708 |
| $\mathrm{Mg}-\mathrm{Al}$ (electrolytic) 1.810 ( 100005 |  |  |  |  |  |
| 6-8\% Al, 1-2\% $\% \mathrm{Zn}$ | $\ldots$ | 1,810 | . ... 1.00 | 66 | 3.605... |
| Molybdenum | 2,621 | 10,220 | 0.251 | 123 | 4.790 |
| Nickel |  |  |  |  |  |
| Pure (99.9\%) | 1,455 | 8,906 | 0.4459 | 90 | 2.266 |
| $\mathrm{Ni}-\mathrm{Cr}$ |  |  |  |  |  |
|  |  | 8,666 | 0.444 | 17 | 0.444 |
|  |  | 8,314 | 0.444 | 12.6 | 0.34 .3 |
| Silver |  |  |  |  |  |
| Purest | 962 | 10,524 | 0.2340 | 419 | 17.004 |
| Pure (99.9\%) |  | 10,525 | 0.2340 | 407 | 16.563 |
| Tin, pure | 232 | 7,304 | 0.2265 | 64 | 3.884 |
| Tungsten | 3,387 | 19,350 | 0.1344 | 163 | 6.271 |
| Uranium | 1,133 | 19,070 | 0.116 | 27.6 | 1.25 |
| Zinc, pure | 420 | 7,144 | 0.3843 | 112.2 | 4.106 |

TABLE Y-2 Physical Properties of Nonmetals

| Material | $T,{ }^{\circ} \mathrm{C}$ | $\begin{gathered} k \\ \mathrm{~W} \\ \hline \mathrm{~m} \cdot{ }^{\circ} \mathrm{C} \end{gathered}$ | $\frac{\mathrm{kg}}{\mathrm{~m}^{3}}$ | $\begin{gathered} C_{p}, \\ \frac{\mathrm{~kJ}}{\mathrm{~kg} \cdot{ }^{\circ} \mathrm{C}} \end{gathered}$ | $\frac{m^{2}}{s} \times 10^{\alpha}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Asphalt | 20-55 | 0.74-0.76 |  |  |  |
| Brick |  |  |  |  |  |
| Building brick, common face | 20 | $\begin{aligned} & 0.69 \\ & 1.32 \end{aligned}$ | $\begin{aligned} & 1600 \\ & 2000 \end{aligned}$ | 0.84 | 5.2 |
| Carborundum brick | 600 | 18.5 |  |  |  |
|  | 1400 | 11.1 |  |  |  |
| Chrome brick | 200 | 2.32 | 3000 | 0.84 | 9.2 |
|  | 900 | 1.99 |  |  | 7.9 |
| Diatomaceous |  |  |  |  |  |
| and fired | 870 | 0.31 |  |  |  |
| Fireclay brick, | 500 | 1.04 | 2000 | 0.96 | 5.4 |
| burned $1330^{\circ} \mathrm{C}$ | 800 | 1.07 |  |  |  |
| Clay | -30 | 1:3- | 1460 | 0.88 | -- |
| Cement, portland | 23 | 0.29 | 1500 |  |  |
| Coal. anthracite | 30 | 0.26 | 1200-1500 | 1.26 |  |
| Concrete, cinder | 23 | 0.76 |  |  |  |
| Stone 1-2-4 mix | 20 | 1.37 | 1900-2300 | 0.88 | 8.2-6.8 |
| Collon | 20 | 0.06 | 80 | 1.30 |  |
| (ilass, window | 20 | 0.78 (avg) | 2700 | 0.84 | 3.4 |
| Pyrex | 30 | 1.4 | 2225 | 0.835 |  |
| Рарег | 30 | 0.011 | 930 | 1.340 |  |
| Parallin | 30 | 0.020 | 900 | 2.890 |  |
| Plaster, gypsum | 20 | 0.48 | 1440 | 0.84 | 4.0 |
| Rubber, vulcanized |  |  |  |  |  |
| Soft | 30 | 0.012 | 1100 | 2.010 |  |
| Hard | 30 | 0.013 | 1190 | - |  |
| Sand | 30 | 0.027 | 1515 | 0.800 |  |
| Stone |  |  |  |  |  |
| Granite |  | 1.73-3.98 | 2640 | 0.82 | 8-18 |
| Limestone | 100-300 | 1.26-1.33 | 2500 | 0.90 | 5.6-5.9 |
| Marble |  | 2.07-2.94 | 2500-2700 | 0.80 | 10-13.6 |
| Sandstone | 40 | 1.83 | 2160-2300 | 0.71 | 11.2-11.9 |
| Teflon | 30 | 0.35 | 2200 | $\ldots$ |  |
| Tissue, human skin | 30 | 0.37 | .. | - |  |
| Wood (across grain) |  |  |  |  |  |
| Balsa | 30 | 0.055 | 140 |  |  |
| Cypress | 30 | 0.097 | 460 |  |  |
| Fir | 23 | 0.11 | 420 | 2.72 | 0.96 |
| Maple or oak | 30. | 0.166 | 540 | 2.4 | 1.28 |
| Yellow pine | 23 | 0.147 | 640 | 2.8 | 0.82 |
| White pine | 30 | 0.112 | 430 |  |  |

TABLE I-3 Physical Properties of Insulating Materials

| Material | T, ${ }^{\circ} \mathrm{C}$ | $\begin{gathered} k \\ -\frac{\mathrm{W}}{\mathrm{~m} \cdot{ }^{\circ} \mathrm{C}} \end{gathered}$ | $\begin{gathered} \rho, \\ \frac{\mathrm{kg}}{\mathrm{~m}^{3}} \end{gathered}$ | $\begin{gathered} C_{p} \\ \mathrm{~kJ} \\ \mathrm{~kg} \cdot{ }^{\circ} \mathrm{C} \end{gathered}$ | $\begin{gathered} \alpha \\ \frac{m^{2}}{s} \times 10^{7} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Asbestos |  |  |  |  |  |
| Loosely pasked | 0 | 0.154 | 470.570 | 0.816 | 3.3-4 |
|  | 100 | 0.161 |  |  |  |
| Asbestos-cement boards | 20 | 0.74 |  |  |  |
| Sheets | 51 | 0.166 |  |  |  |
| Felt, 40 laminations in | 38 | 0.057 |  |  |  |
| Balsam wool | 32 | 0.04 | 35 |  |  |
| Board and slab |  |  |  |  |  |
| Cellular glass | 30 | 0.058 | 145 | 1.000 |  |
| Glass fiber, organic bonded | 30 | 0.036 | 105 | 0.795 |  |
| Polystyrene, expanded extruded (R-12) | 30 | 0.027 | 55 | 1.210 |  |
| Mineral fiberboard; rooling |  |  |  |  |  |
| Cardboard, corrugated | - | 0.064 |  |  |  |
| Celotex | 32 | 0.048 |  |  |  |
| Corkboard | 30 | 0.043 | 160 |  |  |
| Diatomatcous carth (Sil-o-cel) | 0 | 0.061 | 320 | -. |  |
| Felt, hair | 30 | 0.036 | 130-200 |  |  |
| Wool | 30 | 0.052 | 330 |  |  |
| Fiber, insulating board | 20 | 0.048 | 240 |  |  |
| Glass wool | 23 | 0.038 | 24 | 0.7 | 22.6 |
| Loose fill |  |  |  |  |  |
| Cork, granulated | 30 | 0.045 | 160 |  |  |
| Glass fiber, poured or blown | 30 | 0.043 | 16 | 0.835 |  |
| Vermiculite, flakes | 30 | 0.068 | 80 | 0.835 |  |
| Magnesia, 85\% | 38 | 0.067 | 270 |  | - |
|  | 150 | 0.074 |  |  |  |
|  | 204 | 0.080 |  |  |  |
| Rock wool, $10 \mathrm{lb} / \mathrm{ft}^{3}$ | 32 | 0.040 | 160 |  |  |
| Loosely packed | 150 | 0.067 | 64 |  |  |
|  | 260 | 0.087 |  |  |  |
| Sawdust | 23 | 0.059 |  |  |  |
| Silica aerogel | 32 | 0.024 | 140 |  |  |
| Woodd shavings | 23 | 0.059 |  |  |  |

## APPENDIX II

ROOTS OF TRANSCENDENTAL EQUATIONS

First Six Roots $\beta_{n}$ of $\beta \tan \beta=c$

| First Six |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{c}$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $\beta_{5}$ | $\beta_{6}$ |
| 0 | 0 | 3.1416 | 6.2832 | 9.4248 | 12.5664 | 15.7080 |
| 0.001 | 0.0316 | 3.1419 | 6.2833 | 9.4249 | 12.5665 | 15.7080 |
| 0.002 | 0.0447 | 3.1422 | 6.2835 | 9.4250 | 12.5665 | 15.7081 |
| 0.004 | 0.0632 | 3.1429 | 6.2838 | 9.4252 | 12.5667 | 15.7082 |
| 0.006 | 0.0774 | 3.1435 | 6.2841 | 9.4254 | 12.5668 | 15.7083 |
| 0.008 | 0.0893 | 3.1441 | 6.2845 | 9.4256 | 12.5670 | 15.7085 |
| 0.01 | 0.0998 | 3.1448 | 6.2848 | 9.4258 | 12.5672 | 15.7086 |
| 0.02 | 0.1410 | 3.1479 | 6.2864 | 9.4269 | 12.5680 | 15.7092 |
| 0.04 | 0.1987 | 3.1543 | 6.2895 | 9.4290 | 12.5696 | 15.7105 |
| 0.06 | 0.2425 | 3.1606 | 6.2927 | 9.4311 | 12.5711 | 15.7118 |
| 0.08 | 0.2791 | 3.1668 | 6.2959 | 9.4333 | 12.5727 | 15.7131 |
| 0.1 | 0.3111 | 3.1731 | 6.2991 | 9.4354 | 12.5743 | 15.7143 |
| 0.2 | 0.4328 | 3.2039 | 6.3148 | 9.4459 | 12.5823 | 15.7207 |
| 0.3 | 0.5218 | 3.2341 | 6.3305 | 9.4565 | 12.5902 | 15.7270 |
| 0.4 | 0.5932 | 3.2636 | 6.3461 | 9.4670 | 12.5981 | 15.7334 |
| 0.5 | 0.6533 | 3.2923 | 6.3616 | 9.4775 | 12.6060 | 15.7397 |
| 0.6 | 0.7051 | 3.3204 | 6.3770 | 9.4879 | 12.6139 | 15.7460 |
| 0.7 | 0.7506 | 3.3477 | 6.392 .3 | 9.4983 | 12.6218 | 15.7524 |
| 0.8 | 0.7910 | 3.3744 | 6.4074 | 9.5087 | 12.6296 | 15.7587 |
| 0.9 | 0.8274 | 3.4003 | 6.4224 | 9.5190 | 12.6375 | 15.7650 |
| 1.0 | 0.8603 | 3.4256 | 6.4373 | 9.5293 | 12.6453 | 15.7713 |
| 1.5 | 0.9882 | 3.5422 | 6.5097 | 9.5801 | 12.6841 | 15.8026 |
| 2.0 | 1.0769 | 3.6436 | 6.5783 | 9.6296 | 12.7223 | 15.8336 |
| 3.0 | 1.1925 | 3.8088 | 6.7040 | 9.7240 | 12.7966 | 15.8945 |

First Six Roots $\beta_{n}$ of $\beta \tan \beta=c \quad$ (Continued)

|  | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $\beta_{5}$ | $\beta_{6}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.0 | 1.2646 | 3.9352 | 6.8140 | 9.8119 | 12.8678 | 15.9536 |
| 5.0 | 1.3138 | 4.0336 | 6.9096 | 9.8928 | 12.9352 | 16.0107 |
| 6.0 | 1.3496 | 4.1116 | 6.9924 | 9.9667 | 12.9988 | 16.0654 |
| 7.0 | 1.3766 | 4.1746 | 7.0640 | 10.0339 | 13.0584 | 16.1177 |
| 8.0 | $\ldots$ | $1.3978 \ldots$ | .4 .226 .4 | $\ldots .7 .1263$ | $\ldots$ | 10.0949 |
| 9.0 | 1.4149 | 4.2694 | 7.1806 | 10.1502 | 13.1141 | 16.1660 |
| 10.0 | 1.4289 | 4.3058 | 7.2281 | 10.2003 | 13.2142 | 16.2147 |
| 15.0 | 1.4729 | 4.4255 | 7.3959 | 10.3898 | 13.4078 | 16.4474 |
| 20.0 | 1.4961 | 4.4915 | 7.4954 | 10.5117 | 13.5420 | 16.5864 |
| 30.0 | 1.5202 | 4.5615 | 7.6057 | 10.6543 | 13.7085 | 16.7691 |
| 40.0 | 1.5325 | 4.5979 | 7.6647 | 10.7334 | 13.8048 | 16.8794 |
| 50.0 | 1.5400 | 4.6202 | 7.7012 | 10.7832 | 13.8666 | 16.9519 |
| 60.0 | 1.5451 | 4.6353 | 7.7259 | 10.8172 | 13.9094 | 17.0026 |
| 80.0 | 1.5514 | 4.6543 | 7.7573 | 10.8606 | 13.9644 | 1.7 .0686 |
| 100.0 | 1.5552 | 4.6658 | 7.7764 | 10.8871 | 13.9981 | 17.1093 |
| $\infty$ | 1.5708 | 4.7124 | 7.8540 | 10.9956 | 14.1372 | 17.2788 |
| Roots are all real ir $c>0$. |  |  |  |  |  |  |

First Six Roots $\beta_{n}$ of $\beta \cot \beta=-c$

|  |  | $\mu_{1}$ | $\beta_{2}$ | $\beta_{1}$ | $\beta_{4}$ | $\beta_{5}$ | $\beta_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 0 | 4.4934 | 7.7253 | 10.9041 | 14.0662 | 17.2208 |  |
| -0.995 | 0.1224 | 4.4945 | 7.7259 | 10.9046 | 14.0666 | 17.2210 |  |
| -0.99 | 0.1730 | 4.4956 | 7.7265 | 10.9050 | 14.0669 | 17.2213 |  |
| -0.98 | 0.2445 | 4.4979 | 7.7278 | 10.9060 | 14.0676 | 17.2219 |  |
| -0.97 | 0.2991 | 4.5001 | 7.7291 | 10.9069 | 14.0683 | 17.2225 |  |
| -0.90 | 0.1450 | 4.5021 | 7.7304 | 10.9078 | 14.0690 | 17.2231 |  |
| -0.95 | 0.3854 | 4.5045 | 7.7317 | 10.9087 | 14.0697 | 17.2237 |  |
| -0.94 | 0.4217 | 4.5068 | 7.7330 | 10.9096 | 14.0705 | 17.2242 |  |
| -0.93 | 0.4551 | 4.5090 | 7.7343 | 10.9105 | 14.0712 | 17.2248 |  |
| -0.92 | 0.4860 | 4.5112 | 7.7356 | 10.9115 | 14.0719 | 17.2254 |  |
| -0.91 | 0.5150 | 4.5134 | 7.7369 | 10.9124 | 14.0726 | 17.2260 |  |
| -0.90 | 0.5423 | 4.5157 | 7.7382 | 10.9133 | 14.0733 | 17.2266 |  |
| -0.85 | 0.6609 | 4.5268 | 7.7447 | 10.9179 | 14.0769 | 17.2295 |  |
| -0.8 | 0.7593 | 4.5379 | 7.7511 | 10.9225 | 14.0804 | 17.2 .324 |  |
| -0.7 | 0.9208 | 4.5601 | 7.7641 | 10.9316 | 14.0875 | 17.2382 |  |
| -0.6 | 1.0528 | 4.5822 | 7.7770 | 10.9408 | 14.0946 | 17.2440 |  |
| -0.5 | 1.1656 | 4.6042 | 7.7899 | 10.9499 | 14.1017 | 17.2498 |  |
| -0.4 | 1.2644 | 4.6261 | 7.8028 | 10.9591 | 14.1088 | 17.2556 |  |
| -0.3 | 1.3525 | 4.6479 | 7.8156 | 10.9682 | 14.1159 | 17.2614 |  |
| -0.2 | 1.4320 | 4.6696 | 7.8284 | 10.9774 | 14.1230 | 17.2672 |  |
| -0.1 | 1.5044 | 4.6911 | 7.8412 | 10.9865 | 14.1 .301 | 17.2730 |  |
| 0 | 1.5708 | 4.7124 | 7.8540 | 10.9956 | 14.1372 | 17.2788 |  |

First Six Roots $\boldsymbol{\beta}_{n}$ of $\beta \cot \beta=-c \quad$ (Continued)

| $c$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $\beta_{5}$ | $\beta_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 1.6320 | 4.7335 | 7.8667 | 11.0047 | 14.1443 | 17.2845 |
| 0.2 | 1.6887 | 4.7544 | 7.8794 | 11.0137 | 14.1513 | 17.2903 |
| 0.3 | 1.7414 | 4.7751 | 7.8920 | 11.0228 | 14.1584 | 17.2961 |
| 0.4 | 1.7906 | 4.7956 | 7.9046 | 11.0318 | 14.1654 | 17.3019 |
| -0.5 | 1.8366 | 4.8158 | 7.9171 | 11.0409 | 14.1724 | 17.3076 |
| 0.6 | 1.8798 | 4.8358 | 7.9295 | 11.0498 | 14.1795 | 17.3134 |
| 0.7 | 1.9203 | 4.8556 | 7.9419 | 11.0588 | 14.1865 | 17.3192 |
| 0.8 | 1.9586 | 4.8751 | 7.9542 | 11.0677 | 14.1935 | 17.3249 |
| 0.9 | 1.9947 | 4.8943 | 7.9665 | 11.0767 | 14.2005 | 17.3306 |
| 1.0 | 2.0288 | 4.9132 | 7.9787 | 11.0856 | 14.2075 | 17.3364 |
| 1.5 | 2.1746 | 5.0037 | 8.0385 | 11.1296 | 14.2421 | 17.3649 |
| 2.0 | 2.2889 | 5.0870 | 8.0962 | 11.1727 | 14.2764 | 17.3932 |
| 3.0 | 2.4557 | 5.2329 | 8.2045 | 11.2560 | 14.3434 | 17.4490 |
| 4.0 | 2.5704 | 5.3540 | 8.3029 | 11.3349 | 14.4080 | 17.5034 |
| 5.0 | 2.6537 | 5.4544 | 8.3914 | 11.4086 | 14.4699 | 17.5562 |
| 6.0 | 2.7165 | 5.5378 | 8.4703 | 11.4773 | 14.5288 | 17.6072 |
| 7.0 | 2.7654 | 5.6078 | 8.5406 | 11.5408 | 14.5847 | 17.6562 |
| 8.0 | 2.8044 | 5.6669 | 8.6031 | 11.5994 | 14.6374 | 17.7032 |
| 9.0 | 2.8363 | 5:7172 | 8.6587 | 11.6532 | 14.6870 | 17.7481 |
| 10.0 | 2.8628 | 5.7606 | 8.7083 | 11.7027 | 14.7335 | 17.7908 |
| 15.0 | 2.9476 | 5.90 HO | 8.8898 | 11.8959 | [4.925] | 17.9742 |
| 20.0 | 2.9930 | 5.9921 | 9.0019 | 12.0250 | 15.062 .5 | 18.11 .36 |
| 30.0 | 3.0406 | 6.0831 | 9.1294 | 12.1807 | 15.2380 | 18.3018 |
| 40.0 | 3.0651 | 6.1311 | 9.1987 | 12.2688 | 15.3417 | 18.4180 |
| 50.0 | 3.0801 | 6.1606 | 9.2420 | 12.3247 | 15.4090 | 18.4953 |
| 60.0 | 3.0901 | 6.1805 | 9.2715 | 12.3632 | 15.4559 | 18.5497 |
| 80.0 | 3.1028 | 6.2058 | 9.3089 | 12.4124 | 15.5164 | 18.6209 |
| 100.0 | 3.1105 | 6.2211 | 9.3317 | 12.4426 | 15.5537 | 18.6650 |
| $\infty$ | 3.1416 | 6.2832 | 9.4248 | 12.5664 | 15.7080 | 18.8496 |
| Roots are all real if $c>-1$. |  |  |  |  |  |  |

## APPENDIX III

## ERROR FUNCTIONS

Numerical Values of Error Function $\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{:} e \xi^{\xi^{2}} d \xi$

| $z$ | $\operatorname{erf} z$ | $z$ | $\operatorname{erf} z$ | $z$ | $\operatorname{crf} z$ | $z$ | $\operatorname{crf} z$ | $z$ | $\operatorname{crf} z$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.00000 | 0.50 | 0.52049 | 1.00 | 0.84270 | 1.50 | 0.96610 | 2.00 | 0.99532 |
| 0.01 | 0.01 .128 | 0.51 | 0.52924 | 1.01 | 0.84681 | 1.51 | 0.96727 | 2.20 | 0.99814 |
| 0.02 | 0.02256 | 0.52 | 0.53789 | 1.02 | 0.85083 | 1.52 | 0.96841 | 2.40 | 0.99931 |
| 0.03 | 0.03384 | 0.53 | 0.54646 | 1.03 | 0.85478 | 1.53 | 0.96951 | 2.60 | 0.99976 |
| 0.04 | 0.04511 | 0.54 | 0.55493 | 1.04 | 0.85864 | 1.54 | 0.97058 | $2.80 \cdots$ | $0.9999 z-$ |
| 0.05 | 0.05637 | 0.55 | 0.56332 | 1.05 | 0.86243 | 1.55 | 0.97162 | 3.00 | 0.99998 |
| 0.06 | 0.06762 | 0.56 | 0.57161 | 1.06 | 0.86614 | 1.56 | 0.97262 |  |  |
| 0.07 | 0.07885 | 0.57 | 0.57981 | 1.07 | 0.86977 | 1.57 | 0.97360 |  |  |
| 0.08 | 0.09007 | 0.58 | 0.58792 | 1.08 | 0.87332 | 1.58 | 0.97454 |  |  |
| 0.09 | 0.10128 | 0.59 | 0.59593 | 1.09 | 0.87680 | 1.59 | 0.97546 |  |  |
| 0.10 | 0.11246 | 0.60 | 0.60385 | 1.10 | 0.88020 | 1.60 | 0.97634 |  |  |
| 0.11 | 0.12362 | 0.61 | 0.61168 | 1.11 | 0.88353 | 1.61 | 0.97720 |  |  |
| 0.12 | 0.13475 | 0.62 | 0.61941 | 1.12 | 0.88678 | 1.62 | 0.97803 |  |  |
| 0.11 | 0.14586 | 0.63 | 0.62704 | 1.13 | 0.88997 | 1.63 | 0.97884 |  |  |
| 0.14 | 0.15694 | 0.64 | 0.63458 | 1.14 | 0.89308 | 1.64 | 0.97962 |  |  |
| 0.15 | 0.16799 | 0.65 | 0.64202 | 1.15 | 0.89612 | 1.65 | 0.98037 |  |  |
| 0.16 | 0.17901 | 0.66 | 0.64937 | 1.16 | 0.89909 | 1.66 | 0.98110 |  |  |
| 0.17 | 0.18999 | 0.67 | 0.65662 | 1.17 | 0.90200 | 1.67 | 0.98181 |  |  |
| 0.18 | 0.20093 | 0.68 | 0.66378 | 1.18 | 0.90483 | 1.68 | 0.98249 |  |  |
| 0.19 | 0.21183 | 0.69 | 0.67084 | 1.19 | 0.90760 | 1.69 | 0.98315 |  |  |
| 0.20 | 0.22270 | 0.70 | 0.67780 | 1.20 | 0.91031 | 1.70 | 0.98379 |  |  |



| $z$ | erf $z$ | $=$ | $\operatorname{erf} z$ | $=$ | $\operatorname{crfz}$ | $z$ | $\operatorname{crfz}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.21 | 0.23352 | 0.71 | 0.68466 | 1.21 | 0.91295 | 1.71 | 0.98440 |
| 0.22 | 0.24429 | 0.72 | 0.69143 | 1.22 | 0.91553 | 1.72 | 0.98500 |
| 0.23 | 0.25502 | 0.73 | 0.69810 | 1.23 | 0.91805 | 1.73 | 0.98557 |
| 0.24 | 0.26570 | 0.74 | 0.70467 | 1.24 | 0.92050 | 1.74 | 0.98613 |
| 0.25 | 0.27632 | 0.75 | 0.71115 | 1.25 | 0.92290 | 1.75 | 0.98667 |
| 0.26 | 0.28689 | 0.76 | 0.71753 | 1.26 | 0.92523 | 1.76 | 0.98719 |
| 0.27 | 0.29741 | 0.77 | 0.72382 | 1.27 | 0.92751 | 1.77 | 0.98769 |
| 0.28 | 0.30788 | 0.78 | 0.73001 | 1.28 | 0.92973 | 1.78 | 0.98817 |
| 0.29 | 0.31828 | 0.79 | 0.73610 | 1.29 | 0.93189 | 1.79 | 0.98864 |
| 0.30 | 0.32862 | 0.80 | 0.74210 | 1.30 | 0.93400 | 1.80 | 0.98909 |
| 0.31 | 0.33890 | 0.81 | 0.74800 | 1.31 | 0.93606 | 1.81 | 0.98952 |
| 0.32 | 0.34912 | 0.82 | 0.75381 | 1.32 | 0.93806 | 1.82 | 0.98994 |
| 0.33 | 0.35927 | 0.83 | 0.75952 | 1.33 | 0.94001 | 1.83 | 0.99034 |
| 0.34 | 0.36936 | 0.84 | 0.76514 | 1.34 | 0.94191 | 1.84 | 0.99073 |
| 0.35 | 0.37938 | 0.85 | 0.77066 | 1.35 | 0.94376 | 1.85 | 0.99111 |
| 0.36 | 0.38932 | 0.86 | 0.77610 | 1.36 | 0.94556 | 1.86 | 0.99147 |
| 0.37 | 0.39920 | 0.87 | 0.78143 | 1.37 | 0.94731 | 1.87 | 0.99182 |
| 0.38 | 0.40900 | 0.88 | 0.78668 | 1.38 | 0.94901 | 1.88 | 0.99215 |
| 0.39 | 0.41873 | 0.89 | 0.79184 | 1.39 | 0.95067 | 1.89 | 0.99247 |
| 0.40 | 0.42839 | 0.90 | 0.79690 | 1.40 | 0.95228 | 1.90 | 0.99279 |
| 0.41 | 0.43796 | 0.91 | 0.80188 | 1.41 | 0.95385 | 1.91 | 0.99308 |
| 0.42 | 0.44746 | 0.92 | 0.80676 | 1.42 | 0.95537 | 1.92 | 0.99337 |
| 0.43 | 0.45688 | 0.93 | 0.81156 | 1.43 | 0.95685 | 1.93 | 0.99365 |
| 0.44 | 0.46622 | 0.94 | 0.81627 | 1.44 | 0.95829 | 1.94 | 0.99392 |
| 0.45 | 0.47548 | 0.95 | 0.82089 | 1.45 | 0.95969 | 1.95 | 0.99417 |
| 0.46 | 0.48465 | 0.96 | 0.82542 | 1.46 | 0.96105 | 1.96 | 0.99442 |
| 0.47 | 0.49374 | 0.97 | 0.82987 | 1.47 | 0.96237 | 1.97 | 0.99466 |
| 0.48 | 0.50274 | 0.94 | 0.83423 | 1.48 | 0.96365 | 1.98 | 0.99489 |
| 0.49 | 0.5166 | 0.99 | 0.83850 | 1.49 | 0.96489 | 1.99 | 0.99511 |
|  |  |  |  |  |  |  |  |

The error function of argument $x$ is defined as

$$
\begin{equation*}
\operatorname{erl}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{e^{2}} e^{-\eta^{2}} d \eta \tag{1}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\operatorname{erf}(\infty)=1 \quad \text { and } \quad \operatorname{erf}(-x)=-\operatorname{erf}(x) \tag{2}
\end{equation*}
$$

The complimentary error function, $\operatorname{er}[\mathrm{C}(x)$, is defined as

$$
\begin{equation*}
\operatorname{erfc}(x)=1-\operatorname{er}\left[(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-\eta^{2}} d \eta\right. \tag{3}
\end{equation*}
$$

The derivatives of error function are given as

$$
\begin{equation*}
\frac{d}{d x} \operatorname{er}\left[(x)=\frac{2}{\sqrt{\pi}} e^{-x^{2}}, \quad \frac{d^{2}}{d x^{2}} \operatorname{erf}(x)=-\frac{4}{\sqrt{\pi}} x e^{-x^{2}},\right. \text { etc. } \tag{4}
\end{equation*}
$$

The repeated integrals of error function are defined as

$$
\begin{equation*}
i^{n} \operatorname{erfc}(x)=\int_{x}^{\infty} i^{n-1} \operatorname{erfc} \eta d \eta, \quad n=0,1,2 \ldots \tag{5a}
\end{equation*}
$$

with

$$
\begin{equation*}
i^{-1} \operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} e^{-x^{2}}, \quad i^{n} \operatorname{erfc} x=\operatorname{erfc} x \tag{5b}
\end{equation*}
$$

Then we have

$$
i \operatorname{erfc}(x)=\frac{1}{\sqrt{\pi}} e^{-x^{2}}-x \operatorname{erfc} x
$$

$$
(6)
$$

$$
\begin{equation*}
i^{2} \operatorname{erfc}(x)=\frac{1}{4}\left[\left(1+2 x^{2}\right) \operatorname{erfc} x-\frac{2}{\sqrt{\pi}} x e^{-x^{2}}\right] \tag{7}
\end{equation*}
$$

Series expansion for error function is given as

$$
\begin{equation*}
\operatorname{er} f(x)=\frac{2}{\sqrt{\pi}} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n+1}}{n!(2 n+1)} \tag{8}
\end{equation*}
$$

For large values of $x$, its asymptotic expansion is

$$
\begin{equation*}
\operatorname{erfc}(x)=1-\operatorname{erf}(x) \cong \frac{e^{-x^{2}}}{\sqrt{\pi} x}\left[1+\sum_{n=1}^{\infty}(-1)^{n} \frac{1.3 \cdots(2 n-1)}{\left(2 x^{2}\right)^{n}}\right] \tag{9}
\end{equation*}
$$

The error function, its derivatives, and its integrals have been tabulated [1,2].

## REFERENCES

1. M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, National Bureau of Standards, Applied Mathematic Series 55, U.S. Government Printing Ollice, Washington, D.C., 1964.
2. E. Jahnke and F. Emde, Tables of Functions, 2nd ed., Dover Publications, New York, 1945.



## APPENDIX IV

## BESSEL FUNCTIONS

The differential equation

$$
\begin{equation*}
\underset{d z^{2}}{d^{2} R}+\frac{1 d R}{z d z}+\left(1-\frac{v^{2}}{z^{2}}\right) R=0 \tag{1}
\end{equation*}
$$

is called Bessels's differential equation of order v. Two linearly independent solutions of this equation for all values of $v$ are $J_{v}(z)$, the Bessel function of the first kind of order $v$ and $Y_{v}(z)$, the Bessel function of the second kind of order $v$. Thus, the general solution of equation (1) is written as $[1,2,3]$

$$
\begin{equation*}
R(z)=c_{1} J_{v}(z)+c_{2} Y_{v}(z) \tag{2}
\end{equation*}
$$

The Bessel function $J_{v}(z)$ in series form is delined as

$$
\begin{equation*}
J_{v}(z)=\left(\frac{1}{2} z\right)^{v} \sum_{k=0}^{\infty}(-1)^{k} \frac{\left(\frac{1}{2} z\right)^{2 k}}{k!\Gamma(v+k+1)} \tag{3}
\end{equation*}
$$

where- $F(x)$ is the gamma function.
The differential equation

$$
\begin{equation*}
\frac{d^{2} R}{d z^{2}}+\frac{1}{z} \frac{d R}{d z}-\left(1+\frac{v^{2}}{z^{2}}\right) R=0 \tag{4}
\end{equation*}
$$

is calied Bessel's modified differential equation of order $r$. Two linearly independent solutions of this equation for all values of $v$ are $I_{v}(z)$, the modified Bessel function of the first kind of order $v$ and $K_{v}(z)$, the modified Bessel function of the second
kind of order $v$. Thus, the general solution of equation (4) is written as -

$$
\begin{equation*}
R(z)=c_{1} I_{v}(z)+c_{2} K_{v}(z) \tag{5}
\end{equation*}
$$

$I_{v}(z)$ and $K_{v}(z)$ are real and positive when $v>-1$ and $z>0$. The Bessel function $I_{v}(z)$ in series form is given by

$$
\begin{equation*}
I_{r}(z)=\left(\frac{1}{2} z\right)^{k} \sum_{k=0}^{*} \quad\left(\frac{1}{2} z\right)^{2 k} \tag{6}
\end{equation*}
$$

When $v$ is not zero or not a positive integer, the general solutions (2) and (5) can be taken, respectively, in the form

$$
\begin{align*}
& R(z)=c_{1} J_{v}(z)+c_{2} J_{-v}(z)  \tag{7a}\\
& R(z)=c_{1} I_{v}(z)+c_{2} I_{-v}(z) \tag{7b}
\end{align*}
$$

When $v=n$ is a positive integer, the solutions $J_{n}(z)$ and $J_{-n}(z)$ are not independent; they are related by

$$
\begin{equation*}
J_{n}(z)=(-1)^{n} J_{-n}(z) \quad \text { and } \quad J_{-n}(z)=J_{n}(-z)(n=\text { intcger }) \tag{8}
\end{equation*}
$$

similarly, when $v=n$ is a positive integer, the solutions $I_{n}(z)$ and $I_{-n}(z)$ are nol independent.

We summarize various forms of solutions of equation (1) as [2]

$$
\begin{array}{ll}
R(z)=c_{1} J_{1}(z)+c_{2} Y_{1}(z) & \text { always } \\
R(z)=c_{1} J_{v}(z)+c_{2} J_{-v}(z) \quad v \text { is not zero or a positive integer } \tag{9b}
\end{array}
$$

and the solutions of equation (4) as [2]

$$
\begin{equation*}
R(z)=c_{1} I_{v}(z)+c_{2} K_{v}(z) \quad \text { always } \tag{10a}
\end{equation*}
$$

 (10b)

## GENERALIZED BESSEL EQUATION

Sometimes a given differential equation, after suitable transformation of the independent variable, yields a solution that is a linear combination of Bessel functions. A convenient way of finding out whether a given differential equation possesses a solution in terms of Bessel functions is to compare it with the
generalized Bessel equation developed by Douglas [in Re[. 4, p. 210]

$$
\begin{equation*}
\frac{d^{2} R}{d x^{2}}+\left[\frac{1-2 m}{x}-2 \alpha\right] \cdot \frac{d R}{d x}+\left[p^{2} a^{2} x^{2 p-2}+\alpha^{2}+\frac{\alpha(2 m-1)}{x}+\frac{m^{2}-p^{2} v^{2}}{x^{2}}\right] R=0 \tag{11a}
\end{equation*}
$$

and the corresponding solution of which is

$$
\begin{equation*}
R=x^{\prime \prime \prime} \cdot c^{\times N}\left[c_{1} J_{v}\left(u x^{f}\right)+c_{2} Y_{v}^{\prime}\left(a x^{p}\right)\right] \tag{11b}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants.
For example, by comparing the differential equation

$$
\begin{equation*}
\frac{d^{2} R}{d x^{2}}+\frac{1}{x} \frac{d R}{d x}-\frac{\beta}{x} R=0 \tag{12}
\end{equation*}
$$

with the above generalized Bessel equation we lind

$$
\alpha=0, \quad m=0, \quad p=\frac{1}{2}, \quad p^{2} v^{2}=-\beta, \quad a=2 i \sqrt{\beta}, \quad v=0
$$

Hence, the solution of differential equation (12) is in the form

$$
\begin{equation*}
R=c_{1} J_{0}(2 i \sqrt{\beta x})+c_{2} Y_{0}(2 i \sqrt{\beta x}) \tag{13a}
\end{equation*}
$$

or

$$
\begin{equation*}
R=c_{1} I_{0}(2 \sqrt{\beta} x)+c_{2} K_{0}(2 \sqrt{\beta x}) \tag{13b}
\end{equation*}
$$

which involves Bessel functions.

## LIMITING FORM FOR SMALL $Z$

For small values of $z(z \rightarrow 0)$, the retention of the leading terms in the series results in the following approximations for the values of Bessel functions [5, p. 360]

$$
\begin{align*}
& J_{v}(z) \cong\left(\frac{1}{2} z\right)^{v} \frac{1}{\Gamma(v+1)} \quad v \neq-1,-2,-3 \ldots  \tag{14a}\\
& Y_{v}(z) \cong-\frac{1}{\pi}\binom{2}{z}^{v} \Gamma(v) \quad v \neq 0 \quad \text { and } \quad Y_{0}(z) \cong \frac{2}{\pi} \ln z  \tag{14b}\\
& I_{z}(z) \cong\left(\frac{1}{2} z\right)^{x} \frac{1}{\Gamma(v+1)} \quad v \neq-1,-2,-3 \ldots  \tag{15a}\\
& K_{v}(z) \cong \frac{1}{2}\left(\frac{2}{z}\right)^{v} \Gamma(v) \quad v \neq 0 \quad \text { and } \quad K_{0}(z) \cong-\ln z \tag{15b}
\end{align*}
$$

## LIMITING FORM FOR LARGE $Z$

For large values of $z(z \rightarrow \infty)$ the values of Bessel functions can be approximated as [5, pp. 364, 377]

$$
\begin{align*}
& J_{v}(z) \cong \sqrt{\frac{2}{\pi z}} \cdot \cos \left(z-\frac{\pi}{4}-\frac{v \pi}{2}\right) \\
& Y_{v}(z) \cong \sqrt{\frac{2}{\pi z}} \cdot \sin \left(z-\frac{\pi}{4}-\frac{v \pi}{4}\right)  \tag{16b}\\
& I_{v}(z) \cong \frac{e^{z}}{\sqrt{2 \pi z}} \quad \text { and } \quad K_{v}(z) \cong \sqrt{\frac{\pi}{2 z}} \cdot e^{-z} \tag{16c}
\end{align*}
$$

## DERIVATIVES OF BESSEL FUNCTIONS [3, pp. 161-163]

$$
\begin{align*}
& \frac{d}{d z}\left[z^{v} W_{v}(\beta z)\right]=\left\{\begin{array}{lll}
\beta z^{v} W_{v-1}(\beta z) & \text { for } & W \equiv J, Y, I \\
-\beta z^{v} W_{v-1}(\beta z) & \text { for } & W \equiv K
\end{array}\right.  \tag{17a}\\
& \frac{d}{d z^{\prime}}\left[z^{-v} W_{v}(\beta z)\right]=\left\{\begin{array}{lll}
-\beta z^{-v} W_{v+1}(\beta z) & \text { for } & W \equiv J, Y, K \\
/ \beta z^{\cdots v} W_{v+1}(\beta z) & \text { for } & W \equiv I
\end{array}\right. \tag{17b}
\end{align*}
$$

For example, by setting $v=0$, we obtain

$$
\frac{d}{d z}\left[W_{0}(\beta z)\right]=\left\{\begin{array}{lll}
-\beta W_{i}(\beta z) & \text { for } & W \equiv J, Y, K  \tag{19a}\\
\beta W_{1}(\beta z) & \text { for } & W=I
\end{array}\right.
$$

## INTEGRATION OF BESSEL FUNCTIONS

$$
\left.\begin{array}{ll}
\left\{z^{v} W_{v-1}(\beta z) d z=\frac{1}{\beta} z^{v} W_{v}(\beta z)\right. & \text { for }
\end{array} \quad W \equiv J, Y, I\right)
$$

For example, by setting $v=1$ in equation (20), are obtain

$$
\begin{equation*}
\int z W_{0}(\beta z) d z=\frac{1}{\beta} z W_{1}(\beta z) \quad \text { for } \quad W=J, Y, I \tag{22}
\end{equation*}
$$

Infinite integrals involving Bessel functions are [1, pp. 394-395]

$$
\begin{align*}
& \int_{0}^{\infty} e^{-p z^{2}} z^{v+1} J_{v}(a z) d z=\frac{a^{v}}{(2 p)^{v+1}} e^{-u^{2} / 4 p}  \tag{23}\\
& \int_{0}^{\infty} e^{-p z^{2} z J_{v}(a z) J_{v}(b z) d z=\frac{1}{2 p} e^{-\left(a^{2}+b^{2}\right) / 4 p} I_{v}\left(\frac{a b}{2 p}\right)} \tag{24}
\end{align*}
$$

The indefinite infegral of the square of Bessel functions is given by $[1, p .135 ; 2$, p. 110]

$$
\begin{align*}
\int r G_{v}^{2}(\beta r) d r & =\frac{1}{2} r^{2}\left[G_{v}^{2}(\beta r)-G_{v-1}(\beta r) G_{v+1}(\beta r)\right]  \tag{25a}\\
& =\frac{1}{2} r^{2}\left[G_{v}^{\prime 2}(\beta r)+\left(1-\frac{v^{2}}{\beta^{2} r^{2}}\right) G_{v}^{2}(\beta r)\right] \tag{25b}
\end{align*}
$$

where $G_{v}(\beta r)$ is any Bessel function of the first or second kind of order $v$.
The indefinite integral of the product of two Bessel functions can be expressed in the form [9, equation 9]

$$
\int r G_{v}(\beta r) \bar{G}_{v}(\beta r) d r=\frac{r^{2}}{2}\left\{G_{v}^{\prime}(\beta r) \bar{G}_{v}^{\prime}(\beta r)+\left[1-\left(\frac{v}{\beta r}\right)^{2}\right] G_{v}(\beta r) \bar{G}_{v}(\beta r)\right\}
$$

or in the form [1, p. 134; 2, p. 110]

$$
\begin{align*}
\int r G_{v}(\beta r) \bar{G}^{v}(\beta r) d r= & \frac{1}{4} r^{2}\left[2 G_{v}(\beta r) \bar{G}_{v}(\beta r)-G_{v-1}(\beta r) \bar{G}_{v+1}(\beta r)\right. \\
& \left.-G_{v+1}(\beta r) \bar{G}_{v-1}(\beta r)\right] \tag{26b}
\end{align*}
$$

where $G_{v}(\beta r)$ and $\bar{G}_{v}(\beta r)$ can be any Bessel function of the first or second kind. We note that equations (25a,b) are special cases of the integrals (26a,b).

## WRONSKIAN RILIATIONSIIP

The wronskian relationship for the Bessel functions

$$
\begin{equation*}
J_{v}(\beta r) Y_{v}^{\prime}(\beta r)-Y_{v}(\beta r) J_{v}^{\prime}(\beta r)=\frac{2}{\pi \beta r} \tag{27}
\end{equation*}
$$

is useful in the simplification of expressions involving Bessel functions.
suoppont jassag jo sanje

## $\left(\frac{2}{\pi z}\right)\left\{\sin \left(z+\frac{1}{4} \pi\right)+\frac{1}{8 z} \sin \left(z-\frac{1}{4} \pi\right)\right\}$








|  <br>  <br>  111 $111+$ |
| :---: |
| $18$ |


|  |
| :---: |
|  |  |


|  <br>  oso |
| :---: |


| $=$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.0000 | 0.0499 | 0.0995 | 0.1483 | 0.1960 | 0.2423 | 0.2867 |  |  |  |
| 1 | 0.4401 | 0.4709 | 0.4983 | 0.5220 | 0.5419 | 0.5579. | 0.2867 | 0.3290 0.5778 | 0.3688 0.5815 | 0.4059 |
| 2 | 0.5767 | 0.5683 | 0.5560 | 0.5399 | 0.5202 | 0.4971 | 0.4708 | 0.5778 0.4416 | 0.5815 0.4097 | 0.5812 |
| 3 | 0.3391 | 0.3009 | 0.2613 | 0.2207 | 0.1792 | 0.1374 | 0.0955 | 0.0538 | 0.4097 | 0.3754 |
| 4 | -0.0660 | -0.1033 | -0.1386 | -0.1719 | -0.2028 | -0.2311 | -0.2566 | 0.0538 -0.2791 | 0.0128 | $-0.0272$ |
| 5 | -0.3276 | -0.3371 | $-0.3432$ | -0.3460 | -0.3453 | -0.3414 | -0.2566 | -0.2791 | -0.2985 | -0.3147 |
| 6 | -0.2767 | -0.2559 | -0.2329 | -0.2081 | -0.1816 | -0.1538 | -0.1250 | -0.0953 | -0.3110 | -0.2951 |
| 7 | -0.0047 | +0.0252 | 0.0543 | 0.0826 | 0.1096 | 0.1352 | -0.1592 | -0.0953 | -0.0652 | -0.0349 |
| 8 | 0.2346 | 0.2476 | 0.2580 | 0.2657 | 0.2708 | 0.2731 | 0.2728 | 0.2697 | i). 26641 | 0.2192 |
| 9 | 0.2453 | 0.2324 | 0.2174 | 0.2004 | 0.1816 | 0.1613 | 0.1395 | 0.269 | i. 2.2641 0.0928 | 0.7559 |
| 10 | 0.0435 | 0.0184 | -0.0066 | -0.0313 | -0.0555 | -0.0789 | -0.1012 | -0.1224 | 0.0928 -0.1422 | 0.0684 -0.1603 |
| 11 | -0.1768 | -0.1913 | -0.2039 | -0.2143 | -0.2225 | -0.2284 | -0.2320 | -0.2333 | -0.1422 -0.2323 | -0.1603 |
| 12 | -0.2234 | -0.2.157 | -0.2060 | -0.1943 | -0.1807 | -0.1655 | -0.1487 | -0.1307 | -0.2323 | -0.2290 |
| 13 | -0.0703 | -0.0489 | -0.0271 | -0.0052 | $+0.0166$ | 0.0380 | 0.0590 | 0.0791 | - 0.0984 | - $\begin{array}{r}\text { - } \\ 0.1165\end{array}$ |
| 14 15 | 0.1334 | 0.1488 | 0.1626 | 0.1747 | 0.1850 | 0.1934 | 0.1999 | 0.2043 | 0.2066 | 0.1165 0.2069 |
| 15 | 0.2051 | 0.2013 | 0.1955 | 0.1879 | 0.1784 | 0.1672 | 0.1544 | 0.1402 | 0.1247 | 0.1080 |

[^3]$=\frac{0.7979}{\sqrt{z}}\left\{\sin (57.296 z-45)^{*}+\frac{3}{8 z} \sin (57.296 z+45)^{*}\right\}$
When $z>15.9, \quad Y_{0}(z) \simeq \sqrt{\left(\frac{2}{\pi z}\right)}\left\{\sin \left(z-\frac{1}{4} \pi\right)-\frac{1}{8 z} \sin \left(z+\frac{1}{4} \pi\right)\right\}$
$$
\simeq \frac{0.7979}{\sqrt{2}=}\left\{\sin (57.296 z-45)^{\circ}-\frac{1}{8 z} \sin (57.296 z+45)^{\circ}\right\}
$$
TABLE IV-1 (Continued)

| $Y_{1}(=)$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| 0 | $-\infty$ | $-6.4590$ | $-3.3238$ | -2.2931 | -1.7809 | $-1.4715$ | -1.2604 | -1.1032 | -0.9781 | -0.8731 |
| 1 | -0.7812 | -0.6981 | -0.6211 | -0.5485 | -0.4791 | -0.4123 | -0.3476 | -0.2847 | -0.2237. | -0.8764 |
| 2 | -0.1070 | -0.0517 | +0.0015 | +0.0523 | 0.1005 | 0.1459 | 0.1884 | 0.2276 | 0.2635 | 0.2959 |
| 3 | 0.3247 | 0.3496 | 0.3707 | 0.3879 | 0.4010 | 0.4102 | 0.4154 | 0.4167 | 0.4141 | 0.4078 |
| 4 | 0.3979 | 0.3846 | 0.3680 | 0.3484 | 0.3260 | 0.3010 | 0.2737 | 0.2445 | 0.2136 | 0.1812 |
| 5 | 0.1479 | 0.1137 | 0.0792 | 0.0445 | . 0.0101 | $-0.0238$ | -0.0568 | -0.0887 | -0.1192 | -0.1481 |
| 6 | -0.1750 | -0.1998 | -0.2223 | -0.2422 | -0.2596 | -0.2741 | $-0.2857$ | -0.2945 | -0.3002 | -0.3029 |
| 7 | -0.3027 | -0.2995 | -0.2934 | -0.2846 | $-0.2731$ | -0.2591 | -0.2428 | -0.2243 | -0.2039 | -0.1817 |
| 8 | -0.1581 | -0.1331 | -0.1072 | -0.0806 | $-0.0535$ | -0.0262 | $+0.0011$ | +0.0280 | 0.0544 | 0.0799 |
| 9 10 | +0.1043 | 0.1275 | 0.1491 | 0.1691 | 0.1871 | 0.2032 | 0.2171 | 0.2287 | 0.2379 | 0.2447 |
| 10 | 0.2490 0.1637 | 0.2508 | 0.2502 | 0.2471 | 0.2416 | 0.2337 | 0.2236 | 0.2114 | 0.1973 | 0.1813 |
| 11 12 | 0.1637 | 0.1446 | 0.1243 | 0.1029 | 0.0807 | 0.0579 | 0.0348 | 0.0114 | -0.0118 | -0.0347 |
| 12 13 | -0.0571 | -0.0787 | -0.0994 | -0.1189 | -0.1371 | -0.1538 | -0.1689 | -0.1821 | -0.1935 | -0.2028 |
| 13 14 | -0.2101 | -0.2152 | -0.2182 | -0.2190 | -0.2176 | -0.2140 | -0.2084 | $-0.200^{\text { }}$ | -0.1912 | -0.1798 |
| $\begin{array}{r}14 \\ 15 \\ \hline\end{array}$ | -0.1666 | -0.1520 | -0.1359 | -0.1186 | -0.1003 | -0.0810 | -0.0612 | -0.040 | -0.0202 | $+0.0005$ |
| 15 | 0.0211 | 0.0413 | 0.0609 | 0.0799 | 0.0979 | 0.1148 | 0.1305 | 0.1447 | $\cdots 0.1575$ | 0.1686 |
| When $=>1$ S.9. $\quad Y_{y}(=)=\sqrt{\left(\frac{2}{\pi}\right)}\left\{\sin \left(=-\frac{3}{2} \pi\right)+\frac{3}{8 \pi} \sin \left(=-\frac{1}{4} \pi\right)\right\}$ |  |  |  |  |  |  |  |  |  |  |
| $=\frac{0.7979}{\sqrt{\prime}=}\left\{\sin (57.296 z-135)^{*}+\frac{3}{8 z} \sin (57.296 z-45)^{\circ}\right\}$ |  |  |  |  |  |  |  |  |  |  |




TABLE IV-3 First Six Roots of $\boldsymbol{\beta}_{1}(\beta)-c J_{0}(\beta)=0$

| $c$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $\beta_{5}$ | $\beta_{6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 3.8317 | 7.0156 | 10.1735 | 13.3237 | 16.4706 |
| 0.01 | 0.1412 | 3.8343 | 7.0170 | 10.1745 | 13.3244 | 16.4712 |
| 0.02 | 0.1995 | 3.8369 | 7.0184 | 10.1754 | 13.3252 | 16.4718 |
| 0.04 | 0.2814 | 3.8421 | 7.0213 | 10.1774 | 13.3267 | 16.4731 |
| 0.06 | 0.3438 | 3.8473 | 7.0241 | 10.1794 | 13.3282 | 16.4743 |
| 0.08 | 0.3960 | 3.8525 | 7.0270 | 10.1813 | 13.3297 | 16.4755 |
| 0.1 | 0.4417 | 3.8577 | 7.0298 | 10.1833 | 13.3312 | 16.4767 |
| 0.15 | 0.5376 | 3.8706 | 7.0369 | 10.1882 | 13.3349 | 16.4797 |
| 0.2 | 0.6170 | 3.8835 | 7.0440 | 10.1931 | 13.3387 | 16.4828 |
| 0.3 | 0.7465 | 3.9091 | 7.0582 | 10.2029 | 13.3462 | 16.4888 |
| 0.4 | 0.8516 | 3.9344 | 7.0723 | 10.2127 | 13.3537 | 16.4949 |
| 0.5 | 0.9408 | 3.9594 | 7.0864 | 10.2225 | 13.3611 | 16.5010 |
| 0.6 | 1.0184 | 3.9841 | 7.1004 | 10.2322 | 13.3686 | 16.5070 |
| 0.7 | 1.0873 | 4.0085 | 7.1143 | 10.2419 | 13.3761 | 16.5131 |
| 0.8 | 1.1490 | 4.0325 | 7.1282 | 10.2516 | 13.3835 | 16.5191 |
| 0.9 | 1.2048 | 4.0562 | 7.1421 | 10.2613 | 13.3910 | 16.5251 |
| 1.0 | 1.2558 | 4.0795 | 7.1558 | 10.2710 | 13.3984 | 16.5312 |
| 1.5 | 1.4569 | 4.1902 | 7.2233 | 10.3188 | 13.4353 | 16.5612 |
| 2.0 | 1.5994 | 4.2910 | 7.2884 | 10.3658 | 13.4719 | 16.5910 |
| 3.0 | 1.7887 | 4.4634 | 7.4103 | 10.4566 | 13.5434 | 16.6499 |
| 4.0 | 1.9081 | 4.6018 | 7.5201 | 10.5423 | 13.6125 | 16.7073 |
| 5.0 | 1.9898 | 4.7131 | 7.6177 | 10.6223 | 13.6786 | 16.7630 |
| 6.0 | 2.0490 | 4.8033 | 7.7039 | 10.6964 | 13.7414 | 16.8168 |
| 7.0 | 2.0937 | 4.8772 | 7.7797 | 10.7646 | 13.8008 | 16.8684 |
| 8.0 | 2.1286 | 4.9384 | 7.8464 | 10.8271 | 13.8566 | 16.9179 |
| 9.0 | 2.1566 | 4.9897 | 7.9051 | 10.8842 | 13.9090 | 16.9650 |
| 10.0 | 2.1795 | 5.0332 | 7.9569 | 10.9363 | 13.9580 | 17.0099 |
| 15.0 | 2.2509 | 5.1773 | 8.1422 | 11.1367 | 14.1576 | 17.2008 |
| 20.0 | 2.2880 | 5.2568 | 8.2534 | 1.1 .2677 | 14.2983 | 17.3442 |
| 30.0 | 2.3261 | 5.3410 | 8.3771 | 11.4221 | 14.4748 | 17.5348 |
| 40.0 | 2.3455 | 5.3846 | 8.4432 | 11.5081 | 14.5774 | 17.6508 |
| 50.0 | 2.3572 | 5.4112 | 8.4840 | 11.5621 | 14.6433 | 17.7272 |
| 60.0 | 2.3651 | 5.4291 | 8.5116 | 11.5990 | 14.6889 | 17.7807 |
| 80.0 | 2.3750 | 5.4516 | 8.5466 | 11.6461 | 14.7475 | 17.8502 |
| 100.0 | 2.3809 | 5.4652 | 8.5678 | 11.6747 | 14.7834 | 17.8931 |
| $\infty$ | 2.4048 | 5.5201 | 8.6537 | 11.7915 | 14.9309 | 18.0711 |
|  |  |  |  |  |  |  |

[^4]TABLE IV-4 First Five Roots of $J_{0}(\beta) Y_{0}(c \beta)-Y_{0}(\beta) J_{0}(c \beta)=0$

| $c$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ | $\beta_{5}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 1.2 | 15.7014 | 31.4126 | 47.1217 | 62.8302 | 78.5385 |
| 1.5 | 6.2702 | 12.5598 | 18.8451 | 25.1294 | 31.4133 |
| 2.0 | 3.1230 | 6.2734 | 9.4182 | 12.5614 | 15.7040 |
| 2.5 | 2.0732 | 4.1773 | 6.2754 | 8.3717 | 10.4672 |
| 3.0 | 1.5485 | 3.1291 | 4.7038 | 6.2767 | 7.8487 |
| 3.5 | 1.2339 | 2.5002 | 3.7608 | 5.0196 | 6.2776 |
| 4.0 | 1.0244 | 2.0809 | 3.1322 | 4.1816 | 5.2301 |
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## APPENDIX V

NUMERICAL VALUES OF
LEGENDRE POLYNOMIALS OF THE FIRST KIND

| $\underline{x}$ | $P_{1}(x)$ | $P_{2}(x)$ | $P_{3}(x)$ | $P_{4}(x)$ | $P_{5}(x)$ | $P_{6}(x)$ | $P_{7}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.00 | 0.0000 | -. 5000 | 0.0000 | 0.3750 | 0.0000 | -. 3125 | 0.0000 |
| . 01 | . 0100 | -. 4998 | -. 0150 | . 3741 | . 0187 | -. 3118 | -. 0219 |
| . 02 | . 0200 | -. 4994 | -. 0300 | . 3735 | . 0374 | -. 3099 | -. 0436 |
| . 03 | . 0300 | -. 4986 | -. 0449 | . 3716 | . 0560 | -. 3066 | -. 0651 |
| . 04 | . 0400 | $-.4976$ | -. 0598 | . 3690 - | . 0744 | -. 3021 | -0.862 |
| . 05 | . 0500 | -. 4962 | -. 0747 | . 3657 | $\bigcirc$ | -. 2962 | -. 1069 |
| . 06 | . 0600 | -. 4946 | -. 0895 | . 3616 | . 1106 | -. 2891 | -. 1270 |
| . 07 | . 0700 | -. 4926 | -. 1041 | . 3567 | . 1283 | -. 2808 | -. 1464 |
| . 08 | . 0800 | -. 4904 | -. 1187 | . 3512 | . 1455 | -. 2713 | $-.1651$ |
| . 09 | . 0900 | -. 4878 | -. 1332 | . 3449 | . 1624 | -. 2606 | $-.1828$ |
| . 10 | .1000 | -. 4850 | $-.1475$ | . 3379 | . 1788 | -. 2488 | -. 1995 |
| . 11 | . 1100 | -. 4818 | $-.1617$ | . 3303 | . 1947 | $-.2360$ | -. 2151 |
| . 12 | . 1200 | -. 4784 | -. 1757 | . 3219 | . 2101 | -. 2220 | -. 2295 |
| . 13 | .1300 | $-.4746$ | -. 1895 | . 3129 | . 2248 ' | -. 2071 | -. 2427 |
| . 14 | . 1400 | $-.4706$ | -. 2031 | . 3032 | . 2389 | -. $1913{ }^{\circ}$ | -. 2545 |
| . 15 | . 1500 | $-.4662$ | -. 2166 | .2928 | . 2523 | --. 1746 | -. 2649 |
| . 16 | . 1600 | -. 4616 | -. 2298 B | .2819 | . 2650 | $-.1572$ | $-.2738$ |
| . 17 | . 1700 | -. 4566 | -. 2427 | . 2703 | . 2769 | $-.1389$ | $-2812$ |
| . 18 | . 1800 | -. 4514 | -. 2554 | . 2581 | . 2880 | -. 1201 | -. 2870 |
| -19 | .1900 | -.4458 | -. 2679 | 2457 | . 2982 | --1006 | $-29.15$ |
| . 20 | . $2(100)$ | $\cdots .4400$ | -. 2800 | .2320 | . 3075 | -. 0806 | $-.2935$ |
| . 21 | . 2100 | -. 4338 | -. 2918 | . 2181 | . 3159 | -. 0601 | -. 2943 |
| . 22 | . 2200 | -. 4274 | -. 3034 | . 2037 | . 3234 | -. 0394 | $-.2933$ |


| $x$ | $P_{1}(x)$ | $P_{2}(x)$ | $P_{3}(x)$ | $P_{4}(x)$ | $P_{5}(x)$ | $P_{6}(x)$ | $P_{7}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 65 | . 6500 | . 1338 | $-.2884$ | -. 4284 | -. 2705 | . 0347 | . 2737 |
| . 66 | . 6600 | . 1534 | -. 2713 | -. 4284 | -. 2919 | . 0038 | . 2548 |
| . 67 | . 6700 | . 1734 | -. 2531 | -. 4268 | -. 3122 | -. 0278 | . 2329 |
| . 68 | . 6800 | . 1936 | --. 2339 | -. 4236 | -. 3313 | -. 0601 | . 2081 |
| . 69 | . 6900 | . 2142 | -. 2137 | -. 4187 | -. 3490 | -. 0926 | . 1805 |
| . 70 | .7000 | . 2350 | -. 1925 | -. 4121 | $-.3652$ | --. 1253 | . 1502 |
| . 71 | .7100 | . 2562 | $-.1702$ | -. 4036 | -. 3796 | -. 1578 | . 1173 |
| . 72 | . 7200 | . 2776 | -. 1469 | $-.3933$ | -. 3922 | -. 1899 | . 0822 |
| . 73 | . 7300 | . 2994 | -. 1225 | $-.3810$ | -. 4026 | $-.2214$ | . 0450 |
| . 74 | . 7400 | . 3214 | $-.0969$ | $-.3666$ | $-.4107$ | $-.2518$ | . 0061 |
| . $75^{\circ}$ | . 7500 | . 3438 | $-.0703$ | -. 3501 | -. 4164 | -. 2808 | -. 0342 |
| . 76 | . 7600 | . 3664 | -. 0426 | -. 3314 | -. 4193 | --. 3081 | -. 0754 |
| . 77 | . 7700 | . 3894 | -. 0137 | -. 3104 | -. 4193 | $-.3333$ | -. 1171 |
| . 78 | . 7800 | . 4126 | . 0164 | -. 2871 | -. 4162 | -. 3559 | -. 1588 |
| . 79 | . 7900 | . 4362 | . 0476 | $-.2613$ | $-. .4097$ | $-.3756$ | -. 1999 |
| . 80 | . 8000 | . 4600 | . 0800 | -. 2330 | -. 3995 | -. 3918 | -. 2397 |
| . 81 | . 8100 | . 4842 | . 1136 | -. 2021 | -. 3855 | -. 4041 | -. 2774 |
| . 82 | . $8200{ }^{\circ}$ | . 5086 | . 1484 | -. 1685 | $-.3674$ | -.4119 | -. 3124 |
| . 83 | . 8300 | . 5334 | . 1845 | -. 1321 | -. 3449 | $-.4147$ | $-.3437$ |
| . 84 | . 8400 | . 5584 | . 2218 | -. 0928 | $-.3177$ | $-.4120$ | $-.3703$ |
| . 85 | .8500 | . 58388 | . 2603 | $-.0506$ | -. 2857 | -. 4030 | $-.3913$ |
| . 86 | . 8600 | . 6094 | . 3001 | $-.0053$ | -. 2484 | -. 3872 | -. 4055 |
| . 87 | . 8700 | . 6354 | . 3413 | . 0431 | -. 2056 | -. 3638 | -. 4116 |
| . 88 | . 8800 | . 6616 | . 3837 | . 0947 | -. 1570 | -. 3322 | -. 4083 |
| . 89 | . 8900 | . 6882 | . 4274 | . 1496 | -. 1023 | -. 2916 | -. 3942 |
| . 90 | . 9000 | . 7150 | . 4725 | . 2079 | -. 0411 | --. 2412 | -. 3678 |
| . 91 | . 9100 | . 7422 | . 5189 | . 2698 | . 0268 | $-.1802$ | -. 3274 |
| . 92 | . 9200 | . 7696 | . 5667 | . 3352 | . 1017 | -. 1077 | -. 2713 |
| . 93 | . 9300 | . 7974 | . 6159 | . 4044 | . 1842 | -. 0229 | $-.1975$ |
| . 94 | . 9400 | . 8254 | . 6665 | . 4773 | . 2744 | . 0751 | $-.1040$ |
| . 95 | . 9500 | . 8538 | . 7184 | . 5541 | . 3727 | . 1875 | . 0112 |
| . 96 | . 9600 | . 8824 | . 7718 | . 6349 | . 4796 | . 3151 | . 1506 |
| . 97 | . 9700 | . 9114 | . 8267 | . 7198 | . 5954 | . 4590 | . 3165 |
| . 98 | . 9800 | . 9406 | . 8830 | . 8089 | . 7204 | . 6204 | . 5115 |
| . 99 | .9900 | . 9702 | . 9407 | . 9022 | . 8552 | . 8003 | . 7384 |
| 1.00 | $1.0 \times 60$ | 1.0000 | 1.0000 | 1.0600 | 1.0000 | 1.0600 | 1.0000 |

From W. E. Byerly, Fourier Series and Spherical, Cylindrical, and Ellipsoidal Harmonics, Dover Publications, New York, 1959, pp. 280-281.

## APPENDIX VI

## SUBROUTINE TRISOL

to Solve Tridiagonal Systems by Thomas Algorithm

```
* MAIN Program that reads inpuT DATA AND CALLLS
    THOMAS ALGORITIM
    H = Dlmungion of lhu matrix
    B = Diagonal term
    C=Off-Dlagonal cerm (upper) NOTE:C (M)=0
    D = on input - right hand-side
        on output- solution
    IMPLICIT REAL*8(A-H,O-Z)
        OIMENSION A(10),B(10),C(10),D(10)
    READ (1,*) M
    READ (1,*) (A (I),I=1,M)
    READD(I,*) (B(I),I=1,M
    READ(1,*) (C(I),I=1,M)
    CALL TAISOL (H,A,B,C,D)
    DO 10 I=1,M
    10 WRITE{3,100)D{I
        STOR
        END
C
SUBROUTINE TRISOL uses the Thomas algorith
    to solve a tri-diagonal matrix equation
    M = Dimonston of tho matrix
    A - OPI-dlagonal term (lower)
    B = Diagonal term
    C - off-Diagonal term (upper)
    = on input - right-hand-sid
            on output- solution
            SURROUTINE TRISOL(M,A,B,C
            UBROUTINE TRISOL (M,A,B,C,O)
            DIMENSION A(1),B(1),C(1),D(1)
```

```
C ESTABLISH UPPER TRIANGULAR MATRIX
        DO 10 r=2,M
        **A)
    O D(I)=D(I)-R*D(I-1)
c
    back SUESTITUTION
        D(M) =D(M)/B(M)
        DO 20 I=2
        OO D(J)={D(J)-C(J)*D(J+1))/B(J)
C C SOLUTION STORED IN D
RETU
```


## APPENDIX VII

## PROPERTIES OF <br> DELTA FUNCTIONS

The symbol $\delta(x)$, known as Dirac's delta function, is zero for every value of $x$ except the origin $x=0$ where it is infinite in such a way that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x) d x=1 \tag{I}
\end{equation*}
$$

Such a definition is not meaningful in the true mathematical sense, but the theory of distributions justifies its use as well as its derivatives. Then $\delta(x)$ has the following properties

$$
\begin{equation*}
\delta(x-b)=0 \quad \text { everywhere } x \neq b \tag{2}
\end{equation*}
$$

For every continuous function $F(x)$ we write

$$
\begin{align*}
& \int_{-\infty}^{\infty} F(x) \delta(x-b) d x=F(b)  \tag{3}\\
& \int_{-\infty}^{\infty} F(x) \delta(x-0) d x=F(0)  \tag{4}\\
& F(x) \delta(x-b)=F(b) \delta(x-b) \tag{5}
\end{align*}
$$

## Derivatives of Delta Function

$$
\begin{align*}
& \int_{-\infty}^{\alpha_{1}} F(x) \delta^{\prime}(x) d x=-\int_{-\infty}^{\infty} F^{\prime}(x) \delta(x) d x=-F^{\prime}(0)  \tag{6}\\
& \int_{-\infty, x}^{\infty} F(x) \delta^{\prime \prime}(x) d x=-\int_{-\infty}^{\infty} F^{\prime}(x) \delta^{\prime}(x) d x=-F^{\prime \prime}(0) \tag{7}
\end{align*}
$$

The delta function itself is the derivative of the step function $H(x)$, that is

$$
\begin{equation*}
H^{\prime}(x)=\delta(x) \tag{8}
\end{equation*}
$$

wherc

$$
\begin{align*}
H(x) & =1 & & \text { for } \\
& =0 & & x>0  \tag{9}\\
& \text { for } & & x<0
\end{align*}
$$

Note that the derivative of: $H(x)$ is zero for $x<0$, zero for $x>0$, and undelined for $x=0$.
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Amplification factor. 479
Alternating direction implicit method, 488 Anisotropic medium, 617, 627
boundary conditions, 621
conductivity coefficients. 618 heat conduction equation, 620 heat flux, 26, 618
multidimensional heat flow, 640
one-dimensional heat flow in a rod. 629 orthotropic medium, 26. 621 principal conductivities. 624 thermal resistivity coefficients, 624
Approximate analytical methods: collocation method. 34
Galerkin method, 346
least-squares method. 345
moment method. 339
partial integration. 358
Rayleigh-Ritz method. 345
Backward differences. 440
Bessel functions. 101, 668 asymptotic expressions for. 670,671 derivatives of. 671
graphical representations. 101, 103 indefinite integral of, 672 integrals of. 671
rumerical values of. 673
orthogonality relations. 105 recurrence relations for, 679 roots of transcendental equations. 679, 680
tabulations of. 673-679
Wronskian relationship. 672
Bessel's difterential equation. 101 pencralized. 670
iot number, 29
Bisection method. 50
Boundary conditions. 13 general. 13
linear lirst kind. 16
linear interface, 18
linear second kind, 17
linear third kind. 17
transformation into homogencous one. 21
Classification of partial differential equations: 437
Collocation method, 344
Combined method, 482, 487. 491
Composite medium. 284
eigenfunctions for. 298
eigenvalues for. 298
Green:s function for, 297. 309
Greens functipn for, 297. 309
arthogonal expansion, 292, 301 $300,30+308$
Conductivity coelficients, ols
Conductivity coelficients,
Contact conductance, 18
Control volume approach. 448
Control volume ap
Crank-Nicolson method. 482.491
Curvilinear coordinates, 9
difterential area. 11

Curvilinear coordinates (Contimued)
differential length, II
differential volume, 11
prolate spheroidal. 33
Cylindrical coordinates, 7
Differential equation of heat conduction. 6 thisortiopic solids. 6.?
Dux formulatime si)
moving solids. 24
Dirac delta function. 687
properties of, 687. 688
Duhamel's theorem. 198
applications to:
semiinfinite region. 209
slab. 202. 206
solid cylinder. 208, 210
special cases. 199
periodically varying temperature, 206
treatment of diseontinuitics. 198
Eigenfunction, tabulation for: hollow cylinder. 112
region outside a cylinder. 11
senuinfinite medium. 57
slab. 48
solid cylinder, low
Titenwalues. 47
graphical representation $4 \pi$
numerical solutions. 50
bisection method. 50
Newton-Raphson method. 51
secant method. 52
tabulated valucs. 5
Enthalpy method. 423
Eitor function. 664
asymptotic expansion of. 666 tabulation of. 664
Energy integral equation. 414
Exponential integral function. 409
Fictitious node concept. 452
Finite difference methods. 436
Finte difference representation of
hommdary conditions. 4.52
First derivative. 440
mixed partial derivatives. 444
second derivative. 441
steady-state heat conduction equation. 459 466
time-dependent heat conduction equation. 472
combined method. 482
Crank-Nicolson method. 482
explicit method, 472 implicit method, 480 Fiṇita difference, stability analysis. 476, 477. 481
Finite difference solution of nonlinear problems. 490
lagging of properties. 491
Flux formulation of heat conduction Capation, 5)

## Foutier law, 2

Galerkin method. 346
application to:
steady-state heat conduction, 347. 356. 359. 36 I
transient heat conduction, 363, 365
Galerkin method with partial integration. 358
Gauss elimination. 454
Gauss-Seidel iteration, 456
Generalized Bessel's differential equation. 670
Green's function, 214
delinition. 215
determination. 221
products. 246
tabubations, 247-249
(ircen's function applications. 226,
in cylindrical geometry. 234
in rectangular geometry. 226
in spherical geometry, 239
Green's function for. 214
hollow cylinder, 237
hollow sphere. 239
infinite medium
inflite medium. 226
slab. 229
solid cylinder, 234
solid spherc. 242. 244
Green's functions. tabulations. 247-251
Heat conduction ëquation for:
anisotropic solids. 25, 26
cylinetrical coordinates. 8
moving solids. 24
orthengenal curvilinear coordinates, I!
rectangular coordinates. 7
spherical coordinates, 9
Heat Iux. 1.2
Sor anisotropic medium. 26
for isotropic medium. 7
Heat sources, 219
point source, 219.220
line source. 219. 220
surface source. 219. 220

Helmholiz equation. 42. 100 separation or. 42
Heat transfer coefficient. 14
Homogeneous boundary conditions: first kind. 16
second kind, 17
third kind. 18

$$
\begin{aligned}
& \text { mogneous.ant } \\
& \text { prohlcons, } 29
\end{aligned}
$$

Integral method. 325
Integral method applications to: cylindrical symmetry. 331 nonlinear heat conduction. 334 phase change problem. 412 semiinfinite medium. 327 slab, 339
spherical symmetry. 331
Integral transform technique, 502 general theory, 502
Integral transform technique application in: cylindrical geometry. 528
multidimensional problems. 525
rectangular geometry, 512
spherical geometry, 545
steady-state problem, 555
Liplate transtiom, 257
inversion table, 268
Laplace transform of:
change of scale, 26 convolution. 265
delta function, 257, 264
derivalive. 259
generalized convolution. 265
integral. 260
translated function. 262
Laplace transform applications to: semiinfinite medium. 273, 275
slab, 277, 279
small times. 276. 277. 278
sphere. 280
Least-squares method. 345
Legendre's associated differential equation. 156
Legendre`s associated functions, 159
Legendre's differential equation, 157
Legendre functions, 156. 159 graphical representation, 160, 16! numerical values. 682
orthogonality, 162. 163
Legendre polynomials. 159 tabulation of. 682
Lumped system [ormulation, 27

Lumping. partial, 30
Melting or solidification, 392
Moving-boundary or phase-change. 392 analytical solutions, 395, 404, 413 approximate solutions, 412 boundary conditions:
......ne-dimensionul. 395
multidinemsional, 30R
exatit analytic solutions, 400-412 exatit analytic solutions, 40
moving heat sources, 372 moving heat sources, 372
numerical solutions, 416, 423.429
Newton-Raphson method, 51
Nonlinear heat conduction. 490
Normalization integral, 40
Oblate spheroidal coordinates, 34
Orthogonal curvilinear coordinates, 9, 10
area, length, volume, 11
heat conduction equation, 1
heat flux. 10
Orthotropic solids, 627
equation of heat conduction, 627
Outward drawn normal, 4
Periodically varying temperature, 206
P-function, 124
Phase-chamge over temperature mange. 429
Phase-change problems, 392
Product solutions, 172
Prolate-spheroidal coordinates, 13
Radiation. 15
Radiation boundary condition, 15
Radiation heat transfer coefficient, 16
Rayleigh-Ritz method, 345
Relaxation parameter, 458
Representation of an arbitrary function in:
cylindrical coordinates, 104
exterior of a cylinder, $a<r<\infty, 109$
hollow cylinder, $a<r<b, 110$
solid cylinder, $0<r<b, 104$
rectangular coordinates, 44
intinnite medium, $\infty<x<\infty, 6$ ? semiinfinite medium, $0<x<\infty, 56$ slab, $0<x<L .45$
spherical coordinates, over, 163
full sphere, $-1<\mu<\mu$. 164
hemisphere. $0<\mu<1,166$
Rodrique's formula, 159

## Steady-state problems in:

cylindrical coordinates, 131, 140, 142, 143

Steady-state problems in (Continued)
rectangular coordinates. $64.75,76,79,81$. 82.
spherical courdinales. 182. 185. 187
Scale factors, 10, 34
cylindrical coordinates. 12
oblate spheroidal coordinates, 34
spherical coordinates. 13, 35 Sceame methowl. 52
Secammantion of variathes, 1.17
cylindrical coordinates, 154
rectangular coordinates, 42
rectangular coordinates,
Solidification (or melting). 392
anulytic solutions. 401, 405. 408
integral method of solution. 413
numerical solutions. 416. 423, 426
Spliting up heal conduction problem, : 23
in cylindrical coordinates. 14
in rectangular coordinates, 84
Stefan-Boltzmann constant. 15
Stelan number, 406
Step function, 688
Sturm-Liuoville problem. 40
Subcooled liquid, 401
Sucesssive over-relixation. 458

## Temperature gradient, 2

Tbermal conductivity, 2, 3
metals at low temperature, 5
various materials. 3. 4
Thermal diffusivity, 6
Thermal layer, 326
Thermal property tables for:
insulating matcrials. 660 metals, 657
nonmetals. 659
Thomass allgorithm. 455, 685
Transcendental equations, roots of:
$\beta \tan \beta=C .661$
$\beta \cot \beta=-C, 662$
$J_{n}(\mathbf{z})=0.679$
$\beta J_{1}(\beta)-C J_{10}(\beta)=0,680$
$J_{10}(1) Y_{11}(C \%) \quad \gamma_{10}(1 /)_{0}(C \%) \quad 0,68$
Transient heat conduction ins
cylindrical coordinates for
hollow cylinder 119 for
inlinite cylinder, 122
outside of a cylinder, 124. 125
portion of a cylinder, 124. 125
solid cylinder, 116, 118, 119, 128, 129. 131.133. 137
rectangular coordinates for:
infinite medium, 61
infinite strip, 8 I
rectangular parallel piped. 67
rectangular region, $64,74,77$
semiinlinite corner. 74
semiinfinite region, 55 , 57
semiinfinite strip, 69
stah, 44, 53, 54, 85, 87
spherical coordinates for:
hemisphere 177.179.182
hollow sphere. 171, 172, 173
solid sphere, 168, 169, 174
Transient temperature charts:
cylindrical coordinates. 147
rectangular coordinates. 90 spherical coordinates. 188


[^0]:    ${ }^{9}$ For this particular case $\beta_{0}=0$ is also an eigenvalue with $\nu=0$; then the corresponding eigenfunction is $R_{0}=1$ and the norm $1 / N\left(\beta_{0}\right)=2 / b^{2}$.

[^1]:    ${ }^{\circ} \mathrm{F}=$ forward difierence, $\mathrm{B}=$ back ward difference, $\mathrm{C}=$ tentrul diference.

[^2]:    ${ }^{4}$ Primes denote differentiation with respect to $x$

[^3]:    When $z>15.9 . \quad J_{1}(z) \simeq \sqrt{\left(\frac{2}{\pi z}\right)}\left\{\sin \left(z-\frac{1}{4} \pi\right)+\frac{3}{8 z} \sin \left(z+\frac{1}{4} \pi\right)\right.$

[^4]:    From (arshow and jacger [8].

