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A Course In Algebraic Number Theory

Robert B. Ash

Preface

This is a text for a basic course in algebraic number theory, written in accordance with
the following objectives.
1. Provide reasonable coverage for a one-semester course.
2. Assume as prerequisite a standard graduate course in algebra, but cover integral ex-
tensions and localization before beginning algebraic number theory. For general algebraic
background, see my online text “Abstract Algebra: The Basic Graduate Year”, which
can be downloaded from my web site www.math.uiuc.edu/∼ r-ash/ The abstract algebra
material is referred to in this text as TBGY.
3. Cover the general theory of factorization of ideals in Dedekind domains, as well as the
number field case.
4. Do some detailed calculations illustrating the use of Kummer’s theorem on lifting of
prime ideals in extension fields.
5. Give enough details so that the reader can navigate through the intricate proofs of the
Dirichlet unit theorem and the Minkowski bounds on element and ideal norms.
6. Cover the factorization of prime ideals in Galois extensions.
7. Cover local as well as global fields, including the Artin-Whaples approximation theorem
and Hensel’s lemma.

Especially helpful to me in preparing this work were the beautiful little book by
Samuel, “Algebraic Theory of Numbers”, Hermann 1971, and the treatment of cyclotomic
fields by J. Milne in his online text “Algebraic Number Theory” (www.math.lsa.umich.edu/∼

jmilne/) Some other useful references are:
Esmonde, J., and Murty, M.R., “Problems in Algebraic Number Theory”, Springer 1999
Frölich, A., and Taylor, M.J., “Algebraic Number Theory”, Cambridge 1991
Janusz, G.J.,“ Algebraic Number Fields”, AMS 1996
Marcus, D.A., “Number Fields”, Springer 1977
Stewart, I., and Tall, D., “Algebraic Number Theory”, Chapman and Hall 1987
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Chapter 1

Introduction

Techniques of abstract algebra have been applied to problems in number theory for a long
time, notably in the effort to prove Fermat’s last theorem. As an introductory example,
we will sketch a problem for which an algebraic approach works very well. If p is an odd
prime and p ≡ 1 mod 4, we will prove that p is the sum of two squares, that is, p can
expressed as x2 + y2 where x and y are integers. Since p−1

2 is even, it follows that −1
is a quadratic residue (that is, a square) mod p. To see this, pair each of the numbers
2, 3, . . . , p− 2 with its inverse mod p, and pair 1 with p− 1 ≡ −1 mod p. The product of
the numbers 1 through p− 1 is, mod p,

1× 2× · · · × p− 1
2
×−1×−2 · · · × −p− 1

2

and therefore

[(
p− 1

2
)!]2 ≡ −1 mod p.

If −1 ≡ x2 mod p, then p divides x2 + 1. Now we enter the ring Z[i] of Gaussian integers
and factor x2 + 1 as (x + i)(x− i). Since p can divide neither factor, it follows that p is
not prime in Z[i]. Since the Gaussian integers form a unique factorization domain, p is
not irreducible, and we can write p = αβ where neither α nor β is a unit.

Define the norm of γ = a + bi as N(γ) = a2 + b2. Then N(γ) = 1 iff γ is 1,-1,i or −i,
equivalently, iff γ is a unit. Thus

p2 = N(p) = N(α)N(β) with N(α) > 1 and N(β) > 1,

so N(α) = N(β) = p. If α = x + iy, then p = x2 + y2.
Conversely, if p is an odd prime and p = x2 + y2, then p is congruent to 1 mod 4. [If

x is even, then x2 ≡ 0 mod 4, and if x is odd, then x2 ≡ 1 mod 4. We cannot have x and
y both even or both odd, since p is odd.]

It is natural to conjecture that we can identify those primes that can be represented as
x2 + |m|y2, where m is a negative integer, by working in the ring Z[

√
m]. But the above

argument depends critically on unique factorization, which does not hold in general. A
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2 CHAPTER 1. INTRODUCTION

standard example is 2× 3 = (1 +
√
−5)(1−

√
−5) in Z[

√
−5]. Difficulties of this sort led

Kummer to invent “ideal numbers”, which became ideals at the hands of Dedekind. We
will see that although a ring of algebraic integers need not be a UFD, unique factorization
of ideals will always hold.

1.1 Integral Extensions

If E/F is a field extension and α ∈ E, then α is algebraic over F iff α is a root of
a nonconstant polynomial with coefficients in F . We can assume if we like that the
polynomial is monic, and this turns out to be crucial in generalizing the idea to ring
extensions.

1.1.1 Definitions and Comments

All rings are assumed commutative. Let A be a subring of the ring R, and let x ∈ R. We
say that x is integral over A if x is a root of a monic polynomial f with coefficients in
A. The equation f(X) = 0 is called an equation of integral dependence for x over A. If x
is a real or complex number that is integral over Z, then x is called an algebraic integer.
Thus for every integer d,

√
d is an algebraic integer, as is any nth root of unity. (The

monic polynomials are, respectively, X2 − d and Xn − 1.) The next results gives several
conditions equivalent to integrality.

1.1.2 Theorem

Let A be a subring of R, and let x ∈ R. The following conditions are equivalent:
(i) The element x is integral over A;
(ii) The A-module A[x] is finitely generated;
(iii) The element x belongs to a subring B of R such that A ⊆ B and B is a finitely
generated A-module;
(iv) There is a subring B of R such that B is a finitely generated A-module and x stabilizes
B, that is, xB ⊆ B. (If R is a field, the assumption that B is a subring can be dropped,
as long as B 	= 0);
(v) There is a faithful A[x]-module B that is finitely generated as an A-module. (Recall
that a faithful module is one whose annihilator is 0.)

Proof.

(i)implies (ii): If x is a root of a monic polynomial of degree n over A, then xn and all
higher powers of x can be expressed as linear combinations of lower powers of x. Thus
1, x, x2, . . . , xn−1 generate A[x] over A.

(ii) implies (iii): Take B = A[x].

(iii) implies (i): If β1, . . . , βn generate B over A, then xβi is a linear combination of the
βj , say xβi =

∑n
j=1 cijβj . Thus if β is a column vector whose components are the βi, I

is an n by n identity matrix, and C = [cij ], then

(xI − C)β = 0,
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and if we premultiply by the adjoint matrix of xI − C (as in Cramer’s rule), we get

[det(xI − C)]Iβ = 0

hence det(xI−C)b = 0 for every b ∈ B. Since B is a ring, we may set b = 1 and conclude
that x is a root of the monic polynomial det(XI − C) in A[X].

If we replace (iii) by (iv), the same proofs work. If R is a field, then in (iv)⇒(i), x is
an eigenvalue of C, so det(xI − C) = 0.

If we replace (iii) by (v), the proofs go through as before. [Since B is an A[x]-module,
in (v)⇒(i) we have xβi ∈ B. When we obtain [det(xI − C)]b = 0 for every b ∈ B, the
hypothesis that B is faithful yields det(xI − C) = 0.] ♣

We are going to prove a transitivity property for integral extensions, and the following
result will be helpful.

1.1.3 Lemma

Let A be a subring of R, with x1, . . . , xn ∈ R. If x1 is integral over A, x2 is integral
over A[x1], . . . , and xn is integral over A[x1, . . . , xn−1], then A[x1, . . . , xn] is a finitely
generated A-module.
Proof. The n = 1 case follows from (1.1.2), condition (ii). Going from n−1 to n amounts
to proving that if A, B and C are rings, with C a finitely generated B-module and B a
finitely generated A-module, then C is a finitely generated A-module. This follows by a
brief computation:

C =
r∑

j=1

Byj , B =
s∑

k=1

Axk, so C =
r∑

j=1

s∑

k=1

Ayjxk. ♣

1.1.4 Transitivity of Integral Extensions

Let A, B and C be subrings of R. If C is integral over B, that is, every element of C is
integral over B, and B is integral over A, then C is integral over A.
Proof. Let x ∈ C, with xn + bn−1x

n−1 + · · · + b1x + b0 = 0, bi ∈ B. Then x is integral
over A[b0, . . . , bn−1]. Each bi is integral over A, hence over A[b0, . . . , bi−1]. By (1.1.3),
A[b0, . . . , bn−1, x] is a finitely generated A-module. It follows from condition (iii) of (1.1.2)
that x is integral over A. ♣

1.1.5 Definitions and Comments

If A is a subring of R, the integral closure of A in R is the set Ac of elements of R that
are integral over A. Note that A ⊆ Ac because each a ∈ A is a root of X−a. We say that
A is integrally closed in R if Ac = A. If we simply say that A is integrally closed without
reference to R, we assume that A is an integral domain with fraction field K, and A is
integrally closed in K.

If x and y are integral over A, then just as in the proof of (1.1.4), it follows from
(1.1.3) that A[x, y] is a finitely generated A-module. Since x + y, x− y and xy belong to
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this module, they are integral over A by (1.1.2), condition (iii). The important conclusion
is that

Ac is a subring of R containing A.

If we take the integral closure of the integral closure, we get nothing new.

1.1.6 Proposition

The integral closure Ac of A in R is integrally closed in R.
Proof. By definition, Ac is integral over A. If x is integral over Ac, then as in the proof
of (1.1.4), x is integral over A, and therefore x ∈ Ac. ♣

We can identify a large class of integrally closed rings.

1.1.7 Proposition

If A is a UFD, then A is integrally closed.
Proof. If x belongs to the fraction field K, then we can write x = a/b where a, b ∈ A,
with a and b relatively prime. If x is integral over A, then there is an equation of the form

(a/b)n + an−1(a/b)n−1 + · · ·+ a1(a/b) + a0 = 0

with all ai belonging to A. Multiplying by bn, we have an + bc = 0, with c ∈ A. Thus b
divides an, which cannot happen for relatively prime a and b unless b has no prime factors
at all, in other words, b is a unit. But then x = ab−1 ∈ A. ♣

Problems For Section 1.1

Let A be a subring of the integral domain B, with B integral over A. In Problems 1-3,
we are going to show that A is a field if and only if B is a field.
1. Assume that B is a field, and let a be a nonzero element of A. Then since a−1 ∈ B,
there is an equation of the form

(a−1)n + cn−1(a−1)n−1 + · · ·+ c1a
−1 + c0 = 0

with all ci belonging to A. Show that a−1 ∈ A, proving that A is a field.
2. Now assume that A is a field, and let b be a nonzero element of B. By condition
(ii) of (1.1.2), A[b] is a finite-dimensional vector space over A. Let f be the A-linear
transformation on this vector space given by multiplication by b, in other words, f(z) =
bz, z ∈ A[b]. Show that f is injective.
3. Show that f is surjective as well, and conclude that B is a field.

In Problems 4-6, let A be a subring of B, with B integral over A. Let Q be a prime
ideal of B and let P = Q ∩A.
4. Show that P is a prime ideal of A, and that A/P can be regarded as a subring of B/Q.
5. Show that B/Q is integral over A/P .
6. Show that P is a maximal ideal of A if and only if Q is a maximal ideal of B.
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1.2 Localization

Let S be a subset of the ring R, and assume that S is multiplicative, in other words,
0 /∈ S, 1 ∈ S, and if a and b belong to S, so does ab. In the case of interest to us, S will
be the complement of a prime ideal. We would like to divide elements of R by elements
of S to form the localized ring S−1R, also called the ring of fractions of R by S. There is
no difficulty when R is an integral domain, because in this case all division takes place in
the fraction field of R. Although we will not need the general construction for arbitrary
rings R, we will give a sketch. For full details, see TBGY, Section 2.8.

1.2.1 Construction of the Localized Ring

If S is a multiplicative subset of the ring R, we define an equivalence relation on R × S
by (a, b) ∼ (c, d) iff for some s ∈ S we have s(ad− bc) = 0. If a ∈ R and b ∈ S, we define
the fraction a/b as the equivalence class of (a, b). We make the set of fractions into a ring
in a natural way. The sum of a/b and c/d is defined as (ad + bc)/bd, and the product of
a/b and c/d is defined as ac/bd. The additive identity is 0/1, which coincides with 0/s for
every s ∈ S. The additive inverse of a/b is −(a/b) = (−a)/b. The multiplicative identity
is 1/1, which coincides with s/s for every s ∈ S. To summarize:

S−1R is a ring. If R is an integral domain, so is S−1R. If R is an integral domain and
S = R \ {0}, then S−1R is a field, the fraction field of R.

There is a natural ring homomorphism h : R → S−1R given by h(a) = a/1. If S
has no zero-divisors, then h is a monomorphism, so R can be embedded in S−1R. In
particular, a ring R can be embedded in its full ring of fractions S−1R, where S consists
of all non-divisors of 0 in R. An integral domain can be embedded in its fraction field.

Our goal is to study the relation between prime ideals of R and prime ideals of S−1R.

1.2.2 Lemma

If X is any subset of R, define S−1X = {x/s : x ∈ X, s ∈ S}. If I is an ideal of R, then
S−1I is an ideal of S−1R. If J is another ideal of R, then
(i) S−1(I + J) = S−1I + S−1J ;
(ii) S−1(IJ) = (S−1I)(S−1J);
(iii) S−1(I ∩ J) = (S−1I) ∩ (S−1J);
(iv) S−1I is a proper ideal iff S ∩ I = ∅.
Proof. The definitions of addition and multiplication in S−1R imply that S−1R is an
ideal, and that in (i), (ii) and (iii), the left side is contained in the right side. The reverse
inclusions in (i) and (ii) follow from

a

s
+

b

t
=

at + bs

st
,

a

s

b

t
=

ab

st
.

To prove (iii), let a/s = b/t, where a ∈ I, b ∈ J, s, t ∈ S. There exists u ∈ S such that
u(at− bs) = 0. Then a/s = uat/ust = ubs/ust ∈ S−1(I ∩ J).

Finally, if s ∈ S ∩ I, then 1/1 = s/s ∈ S−1I, so S−1I = S−1R. Conversely, if
S−1I = S−1R, then 1/1 = a/s for some a ∈ I, s ∈ S. There exists t ∈ S such that
t(s− a) = 0, so at = st ∈ S ∩ I. ♣
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Ideals in S−1R must be of a special form.

1.2.3 Lemma

Let h be the natural homomorphism from R to S−1R [see (1.2.1)]. If J is an ideal of
S−1R and I = h−1(J), then I is an ideal of R and S−1I = J .

Proof. I is an ideal by the basic properties of preimages of sets. Let a/s ∈ S−1I, with
a ∈ I and s ∈ S. Then a/1 = h(a) ∈ J , so a/s = (a/1)(1/s) ∈ J . Conversely, let a/s ∈ J ,
with a ∈ R, s ∈ S. Then h(a) = a/1 = (a/s)(s/1) ∈ J , so a ∈ I and a/s ∈ S−1I. ♣

Prime ideals yield sharper results.

1.2.4 Lemma

If I is any ideal of R, then I ⊆ h−1(S−1I). There will be equality if I is prime and disjoint
from S.

Proof. If a ∈ I, then h(a) = a/1 ∈ S−1I. Thus assume that I is prime and disjoint from
S, and let a ∈ h−1(S−1I). Then h(a) = a/1 ∈ S−1I, so a/1 = b/s for some b ∈ I, s ∈ S.
There exists t ∈ S such that t(as − b) = 0. Thus ast = bt ∈ I, with st /∈ I because
S ∩ I = ∅. Since I is prime, we have a ∈ I. ♣

1.2.5 Lemma

If I is a prime ideal of R disjoint from S, then S−1I is a prime ideal of S−1R.

Proof. By part (iv) of (1.2.2), S−1I is a proper ideal. Let (a/s)(b/t) = ab/st ∈ S−1I,
with a, b ∈ R, s, t ∈ S. Then ab/st = c/u for some c ∈ I, u ∈ S. There exists v ∈ S such
that v(abu − cst) = 0. Thus abuv = cstv ∈ I, and uv /∈ I because S ∩ I = ∅. Since I is
prime, ab ∈ I, hence a ∈ I or b ∈ I. Therefore either a/s or b/t belongs to S−1I. ♣

The sequence of lemmas can be assembled to give a precise conclusion.

1.2.6 Theorem

There is a one-to-one correspondence between prime ideals P of R that are disjoint from
S and prime ideals Q of S−1R, given by

P → S−1P and Q→ h−1(Q).

Proof. By (1.2.3), S−1(h−1(Q)) = Q, and by (1.2.4), h−1(S−1P ) = P . By (1.2.5), S−1P
is a prime ideal, and h−1(Q) is a prime ideal by the basic properties of preimages of sets.
If h−1(Q) meets S, then by (1.2.2) part (iv), Q = S−1(h−1(Q)) = S−1R, a contradiction.
Thus the maps P → S−1P and Q → h−1(Q) are inverses of each other, and the result
follows. ♣
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1.2.7 Definitions and Comments

If P is a prime ideal of R, then S = R \ P is a multiplicative set. In this case, we write
RP for S−1R, and call it the localization of R at P . We are going to show that RP is
a local ring, that is, a ring with a unique maximal ideal. First, we give some conditions
equivalent to the definition of a local ring.

1.2.8 Proposition

For a ring R, the following conditions are equivalent.

(i) R is a local ring;
(ii) There is a proper ideal I of R that contains all nonunits of R;
(iii) The set of nonunits of R is an ideal.

Proof.
(i) implies (ii): If a is a nonunit, then (a) is a proper ideal, hence is contained in the
unique maximal ideal I.
(ii) implies (iii): If a and b are nonunits, so are a + b and ra. If not, then I contains a
unit, so I = R, contradicting the hypothesis.
(iii) implies (i): If I is the ideal of nonunits, then I is maximal, because any larger ideal J
would have to contain a unit, so J = R. If H is any proper ideal, then H cannot contain
a unit, so H ⊆ I. Therefore I is the unique maximal ideal. ♣

1.2.9 Theorem

RP is a local ring.

Proof. Let Q be a maximal ideal of RP . Then Q is prime, so by (1.2.6), Q = S−1I
for some prime ideal I of R that is disjoint from S = R \ P . In other words, I ⊆ P .
Consequently, Q = S−1I ⊆ S−1P . If S−1P = RP = S−1R, then by (1.2.2) part (iv), P
is not disjoint from S = R \ P , which is impossible. Therefore S−1P is a proper ideal
containing every maximal ideal, so it must be the unique maximal ideal. ♣

1.2.10 Remark

It is convenient to write the ideal S−1I as IRP . There is no ambiguity, because the
product of an element of I and an arbitrary element of R belongs to I.

1.2.11 Localization of Modules

If M is an R-module and S a multiplicative subset of R, we can essentially repeat the
construction of (1.2.1) to form the localization of M by S, and thereby divide elements
of M by elements of S. If x, y ∈M and s, t ∈ S, we call (x, s) and (y, t) equivalent if for
some u ∈ S, we have u(tx − sy) = 0. The equivalence class of (x, s) is denoted by x/s,
and addition is defined by

x

s
+

y

t
=

tx + sy

st
.
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If a/s ∈ S−1R and x/t ∈ s−1M , we define

a

s

x

t
=

ax

st
.

In this way, S−1M becomes an S−1R-module. Exactly as in (1.2.2), if M and N are
submodules of an R-module L, then

S−1(M + N) = S−1M + S−1N and S−1(M ∩N) = (S−1M) ∩ (S−1N).

Problems For Section 1.2

1. Let M be a maximal ideal of R, and assume that for every x ∈ M, 1 + x is a unit.
Show that R is a local ring (with maximal idealM).
2. Show that if p is prime and n is a positive integer, then Z/pn

Z is a local ring with
maximal ideal (p).
3. For any field k, let R be the ring of rational functions f/g with f, g ∈ k[X1, . . . , Xn]
and g(a) 	= 0, where a is a fixed point of kn. Show that R is a local ring, and identify the
unique maximal ideal.

Let S be a multiplicative subset of the ring R. We are going to construct a mapping
from R-modules to S−1R-modules, and another mapping from R-module homomorphisms
to S−1R-module homomorphisms, as follows. If M is an R-module, we map M to S−1M .
If f : M → N is an R-module homomorphism, we define S−1f : S−1M → S−1N by

x

s
→ f(x)

s
.

Since f is a homomorphism, so is S−1f . In Problems 4-6, we study these mappings.
4. Let f : M → N and g : N → L be R-module homomorphisms. Show that S−1(g ◦f) =
(S−1g) ◦ (S−1f). Also, if 1M is the identity mapping on M , show that S−11M = 1S−1M .
Thus we have a functor S−1, called the localization functor, from the category of R-
modules to the category of S−1R-modules.
5. If

M
f−−−−→ N

g−−−−→ L

is an exact sequence of R-modules, show that

S−1M
S−1f−−−−→ S−1N

S−1g−−−−→ S−1L

is exact. Thus S−1 is an exact functor.
6. If M is an R-module and S is a multiplicative subset of R, denote S−1M by MS . If
N is a submodule of M , show that (M/N)S

∼= MS/NS .



Chapter 2

Norms, Traces and
Discriminants

We continue building our algebraic background to prepare for algebraic number theory.

2.1 Norms and Traces

2.1.1 Definitions and Comments

If E/F is a field extension of finite degree n, then in particular, E is a finite-dimensional
vector space over F , and the machinery of basic linear algebra becomes available. If x is
any element of E, we can study the F -linear transformation m(x) given by multiplication
by x, that is, m(x)y = xy. We define the norm and the trace of x, relative to the extension
E/F , as

NE/F (x) = detm(x) and TE/F (x) = trace m(x).

We will write N(x) and T (x) if E/F is understood. If the matrix A(x) = [aij(x)] repre-
sents m(x) with respect to some basis for E over F , then the norm of x is the determinant
of A(x) and the trace of x is the trace of A(x), that is, the sum of the main diagonal
entries. The characteristic polynomial of x is defined as the characteristic polynomial of
the matrix A(x), that is,

charE/F (x) = det[XI −A(x)]

where I is an n by n identity matrix. It follows from the definitions that the norm, the
trace and the coefficients of the characteristic polynomial are elements belonging to the
base field F .

2.1.2 Example

Let E = C and F = R. A basis for C over R is {1, i} and, with x = a + bi, we have

(a + bi)(1) = a(1) + b(i) and (a + bi)(i) = −b(1) + a(i).

1
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Thus

A(a + bi) =
[
a −b
b a

]
.

The norm, trace and characteristic polynomial of a + bi are

N(a + bi) = a2 + b2, T (a + bi) = 2a, char(a + bi) = X2 − 2aX + a2 + b2.

The computation is exactly the same if E = Q(i) and F = Q.

2.1.3 Some Basic Properties

Notice that in (2.1.2), the coefficient of the second highest power of X in the characteristic
polynomial is minus the trace, and the constant term is the norm. In general, it follows
from the definition of characteristic polynomial that

char(x) = Xn − T (x)Xn−1 + · · ·+ (−1)nN(x). (1)

[The only terms multiplying Xn−1 in the expansion of the determinant defining the char-
acteristic polynomial are −aii(x), i = 1, . . . , n. Set X = 0 to show that the constant term
of char(x) is (−1)n det A(x).]

If x, y ∈ E and a, b ∈ F , then

T (ax + by) = aT (x) + bT (y) and N(xy) = N(x)N(y). (2)

[This holds because m(ax + by) = am(x) + bm(y) and m(xy) = m(x) ◦m(y).]

If a ∈ F , then

N(a) = an, T (a) = na, and char(a) = (X − a)n. (3)

[Note that the matrix representing multiplication by the element a in F is aI.]

It is natural to look for a connection between the characteristic polynomial of x and
the minimal polynomial min(x, F ) of x over F .

2.1.4 Proposition

charE/F (x) = [min(x, F )]r, where r = [E : F (x)].

Proof. First assume that r = 1, so that E = F (x). By the Cayley-Hamilton theorem,
the linear transformation m(x) satisfies char(x). Since m(x) is multiplication by x, it
follows that x itself is a root of char(x). Thus min(x, F ) divides char(x), and since both
polynomials are monic of degree n, the result follows. In the general case, let y1, . . . , ys

be a basis for F (x) over F , and let z1, . . . , zr be a basis for E over F (x). Then the yizj

form a basis for E over F . Let A = A(x) be the matrix representing multiplication by x
in the extension F (x)/F , so that xyi =

∑
k akiyk and x(yizj) =

∑
k aki(ykzj). Order the
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basis for E/F as y1z1, y2z1, . . . , ysz1; y1z2, y2z2 . . . , ysz2; · · · ; y1zr, y2zr, . . . , yszr. Then
m(x) is represented in E/F as





A 0 · · · 0
0 A · · · 0
...

...
...

0 0 · · · A





with r blocks, each consisting of the s by s matrix A. Thus charE/F (x) = [det(XI−A)]r,
which by the r = 1 case coincides with [min(x, F )]r. ♣

2.1.5 Corollary

Let [E : F ] = n and [F (x) : F ] = d. Let x1, . . . , xd be the roots of min(x, F ), counting
multiplicity, in a splitting field. Then

N(x) = (
d∏

i=1

xi)n/d, T (x) =
n

d

d∑

i=1

xi, char(x) = [
d∏

i=1

(X − xi)]n/d.

Proof. The formula for the characteristic polynomial follows from (2.1.4). By (2.1.3),
the norm is (−1)n times the constant term of char(x). Evaluating the characteristic
polynomial at X = 0 produces another factor of (−1)n, which yields the desired expression
for the norm. Finally, if min(x, F ) = Xd +ad−1X

d−1 + · · ·+a1X +a0, then the coefficient
of Xn−1 in [min(x, F )]n/d is (n/d)ad−1 = −(n/d)

∑d
i=1 xi. Since the trace is the negative

of this coefficient [see (2.1.3)], the result follows. ♣
If E is a separable extension of F , there are very useful alternative expressions for the

trace, norm and characteristic polynomial.

2.1.6 Proposition

Let E/F be a separable extension of degree n, and let σ1, . . . , σn be the distinct F -
embeddings (that is, F -monomorphisms) of E into an algebraic closure of E, or equally
well into a normal extension L of F containing E. Then

NE/F (x) =
n∏

i=1

σi(x), TE/F (x) =
n∑

i=1

σi(x), charE/F (x) =
n∏

i=1

(X − σi(x)).

Proof. Each of the d distinct F -embeddings τi of F (x) into L takes x into a unique
conjugate xi, and extends to exactly n/d = [E : F (x)] F -embeddings of E into L, all
of which also take x to xi. Thus the list of elements {σ1(x), . . . , σn(x)} consists of the
τi(x) = xi, i = 1, . . . , d, each appearing n/d times. The result follows from (2.1.5). ♣

We may now prove a basic transitivity property.
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2.1.7 Transitivity of Trace and Norm

If F ≤ K ≤ E, where E/F is finite and separable, then

TE/F = TK/F ◦ TE/K and NE/F = NK/F ◦NE/K .

Proof. Let σ1, . . . , σn be the distinct F -embeddings of K into L, and let τ1, . . . , τm be
the distinct K-embeddings of E into L, where L is the normal closure of E over F . Then
L/F is Galois, and each mapping σi and τj extends to an automorphism of L. Therefore
it makes sense to allow the mappings to be composed. By (2.1.6),

TK/F (TE/K(x)) =
n∑

i=1

σi(
m∑

j=1

τj(x)) =
n∑

i=1

m∑

j=1

σi(τj(x)).

Each σiτj = σi ◦ τj is an F -embedding of of E into L, and the number of mappings
is given by mn = [E : K][K : F ] = [E : F ]. Furthermore, the σiτj are distinct when
restricted to E. For if σiτj = σkτl on E, then σi = σk on K, because τj and τk coincide
with the identity on K. Thus i = k, so that τj = τl on E. But then j = l. By (2.1.6),
TK/F (TE/K(x)) = TE/F (x). The norm is handled the same way, with sums replaced by
products. ♣

Here is another application of (2.1.6).

2.1.8 Proposition

If E/F is a finite separable extension, then the trace TE/F (x) cannot be 0 for every x ∈ E.

Proof. If T (x) = 0 for all x, then by (2.1.6),
∑n

i=1 σi(x) = 0 for all x. This contradicts
Dedekind’s lemma on linear independence of monomorphisms. ♣

2.1.9 Remark

A statement equivalent to (2.1.8) is that if E/F is finite and separable, then the trace
form, that is, the bilinear form (x, y) → TE/F (xy), is nondegenerate. In other words, if
T (xy) = 0 for all y, then x = 0. Going from (2.1.9) to (2.1.8) is immediate, so assume
T (xy) = 0 for all y, with x 
= 0. Let x0 be a nonzero element with zero trace, as provided
by (2.1.8). Choose y so that xy = x0 to produce a contradiction.

2.1.10 Example

Let x = a + b
√

m be an element of the quadratic extension Q(
√

m)/Q, where m is a
square-free integer. We will find the trace and norm of x.

The Galois group of the extension consists of the identity and the automorphism
σ(a + b

√
m) = a− b

√
m. Thus by (2.1.6),

T (x) = x + σ(x) = 2a, and N(x) = xσ(x) = a2 −mb2.
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Problems For Section 2.1

1. If E = Q(θ) where θ is a root of the irreducible cubic X3 − 3X + 1, find the norm and
trace of θ2.
2. Find the trace of the primitive 6th root of unity ω in the cyclotomic extension Q6 =
Q(ω).
3. Let θ be a root of X4 − 2 over Q. Find the trace over Q of θ, θ2, θ3 and

√
3θ.

4. Continuing Problem 3, show that
√

3 cannot belong to Q[θ].

2.2 The Basic Setup For Algebraic Number Theory

2.2.1 Assumptions

Let A be an integral domain with fraction field K, and let L be a finite separable extension
of K. Let B be the set of elements of L that are integral over A, that is, B is the integral
closure of A in L. The diagram below summarizes the information.

L B

K A

In the most important special case, A = Z, K = Q, L is a number field, that is, a finite
(necessarily separable) extension of Q, and B is the ring of algebraic integers of L. From
now on, we will refer to (2.2.1) as the AKLB setup.

2.2.2 Proposition

If x ∈ B, then the coefficients of charL/K(x) and min(x, K) are integral over A. In
particular, TL/K(x) and NL/K(x) are integral over A, by (2.1.3). If A is integrally closed,
then the coefficients belong to A.

Proof. The coefficients of min(x, K) are sums of products of the roots xi, so by (2.1.4),
it suffices to show that the xi are integral over A. Each xi is a conjugate of x over K, so
there is a K-isomorphism τi : K(x) → K(xi) such that τi(x) = xi. If we apply τi to an
equation of integral dependence for x over A, we get an equation of integral dependence
for xi over A. Since the coefficients belong to K [see (2.1.1)], they must belong to A if A
is integrally closed. ♣

2.2.3 Corollary

Assume A integrally closed, and let x ∈ L. Then x is integral over A, that is, x ∈ B, if
and only if the minimal polynomial of x over K has coefficients in A.

Proof. If min(x, K) ∈ A[X], then x is integral over A by definition of integrality. (See
(1.1.1); note also that A need not be integrally closed for this implication.) The converse
follows from (2.2.2). ♣
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2.2.4 Corollary

An algebraic integer a that belongs to Q must in fact belong to Z.

Proof. The minimal polynomial of a over Q is X − a, so by (2.2.3), a ∈ Z. ♣

2.2.5 Quadratic Extensions of the Rationals

We will determine the algebraic integers of L = Q(
√

m), where m is a square-free integer
(a product of distinct primes). The restriction on m involves no loss of generality, for
example, Q(

√
12) = Q(

√
3).

A remark on notation: To make sure there is no confusion between algebraic integers
and ordinary integers, we will often use the term “rational integer” for a member of Z.

Now by (2.1.10) and (2.1.3), the minimal polynomial overQ of the element a+b
√

m ∈ L
(with a, b ∈ Q) is X2 − 2aX + a2 − mb2. By (2.2.3), a + b

√
m is an algebraic integer

if and only if 2a and a2 −mb2 are rational integers. In this case, we also have 2b ∈ Z.
For we have (2a)2 −m(2b)2 = 4(a2 −mb2) ∈ Z, so m(2b)2 ∈ Z. If 2b is not a rational
integer, its denominator would included a prime factor p, which would appear as p2 in
the denominator of (2b)2. Multiplication of (2b)2 by m cannot cancel the p2 because m
is square-free, and the result follows.

Here is a more convenient way to characterize the algebraic integers of a quadratic
field.

2.2.6 Proposition

The set B of algebraic integers of Q(
√

m), m square-free, can be described as follows.

(i) If m 
≡ 1 mod 4, then B consists of all a + b
√

m, a, b ∈ Z;

(ii) If m ≡ 1 mod 4, then B consists of all (u/2) + (v/2)
√

m, u, v ∈ Z, where u and v
have the same parity (both even or both odd).

[Note that since m is square-free, it is not divisible by 4, so the condition in (i) can be
written as m ≡ 2 or 3 mod 4.]

Proof. By (2.2.5), the algebraic integers are of the form (u/2)+ (v/2)
√

m, where u, v ∈ Z
and (u2 −mv2)/4 ∈ Z, that is, u2 −mv2 ≡ 0 mod 4. It follows that u and v have the
same parity. [The square of an even number is congruent to 0 mod 4, and the square of
an odd number is congruent to 1 mod 4.] Moreover, the “both odd” case can only occur
when m ≡ 1 mod 4. The “both even” case is equivalent to u/2, v/2 ∈ Z, and we have
the desired result. ♣

When we introduce integral bases in the next section, we will have an even more
convenient way to describe the algebraic integers of Q(

√
m).

If [L : K] = n, then a basis for L/K consists of n elements of L that are linearly
independent over K. In fact we can assemble a basis using only elements of B.

2.2.7 Proposition

There is a basis for L/K consisting entirely of elements of B.
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Proof. Let x1, . . . , xn be a basis for L over K. Each xi is algebraic over K, and therefore
satisfies a polynomial equation of the form

amxm
i + · · ·+ a1xi + a0 = 0

with am 
= 0 and the ai ∈ A. (Initially, we only have ai ∈ K, but then ai is the ratio of
two elements of A, and we can form a common denominator.) Multiply the equation by
am−1

m to obtain an equation of integral dependence for yi = amxi over A. The yi form
the desired basis. ♣

2.2.8 Corollary of the Proof

If x ∈ L, then there is a nonzero element a ∈ A and an element y ∈ B such that x = y/a.
In particular, L is the fraction field of B.
Proof. In the proof of (2.2.7), take xi = x, am = a, and yi = y. ♣

In Section 2.3, we will need a standard result from linear algebra. We state the result
now, and an outline of the proof is given in the exercises.

2.2.9 Theorem

Suppose we have a nondegenerate symmetric bilinear form on an n-dimensional vector
space V , written for convenience using inner product notation (x, y). If x1, . . . , xn is any
basis for V , then there is a basis y1, . . . , yn for V , called the dual basis referred to V , such
that

(xi, yj) = δij =

{
1, i = j

0, i 
= j.

Problems For Section 2.2

1. Let L = Q(α), where α is a root of the irreducible quadratic X2 +bX +c, with b, c ∈ Q.
Show that L = Q(

√
m) for some square-free integer m. Thus the analysis of this section

covers all possible quadratic extensions of Q.
2. Show that the quadratic extensions Q(

√
m), m square-free, are all distinct.

3. Continuing Problem 2, show that in fact no two distinct quadratic extensions of Q are
Q-isomorphic.

Cyclotomic fields do not exhibit the same behavior. Let ωn = ei2π/n, a primitive nth

root of unity. By a direct computation, we have ω2
2n = ωn and

−ωn+1
2n = −eiπ(n+1)/n = eiπeiπeiπ/n = ω2n.

4. Show that if n is odd, then Q(ωn) = Q(ω2n).
5. Give an example of a quadratic extension of Q that is also a cyclotomic extension.

We now indicate how to prove (2.2.9).
6. For any y in the finite-dimensional vector space V , the mapping x→ (x, y) is a linear
form l(y) on V , that is, a linear map from V to the field of scalars. Show that the linear
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transformation y → l(y) from V to V ∗ (the space of all linear forms on V ) is injective.
7. Show that any linear form on V is l(y) for some y.
8. Let f1, . . . , fn be the dual basis corresponding to x1, . . . , xn. Thus each fj belongs to
V ∗ (not V ) and fj(xi) = δij . If fj = l(yj), show that y1, . . . , yn is the required dual basis
referred to V .
9. Show that xi =

∑n
j=1(xi, yj). Thus in order to compute the dual basis referred to V ,

we must invert the matrix ((xi, yj)).

2.3 The Discriminant

The discriminant of a polynomial is familiar from basic algebra, and there is also a dis-
criminant in algebraic number theory. The two concepts are unrelated at first glance, but
there is a connection between them. We assume the basic AKLB setup of (2.2.1), with
n = [L : K].

2.3.1 Definition

If n = [L : K], the discriminant of the n-tuple x = (x1, . . . , xn) of elements of L is

D(x) = det(TL/K(xixj)).

Thus we form a matrix whose ij entry is the trace of xixj , and take the determinant of
the matrix; by (2.1.1), D(x) ∈ K. If x ∈ B, then by (2.2.2), D(x) is integral over A, that
is, D(x) ∈ B. Thus if A is integrally closed amd x ∈ B, then D(x) belongs to A.

The discriminant behaves quite reasonably under linear transformation.

2.3.2 Lemma

If y = Cx, where C is an n by n matrix over K and x and y are n-tuples written as
column vectors, then D(y) = (detC)2D(x).
Proof. The trace of yrys is

T (
∑

i,j

cricsjxixj) =
∑

i,j

criT (xixj)csj

hence

(T (yrys)) = C(T (xixj))C ′

where C ′ is the transpose of C. The result follows upon taking determinants. ♣
Here is an alternative expression for the discriminant.

2.3.3 Lemma

Let σ1, . . . , σn be the distinct K-embeddings of L into an algebraic closure of L, as in
(2.1.6). Then D(x) = [det(σi(xj))]2.
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Thus we form the matrix whose ij element is σi(xj), take the determinant and square
the result.

Proof. By (2.1.6),

T (xixj) =
∑

k

σk(xixj) =
∑

k

σk(xi)σk(xj)

so if H is the matrix whose ij entry is σi(xj), then (T (xixj)) = H ′H, and again the result
follows upon taking determinants. ♣

The discriminant “discriminates” between bases and non-bases, as follows.

2.3.4 Proposition

If x = (x1, . . . , xn), then the xi form a basis for L over K if and only if D(x) 
= 0.

Proof. If
∑

j cjxj = 0, with the cj ∈ K and not all 0, then
∑

j cjσi(xj) = 0 for all i, so
the columns of the matrix H = (σi(xj)) are linearly dependent. Thus linear dependence
of the xi implies that D(x) = 0. Conversely, assume that the xi are linearly independent,
and therefore a basis because n = [L : K]. If D(x) = 0, then the rows of H are linearly
dependent, so for some ci ∈ K, not all 0, we have

∑
i ciσi(xj) = 0 for all j. Since the xj

form a basis, it follows that
∑

i ciσi(u) = 0 for all u ∈ L, so the monomorphisms σi are
linearly dependent. This contradicts Dedekind’s lemma. ♣

We now make the connection between the discriminant defined above and the discrim-
inant of a polynomial.

2.3.5 Proposition

Assume that L = K(x), and let f be the minimal polynomial of x over K. Let D be the
discriminant of the basis 1, x, x2, . . . , xn−1 over K, and let x1, . . . , xn be the roots of f
in a splitting field, with x1 = x. Then D coincides with

∏
i<j(xi − xj)2, the discriminant

of the polynomial f .

Proof. Let σi be the K-embedding that takes x to xi, i = 1, . . . , n. Then σi(xj) =
xj

i , 0 ≤ j ≤ n− 1. By (2.3.3), D is the square of the determinant of the matrix

V =





1 x1 x2
1 · · · xn−1

1

1 x2 x2
2 · · · xn−1

2
...

...
...

. . .
...

1 xn x2
n · · · xn−1

n



 .

But detV is a Vandermonde determinant, whose value is
∏

i<j(xj − xi), and the result
follows. ♣

Proposition (2.3.5) yields a formula that is often useful in computing the discriminant.
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2.3.6 Corollary

Under the hypothesis of (2.3.5),

D = (−1)(
n
2)NL/K(f ′(x))

where f ′ is the derivative of f .

Proof. Let c = (−1)(
n
2). By (2.3.5),

D =
∏

i<j

(xi − xj)2 = c
∏

i �=j

(xi − xj) = c
∏

i

∏

j �=i

(xi − xj).

But f(X) = (X − x1) · · · (X − xn), so

f ′(xi) =
∑

k

∏

j �=k

(X − xj)

with X replaced by xi. When the substitution X = xi is carried out, only the k = i term
is nonzero, hence

f ′(xi) =
∏

j �=i

(xi − xj).

Consequently,

D = c
n∏

i=1

f ′(xi).

But

f ′(xi) = f ′(σi(x)) = σi(f ′(x))

so by (2.1.6),

D = cNL/K(f ′(x)). ♣

2.3.7 Definitions and Comments

In the AKLB setup with [L : K] = n, suppose that B turns out to be a free A-module
of rank n. A basis for this module is said to be an integral basis of B (or of L). An
integral basis is, in particular, a basis for L over K, because linear independence over A
is equivalent to linear independence over the fraction field K. We will see shortly that an
integral basis always exists when L is a number field. In this case, the discriminant is the
same for all integral bases. It is called the field discriminant.
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2.3.8 Theorem

If A is integrally closed, then B is a submodule of a free A-module of rank n. If A is a
PID, then B itself is free of rank n over A, so B has an integral basis.

Proof. By (2.1.9), the trace is a nondegenerate symmetric bilinear form defined on the
n-dimensional vector space L over K. By (2.2.2), the trace of any element of B belongs to
A. Now let x1, . . . , xn be any basis for L over K consisting of elements of B [see (2.2.7)],
and let y1, . . . , yn be the dual basis referred to L [see (2.2.9)]. If z ∈ B, then we can write
z =

∑
j=1 ajyj with the aj ∈ K. We know that the trace of xiz belongs to A, and we

also have

T (xiz) = T (
n∑

j=1

ajxiyj) =
n∑

j=1

ajT (xiyj) =
n∑

j=1

ajδij = ai.

Thus each ai belongs to A, so that B is an A-submodule of the free A-module ⊕n
j=1Ayj .

Moreover, B contains the free A-module ⊕n
j=1Axj . Consequently, if A is a principal ideal

domain, then B is free over A of rank exactly n. ♣

2.3.9 Corollary

The set B of algebraic integers in any number field L is a free Z-module of rank n = [L : Q].
Therefore B has an integral basis. The discriminant is the same for every integral basis.

Proof. Take A = Z in (2.3.8) to show that B has an integral basis. The transformation
matrix C between two integral bases [see (2.3.2)] is invertible, and both C and C−1 have
rational integer coefficients. Take determinants in the equation CC−1 = I to conclude
that detC is a unit in Z. Therefore detC = ±1, so by (2.3.2), all integral bases have the
same discriminant. ♣

2.3.10 Remark

A matrix C with coefficients in Z is said to be unimodular if C−1 also has coefficients
in Z. We have just seen that a unimodular matrix has determinant ±1. Conversely, a
matrix over Z with determinant ±1 is unimodular, by Cramer’s rule.

2.3.11 Theorem

Let B be the algebraic integers of Q(
√

m), where m is a square-free integer.

(i) If m 
≡ 1 mod 4, then 1 and
√

m form an integral basis, and the field discriminant is
d = 4m.

(ii) If m ≡ 1 mod 4, then 1 and (1+
√

m)/2 form an integral basis, and the field discrim-
inant is d = m.

Proof.

(i) By (2.2.6), 1 and
√

m span B over Z, and they are linearly independent because
√

m
is irrational. By (2.1.10), the trace of a + b

√
m is 2a, so by (2.3.1), the field discriminant



12 CHAPTER 2. NORMS, TRACES AND DISCRIMINANTS

is
∣∣∣∣
2 0
0 2m

∣∣∣∣ = 4m.

(ii) By (2.2.6), 1 and (1 +
√

m)/2 are algebraic integers. To show that they span B,
consider (u + v

√
m)/2, where u and v have the same parity. Then

1
2
(u + v

√
m) = (

u− v

2
)(1) + v [

1
2
(1 +

√
m)]

with (u− v)/2 and v in Z. To prove linear independence, assume that a, b ∈ Z and

a + b [
1
2
(1 +

√
m)] = 0.

Then 2a + b + b
√

m = 0, which forces a = b = 0. Finally, by (2.1.10), (2.3.1), and the
computation [(1 +

√
m)/2]2 = (1 + m)/4 +

√
m/2, the field discriminant is

∣∣∣∣
2 1
1 (1 + m)/2

∣∣∣∣ = m. ♣

Problems For Section 2.3

Problems 1-3 outline the proof of Stickelberger’s theorem, which states that the discrimi-
nant of any n-tuple in a number field is congruent to 0 or 1 mod 4.
1. Let x1, . . . , xn be arbitrary algebraic integers in a number field, and consider the
determinant of the matrix (σi(xj)), as in (2.3.3). The direct expansion of the determinant
has n! terms. let P be the sum of those terms in the expansion that have plus signs in front
of them, and N the sum of those terms prefixed by minus signs. Thus the discriminant D
of (x1, . . . , xn) is (P −N)2. Show that P + N and PN are fixed by each σi, and deduce
that P + N and PN are rational numbers.
2. Show that P + N and PN are rational integers.
3. Show that D ≡ 0 or 1 mod 4.
4. Let L be a number field of degree n over Q, and let y1, . . . , yn be a basis for L over
Q consisting of algebraic integers. Let x1, . . . , xn be an integral basis. Show that if
the discriminant D(y1, . . . , yn) is square-free, then each xi can be expressed as a linear
combination ot the yj with integer coefficients.
5. Continuing Problem 4, show that if D(y1, . . . , yn) is square-free, then y1, . . . , yn is an
integral basis.
6. Is the converse of the result of problem 5 true?



Chapter 3

Dedekind Domains

3.1 The Definition and Some Basic Properties

We identify the natural class of integral domains in which unique factorization of ideals
is possible.

3.1.1 Definition

A Dedekind domain is an integral domain A satisfying the following three conditions:
(1) A is a Noetherian ring;
(2) A is integrally closed;
(3) Every nonzero prime ideal of A is maximal.

A principal ideal domain satisfies all three conditions, and is therefore a Dedekind
domain. We are going to show that in the AKLB setup, if A is a Dedekind domain, then
so is B, a result that provides many more examples and already suggests that Dedekind
domains are important in algebraic number theory.

3.1.2 Proposition

In the AKLB setup, B is integrally closed, regardless of A. If A is an integrally closed
Noetherian ring, then B is also a Noetherian ring, as well as a finitely generated A-module.
Proof. By (1.1.6), B is integrally closed in L, which is the fraction field of B by (2.2.8).
Therefore B is integrally closed. If A is integrally closed, then by (2.3.8), B is a submodule
of a free A-module M of rank n. If A is Noetherian, then M , which is isomorphic to the
direct sum of n copies of A, is a Noetherian A-module, hence so is the submodule B. An
ideal of B is, in particular, an A-submodule of B, hence is finitely generated over A and
therefore over B. It follows that B is a Noetherian ring. ♣

3.1.3 Theorem

In the AKLB setup, if A is a Dedekind domain, then so is B. In particular, the ring of
algebraic integers in a number field is a Dedekind domain.

1
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Proof. In view of (3.1.2), it suffices to show that every nonzero prime ideal Q of B is
maximal. Choose any nonzero element x of Q. Since x ∈ B, x satisfies a polynomial
equation

xm + am−1x
m−1 + · · ·+ a1x + a0 = 0

with the ai ∈ A. If we take the positive integer m as small as possible, then a0 �= 0 by
minimality of m. Solving for a0, we see that a0 ∈ Bx ∩ A ⊆ Q ∩ A, so the prime ideal
P = Q ∩ A is nonzero, hence maximal by hypothesis. By Section 1.1, Problem 6, Q is
maximal. ♣

Problems For Section 3.1

This problem set will give the proof of a result to be used later. Let P1, P2, . . . , Ps, s ≥ 2,
be ideals in a ring R, with P1 and P2 not necessarily prime, but P3, . . . , Ps prime (if
s ≥ 3). Let I be any ideal of R. The idea is that if we can avoid the Pj individually, in
other words, for each j we can find an element in I but not in Pj , then we can avoid all
the Pj simultaneously, that is, we can find a single element in I that is in none of the Pj .
The usual statement is the contrapositive of this assertion.

Prime Avoidance Lemma

With I and the Pi as above, if I ⊆ ∪s
i=1Pi, then for some i we have I ⊆ Pi.

1. Suppose that the result is false. Show that without loss of generality, we can assume
the existence of elements ai ∈ I with ai ∈ Pi but ai /∈ P1 ∪ · · · ∪ Pi−1 ∪ Pi+1 ∪ · · · ∪ Ps.
2. Prove the result for s = 2.
3. Now assume s > 2, and observe that a1a2 · · · as−1 ∈ P1 ∩ · · · ∩ Ps−1, but as /∈
P1 ∪ · · · ∪ Ps−1. Let a = (a1 · · · as−1) + as, which does not belong to P1 ∪ · · · ∪ Ps−1, else
as would belong to this set. Show that a ∈ I and a /∈ P1 ∪ · · · ∪ Ps, contradicting the
hypothesis.

3.2 Fractional Ideals

Our goal is to establish unique factorization of ideals in a Dedekind domain, and to do
this we will need to generalize the notion of ideal. First, some preliminaries.

3.2.1 Products of Ideals

Recall that if I1, . . . , In are ideals, then their product I1 · · · In is the set of all finite sums∑
i a1ia2i · · · ani, where aki ∈ Ik, k = 1, . . . , n. It follows from the definition that I1 · · · In

is an ideal contained in each Ij . Moreover, if a prime ideal P contains a product I1 · · · In

of ideals, then P contains Ij for some j.
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3.2.2 Proposition

If I is a nonzero ideal of the Noetherian integral domain R, then I contains a product of
nonzero prime ideals.
Proof. Assume the contrary. If S is the collection of all nonzero ideals that do not contain
a product of nonzero prime ideals, then, as R is Noetherian, S has a maximal element J ,
and J cannot be prime because it belongs to S. Thus there are elements a, b ∈ R such
that a /∈ J, b /∈ J , and ab ∈ J . By maximality of J , the ideals J + Ra and J + Rb each
contain a product of nonzero prime ideals, hence so does (J +Ra)(J +Rb) ⊆ J +Rab = J .
This is a contradiction. (Notice that we must use the fact that a product of nonzero ideals
is nonzero, and this is where the hypothesis that R is an integral domain comes in.) ♣

3.2.3 Corollary

If I is an ideal of the Noetherian ring R (not necessarily an integral domain), then I
contains a product of prime ideals.
Proof. Repeat the proof of (3.2.2), with the word “nonzero” deleted. ♣

Ideals in the ring of integers are of the form nZ, the set of multiples of n. A set of
the form (3/2)Z is not an ideal because it is not a subset of Z, yet it behaves in a similar
manner. The set is closed under addition and multiplication by an integer, and it becomes
an ideal of Z if we simply multiply all the elements by 2. It will be profitable to study
sets of this type.

3.2.4 Definitions

Let R be an integral domain with fraction field K, and let I be an R-submodule of K.
We say that I is a fractional ideal of R if rI ⊆ R for some nonzero r ∈ R. We call r a
denominator of I. An ordinary ideal of R is a fractional ideal (take r = 1), and will often
be referred to as an integral ideal.

3.2.5 Lemma

(i) If I is a finitely generated R-submodule of K, then I is a fractional ideal.
(ii) If R is Noetherian and I is a fractional ideal of R, then I is a finitely generated
R-submodule of K.
(iii) If I and J are fractional ideals with denominators r and s respectively, then I∩J, I+J
and IJ are fractional ideals with respective denominators r (or s), rs and rs. [The product
of fractional ideals is defined exactly as in (3.2.1).]
Proof.
(i) If x1 = a1/b1, . . . , xn = an/bn generate I and b = b1 · · · bn, then bI ⊆ R.
(ii) If rI ⊆ R, then I ⊆ r−1R. As an R-module, r−1R is isomorphic to R and is therefore
Noetherian. Consequently, I is finitely generated.
(iii) It follows from the definition (3.2.4) that the intersection, sum and product of frac-
tional ideals are fractional ideals. The assertions about denominators are proved by noting
that r(I ∩ J) ⊆ rI ⊆ R, rs(I + J) ⊆ rI + sJ ⊆ R, and rsIJ = (rI)(sJ) ⊆ R. ♣
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The product of two nonzero fractional ideals is a nonzero fractional ideal, and the
multiplication is associative because multiplication in R is associative. There is an identity
element, namely R, since RI ⊆ I = 1I ⊆ RI. We will show that if R is a Dedekind domain,
then every nonzero fractional ideal has a multiplicative inverse, so the nonzero fractional
ideals form a group.

3.2.6 Lemma

Let I be a nonzero prime ideal of the Dedekind domain R, and let J be the set of all
elements x ∈ K such that xI ⊆ R. Then R ⊂ J .
Proof. Since RI ⊆ R, it follows that R is a subset of J . Pick a nonzero element a ∈ I,
so that I contains the principal ideal Ra. Let n be the smallest positive integer such
that Ra contains a product P1 · · ·Pn of n nonzero prime ideals. Since R is Noetherian,
there is such an n by (3.2.2), and by (3.2.1), I contains one of the Pi, say P1. But in a
Dedekind domain, every nonzero prime ideal is maximal, so I = P1. Assuming n ≥ 2, set
I1 = P2 · · ·Pn, so that Ra �⊇ I1 by minimality of n. Choose b ∈ I1 with b /∈ Ra. Now
II1 = P1 · · ·Pn ⊆ Ra, in particular, Ib ⊆ Ra, hence Iba−1 ⊆ R. (Note that a has an
inverse in K but not necessarily in R.) Thus ba−1 ∈ J , but ba−1 /∈ R, for if so, b ∈ Ra,
contradicting the choice of b.

The case n = 1 must be handled separately. In this case, P1 = I ⊇ Ra ⊇ P1, so
I = Ra. Thus Ra is a proper ideal, and we can choose b ∈ R with b /∈ Ra. Then
ba−1 /∈ R, but ba−1I = ba−1Ra = bR ⊆ R, so ba−1 ∈ J . ♣

We now prove that in (3.2.6), J is the inverse of I.

3.2.7 Proposition

Let I be a nonzero prime ideal of the Dedekind domain R, and let J = {x ∈ K : xI ⊆ R}.
Then J is a fractional ideal and IJ = R.
Proof. If r is a nonzero element of I and x ∈ J , then rx ∈ R, so rJ ⊆ R and J is a
fractional ideal. Now IJ ⊆ R by definition of J , so IJ is an integral ideal. Using (3.2.6),
we have I = IR ⊆ IJ ⊆ R, and maximality of I implies that either IJ = I or IJ = R.
In the latter case, we are finished, so assume IJ = I.

If x ∈ J , then xI ⊆ IJ = I, and by induction, xnI ⊆ I for all n = 1, 2, . . . . Let r be
any nonzero element of I. Then rxn ∈ xnI ⊆ I ⊆ R, so R[x] is a fractional ideal. Since
R is Noetherian, part (ii) of (3.2.5) implies that R[x] is a finitely generated R-submodule
of K. By (1.1.2), x is integral over R. But R, a Dedekind domain, is integrally closed, so
x ∈ R. Therefore J ⊆ R, contradicting (3.2.6). ♣

The following basic property of Dedekind domains can be proved directly from the
definition, without waiting for the unique factorization of ideals.

3.2.8 Theorem

If R is a Dedekind domain, then R is a UFD if and only if R is a PID.
Proof. Recall from basic algebra that a (commutative) ring R is a PID iff R is a UFD
and every nonzero prime ideal of R is maximal. ♣
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Problems For Section 3.2

1. If I and J are relatively prime ideals (I + J = R), show that IJ = I ∩ J . More
generally, if I1, . . . , In are relatively prime in pairs, show that I1 · · · In = ∩n

i=1Ii.
2. Let P1 and P2 be relatively prime ideals in the ring R. Show that P r

1 and P s
2 are

relatively prime for arbitrary positive integers r and s.
3. Let R be an integral domain with fraction field K. If K is a fractional ideal of R, show
that R = K.

3.3 Unique Factorization of Ideals

In the previous section, we inverted nonzero prime ideals in a Dedekind domain. We now
extend this result to nonzero fractional ideals.

3.3.1 Theorem

If I is a nonzero fractional ideal of the Dedekind domain R, then I can be factored uniquely
as Pn1

1 Pn2
2 · · ·Pnr

r , where the ni are integers. Consequently, the nonzero fractional ideals
form a group under multiplication.

Proof. First consider the existence of such a factorization. Without loss of generality, we
can restrict to integral ideals. [Note that if r �= 0 and rI ⊆ R, then I = (rR)−1(rI).] By
convention, we regard R as the product of the empty collection of prime ideals, so let S
be the set of all nonzero proper ideals of R that cannot be factored in the given form, with
all ni positive integers. (This trick will yield the useful result that the factorization of
integral ideals only involves positive exponents.) Since R is Noetherian, S, if nonempty,
has a maximal element I0, which is contained in a maximal ideal I. By (3.2.7), I has an
inverse fractional ideal J . Thus by (3.2.6) and (3.2.7),

I0 = I0R ⊆ I0J ⊆ IJ = R.

Therefore I0J is an integral ideal, and we claim that I0 ⊂ I0J . For if I0 = I0J , then the
last paragraph of the proof of (3.2.7) can be reproduced with I replaced by I0 to reach a
contradiction. By maximality of I0, I0J is a product of prime ideals, say I0J = P1 · · ·Pr

(with repetition allowed). Multiply both sides by the prime ideal I to conclude that I0 is
a product of prime ideals, contradicting I0 ∈ S. Thus S must be empty, and the existence
of the desired factorization is established.

To prove uniqueness, suppose that we have two prime factorizations

Pn1
1 · · ·Pnr

r = Qt1
1 · · ·Qts

s

where again we may assume without loss of generality that all exponents are positive.
(If P−n appears, multiply both sides by Pn.) Now P1 contains the product of the Pni

i ,
so by (3.2.1), P1 contains Qj for some j. By maximality of Qj , P1 = Qj , and we may
renumber so that P1 = Q1. Multiply by the inverse of P1 (a fractional ideal, but there is
no problem), and continue inductively to complete the proof. ♣
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3.3.2 Corollary

A nonzero fractional ideal I is an integral ideal if and only if all exponents in the prime
factorization of I are nonnegative.

Proof. The “only if” part was noted in the proof of (3.3.1). The “if” part follows because
a power of an integral ideal is still an integral ideal. ♣

3.3.3 Corollary

Denote by nP (I) the exponent of the prime ideal P in the factorization of I. (If P does
not appear, take nP (I) = 0.) If I1 and I2 are nonzero fractional ideals, then I1 ⊇ I2 if
and only if for every prime ideal P of R, nP (I1) ≤ nP (I2).

Proof. We have I2 ⊆ I1 iff I2I
−1
1 ⊆ R, and by (3.3.2), this happens iff for every P ,

nP (I2)− nP (I1) ≥ 0. ♣

3.3.4 Definition

let I1 and I2 be nonzero integral ideals. We say that I1divides I2 if I2 = JI1 for some
integral ideal J . Just as with integers, an equivalent statement is that each prime factor
of I1 is a factor of I2.

3.3.5 Corollary

If I1 and I2 are nonzero integral ideals, then I1 divides I2 if and only if I1 ⊇ I2. In other
words, for these ideals,

DIV IDES MEANS CONTAINS.

Proof. By (3.3.4), I1 divides I2 iff nP (I1) ≤ nP (I2) for every prime ideal P . By (3.3.3),
this is equivalent to I1 ⊇ I2. ♣

3.3.6 GCD’s and LCM’s

As a nice application of the principle that divides means contains, we can use the prime
factorization of ideals in a Dedekind domain to compute the greatest common divisor
and least common multiple of two nonzero ideals I and J , exactly as with integers. The
greatest common divisor is the smallest ideal containing both I and J , that is, I +J . The
least common multiple is the largest ideal contained in both I and J , which is I ∩ J .

A Dedekind domain comes close to being a principal ideal domain in the sense that
every nonzero integral ideal, in fact every nonzero fractional ideal, divides some principal
ideal.
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3.3.7 Proposition

let I be a nonzero fractional ideal of the Dedekind domain R. Then there is a nonzero
integral ideal J such that IJ is a principal ideal of R.
Proof. By (3.3.1), there is a nonzero fractional ideal I ′ such that II ′ = R. By definition
of fractional ideal, there is a nonzero element r ∈ R such that rI ′ is an integral ideal. If
J = rI ′, then IJ = Rr, a principal ideal of R. ♣

Problems For Section 3.3

By (2.3.11), the ring B of algebraic integers inQ(
√
−5) is Z[

√
−5]. In Problems 1-3, we will

show that Z[
√
−5] is not a unique factorization domain by considering the factorization

(1 +
√
−5)(1−

√
−5) = 2× 3.

1. By computing norms, verify that all four of the above factors are irreducible.
2. Show that the only units of B are ±1.
3. Show that no factor on one side of the above equation is an associate of a factor on
the other side, so unique factorization fails.
4. Show that the ring of algebraic integers in Q(

√
−17) is not a unique factorization

domain.
5. In Z[

√
−5] and Z

√
−17], the only algebraic integers of norm 1 are ±1. Show that this

property does not hold for the algebraic integers in Q(
√
−3).

3.4 Some Arithmetic in Dedekind Domains

Unique factorization of ideals in a Dedekind domain permits calculations that are analo-
gous to familiar manipulations involving ordinary integers. In this section, we illustrate
some of the ideas.

Let P1, . . . , Pn be distinct nonzero prime ideals of the Dedekind domain R, and let
J = P1 · · ·Pn. Let Qi be the product of the Pj with Pi omitted, that is,

Qi = P1 · · ·Pi−1Pi+1 · · ·Pn.

(If n = 1, we take Q1 = R.) If I is any nonzero ideal of R, then by unique factorization,
IQi ⊃ IJ . For each i = 1, . . . , n, choose an element ai belonging to IQi but not to IJ ,
and let a =

∑n
i=1 ai.

3.4.1 Lemma

The element a belongs to I, but for each i, a /∈ IPi. (In particular, a �= 0.)
Proof. Since each ai belongs to IQi ⊆ I, we have a ∈ I. Now ai cannot belong to IPi,
for if so, ai ∈ IPi ∩ IQi, which is the least common multiple of IPi and IQi [see (3.3.6)].
But by definition of Qi, the least common multiple is simply IJ , which contradicts the
choice of ai. We break up the sum defining a as follows:

a = (a1 + · · ·+ ai−1) + ai + (ai+1 + · · ·+ an). (1)
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If j �= i, then aj ∈ IQj ⊆ IPi, so the first and third terms of the right side of (1) belong
to IPi. Since ai /∈ IPi, as found above, we have a /∈ IPi. ♣

In (3.3.7), we found that any nonzero ideal is a factor of a principal ideal. We can
sharpen this result as follows.

3.4.2 Proposition

Let I be a nonzero ideal of the Dedekind domain R. Then there is a nonzero ideal I ′ such
that II ′ is a principal ideal (a). Moreover, if J is an arbitrary nonzero ideal of R, then I ′

can be chosen to be relatively prime to J .

Proof. Let P1, . . . , Pn be the distinct prime divisors of J , and choose a as in (3.4.1). Then
a ∈ I, so (a) ⊆ I. Since divides means contains [see (3.3.5)], I divides (a), so (a) = II ′

for some nonzero ideal I ′. If I ′ is divisible by Pi, then I ′ = PiI0 for some nonzero ideal
I0, and (a) = IPiI0. Consequently, a ∈ IPi, contradicting (3.4.1). ♣

3.4.3 Corollary

A Dedekind domain with only finitely many prime ideals is a PID.

Proof. Let J be the product of all the nonzero prime ideals. If I is any nonzero ideal,
then by (3.4.2) there is a nonzero ideal I ′ such that II ′ is a principal ideal (a), with I ′

relatively prime to J . But then the set of prime factors of I ′ is empty, so I ′ = R. Thus
(a) = II ′ = IR = I. ♣

The next result reinforces the idea that a Dedekind domain is not too far away from
a principal ideal domain.

3.4.4 Corollary

Let I be a nonzero ideal of the Dedekind domain R, and let a be any nonzero element of
I. Then I can be generated by two elements, one of which is a.

Proof. Since a ∈ I, we have (a) ⊆ I, so I divides (a), say (a) = IJ . By (3.4.2), there is
a nonzero ideal I ′ such that II ′ is a principal ideal (b) and I ′ is relatively prime to J . If
gcd stands for greatest common divisor, then the ideal generated by a and b is

gcd((a), (b)) = gcd(IJ, II ′) = I

because gcd(J, I ′) = (1). ♣

3.4.5 The Ideal Class Group

Let I(R) be the group of nonzero fractional ideals of a Dedekind domain R. If P (R) is
the subset of I(R) consisting of all nonzero principal fractional ideals Rx, x ∈ K, then
P (R) is a subgroup of I(R). To see this, note that (Rx)(Ry)−1 = (Rx)(Ry−1) = Rxy−1,
which belongs to P (R). The quotient group C(R) = I(R)/P (R) is called the ideal class
group of R. Since R is commutative, C(R) is abelian, and we will show later that C(R)
is finite.
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Let us verify that C(R) is trivial if and only if R is a PID. If C(R) is trivial, then
every integral ideal I of R is a principal fractional ideal Rx, x ∈ K. But I ⊆ R, so x = 1x
must belong to R, proving that R is a PID. Conversely, if R is a PID and I is a nonzero
fractional ideal, then rI ⊆ R for some nonzero r ∈ R. By hypothesis, the integral ideal
rI must be principal, so rI = Ra for some a ∈ R. Thus I = R(a/r) with a/r ∈ K, and
we conclude that every nonzero fractional ideal of R is a principal fractional ideal.

Problems For Section 3.4

We will now go through the factorization of an ideal in a number field. In the next chapter,
we will begin to develop the necessary background, but some of the manipulations are
accessible to us now. By (2.3.11), the ring B of algebraic integers of the number field
Q(
√
−5) is Z[

√
−5]. (Note that −5 ≡ 3 mod 4.) If we wish to factor the ideal (2) = 2B

of B, the idea is to factor x2 + 5 mod 2, and the result is x2 + 5 ≡ (x + 1)2 mod 2.
Identifying x with

√
−5, we form the ideal P2 = (2, 1 +

√
−5), which turns out to be

prime. The desired factorization is (2) = P 2
2 . This technique works if B = Z[α], where

the number field L is Q(
√

α).
1. Show that 1−

√
−5 ∈ P2, and conclude that 6 ∈ P 2

2 .
2. Show that 2 ∈ P 2

2 , hence (2) ⊆ P 2
2 .

3. Expand P 2
2 = (2, 1 +

√
−5)(2, 1 +

√
−5), and conclude that P 2

2 ⊆ (2).
4. Following the technique suggested in the above problems, factor x2 + 5 mod 3, and
conjecture that the prime factorization of (3) in the ring of algebraic integers of Q(

√
−5)

is (3) = P3P
′
3 for appropriate P3 and P ′3.

5. With P3 and P ′3 as found in Problem 4, verify that (3) = P3P
′
3.



Chapter 4

Factoring of Prime Ideals in
Extensions

4.1 Lifting of Prime Ideals

Recall the basic AKLB setup: A is a Dedekind domain with fraction field K, L is a finite,
separable extension of K of degree n, and B is the integral closure of A in L. If A = Z,
then K = Q, L is a number field, and B is the ring of algebraic integers of L.

4.1.1 Definitions and Comments

Let P be a nonzero prime ideal of A. The lifting (also called the extension) of P to B is
the ideal PB. Although PB need not be a prime ideal of B, we can use the fact that B
is a Dedekind domain [see (3.1.3)] and the unique factorization theorem (3.3.1) to write

PB =
g∏

i=1

P ei
i

where the Pi are distinct prime ideals of B and the ei are positive integers [see (3.3.2)].
On the other hand, we can start with a nonzero prime ideal Q of B and form a prime

ideal of A via

P = Q ∩A.

We say that Q lies over P , or that P is the contraction of Q to A.
Now suppose that we start with a nonzero prime ideal P of A and lift it to B. We

will show that the prime ideals P1, . . . , Pg that appear in the prime factorization of PB
are precisely the prime ideals of B that lie over P .

4.1.2 Proposition

Let Q be a nonzero prime ideal of B. Then Q appears in the prime factorization of PB
if and only if Q ∩A = P .

1
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Proof. If Q ∩ A = P , then P ⊆ Q, hence PB ⊆ Q because Q is an ideal. By (3.3.5), Q
divides PB. Conversely, assume that Q divides, hence contains, PB. Then

P = P ∩A ⊆ PB ∩A ⊆ Q ∩A.

But in a Dedekind domain, every nonzero prime ideal is maximal, so P = Q ∩A. ♣

4.1.3 Ramification and Relative Degree

If we lift P to B and factor PB as
∏g

i=1 P ei
i , the positive integer ei is called the ramification

index of Pi over P (or over A). We say that P ramifies in B (or in L) if ei > 1 for at
least one i. We will prove in a moment that B/Pi is a finite extension of the field A/P .
The degree fi of this extension is called the relative degree (or the residue class degree, or
the inertial degree) of Pi over P (or over A).

4.1.4 Proposition

We can identify A/P with a subfield of B/Pi, and B/Pi is a finite extension of A/P .
Proof. The map from A/P to B/Pi given by a+P → a+Pi is well-defined and injective,
because P = Pi ∩ A, and it is a homomorphism by direct verification. By (3.1.2), B is a
finitely generated A-module, hence B/Pi is a finitely generated A/P -module, that is, a
finite-dimensional vector space over A/P . ♣

4.1.5 Remarks

The same argument, with Pi replaced by PB, shows that B/PB is a finitely generated
A/P -algebra, in particular, a finite-dimensional vector space over A/P . We will denote
the dimension of this vector space by [B/PB : A/P ].

The numbers ei and fi are connected by an important identity, which does not seem
to have a name in the literature. We will therefore christen it as follows.

4.1.6 Ram-Rel Identity

g∑

i=1

eifi = [B/PB : A/P ] = n.

Proof. To prove the first equality, consider the chain of ideals

B ⊇ P1 ⊇ P 2
1 ⊇ · · · ⊇ P e1

1

⊇ P e1
1 P2 ⊇ P e1

1 P 2
2 ⊇ · · · ⊇ P e1

1 P e2
2

⊇ · · · ⊇ P e1
1 · · ·P eg

g = PB.

By unique factorization, there can be no ideals between consecutive terms in the sequence.
(Any such ideal would contain, hence divide, PB.) Thus the quotient β/βPi of any two
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consecutive terms is a one-dimensional vector space over B/Pi, as there are no nontrivial
proper subspaces. (It is a vector space over this field because it is annihilated by Pi.)
But, with notation as in (4.1.5), [B/Pi : A/P ] = fi, so [β/βPi : A/P ] = fi. For each i,
we have exactly ei consecutive quotients, each of dimension fi over A/P . Consequently,
[B/PB : A/P ] =

∑g
i=1 eifi, as claimed.

To prove the second equality, we first assume that B is a free A-module of rank n. By
(2.3.8), this covers the case where A is a PID, in particular, when L is a number field. If
x1, . . . , xn is a basis for B over A, we can reduce mod PB to produce a basis for B/PB
over A/P , and the result follows. Explicitly, suppose

∑n
i=1(ai+P )(xi+PB) = 0 in B/PB.

Then
∑n

i=1 aixi belongs to PB, hence can be written as
∑

j bjyj with bj ∈ B, yj ∈ P .
Since bj =

∑
k cjkxk with cjk ∈ A, we have ak =

∑
j cjkyj ∈ P for all k.

The general case is handled by localization. Let S = A\P , A′ = S−1A, B′ = S−1B. By
(1.2.6), (1.2.9), and the Dedekind property (every nonzero prime ideal of A is maximal),
it follows that A′ has exactly one nonzero prime ideal, namely P ′ = PA′. Moreover, P ′

is principal, so A′ is a discrete valuation ring, that is, a local PID that is not a field. [By
unique factorization, we can choose an element a ∈ P ′\(P ′)2, so (a) ⊆ P ′ but (a) 	⊆ (P ′)2.
Since the only nonzero ideals of A′ are powers of P ′ (unique factorization again), we have
(a) = P ′.] Now B is the integral closure of A in L, so B′ is the integral closure of A′ in
S−1L = L. [The idea is that we can go back and forth between an equation of integral
dependence for b ∈ B and an equation of integral dependence for b/s ∈ B′ either by
introducing or clearing denominators.] We have now reduced to the PID case already
analyzed, and [B′/PB′ : A′/PA′] = n.

Now PB =
∏g

i=1 P ei
i , and Pi is a nonzero prime ideal of B not meeting S. [If

y ∈ Pi ∩ S, then y ∈ Pi ∩ A = P by (4.1.2). Thus y ∈ P ∩ S, a contradiction.] By the
basic correspondence (1.2.6), we have the factorization PB′ =

∏g
i=1(PiB

′)ei . By the PID
case,

n = [B′/PB′ : A′/PA′] =
g∑

i=1

ei[B′/PiB
′ : A′/PA′].

We are finished if we can show that B′/PiB
′ ∼= B/Pi and A′/PA′ ∼= A/P . The statement

of the appropriate lemma, and the proof in outline form, are given in the exercises. ♣

Problems For Section 4.1

We will fill in the gap at the end of the proof of the ram-rel identity. Let S be a mul-
tiplicative subset of the integral domain A, and let M be a maximal ideal of A disjoint
from S. Consider the composite map A→ S−1A→ S−1A/MS−1A, where the first map
is given by a→ a/1 and the second by a/s→ (a/s) +MS−1A.

1. Show that the kernel of the map isM, so by the factor theorem, we have a monomor-
phism h : A/M→ S−1A/MS−1A.
2. Let a/s ∈ S−1A. Show that for some b ∈ A we have bs ≡ 1 modM.
3. Show that (a/s) +MS−1A = h(ab), so h is surjective and therefore an isomorphism.

Consequently, S−1A/MS−1A ∼= A/M, which is the result we need.
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4.2 Norms of Ideals

4.2.1 Definitions and Comments

We are familiar with the norm of an element of a field, and we are going to extend the
idea to ideals. We assume the AKLB setup with A = Z, so that B is a number ring,
that is, the ring of algebraic integers of a number field L. If I is a nonzero ideal of B, we
define the norm of I by N(I) = |B/I|. We will show that the norm is finite, so if P is a
nonzero prime ideal of B, then B/P is a finite field. Also, N has a multiplicative property
analogous to the formula N(xy) = N(x)N(y) for elements. [See (2.1.3), equation (2).]

4.2.2 Proposition

Let b be any nonzero element of the ideal I of B, and let m = NL/Q(b) ∈ Z. Then m ∈ I
and |B/mB| = mn, where n = [L : Q].

Proof. By (2.1.6), m = bc where c is a product of conjugates of b. But a conjugate of an
algebraic integer is an algebraic integer. (If a monomorphism is applied to an equation
of integral dependence, the result is an equation of integral dependence.) Thus c ∈ B,
and since b ∈ I, we have m ∈ I. Now by (2.3.9), B is the direct sum of n copies of Z,
hence by the first isomorphism theorem, B/mB is the direct sum of n copies of Z/mZ.
Consequently, |B/mB| = mn. ♣

4.2.3 Corollary

If I is any nonzero ideal of B, then N(I) is finite. In fact, if m is as in (4.2.2), then N(I)
divides mn.

Proof. Observe that (m) ⊆ I, hence

B/(m)
B/I

∼= I/(m). ♣

4.2.4 Corollary

Every nonzero ideal I of B is a free abelian group of rank n.

Proof. By the simultaneous basis theorem, we may represent B as the direct sum of n
copies of Z, and I as the direct sum of a1Z, . . . , arZ, where r ≤ n and the ai are positive
integers such that ai divides ai+1 for all i. Thus B/I is the direct sum of r cyclic groups
(whose orders are a1, . . . , ar) and n− r copies of Z. If r < n, then at least one copy of Z
appears, and |B/I| cannot be finite. ♣

4.2.5 Computation of the Norm

Suppose that {x1, . . . , xn} is a Z-basis for B, and {z1, . . . , zn} is a basis for I. Each zi is
a linear combination of the xi with integer coefficients, in matrix form z = Cx. We claim
that the norm of I is the absolute value of the determinant of C. To verify this, first look
at the special case xi = yi and zi = aiyi, as in the proof of (4.2.4). Then C is a diagonal
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matrix with entries ai, and the result follows. But the special case implies the general
result, because any matrix corresponding to a change of basis of B or I is unimodular, in
other words, has integer entries and determinant ±1. [See (2.3.9) and (2.3.10).]

Now with z = Cx as above, the discriminant of x is the field discriminant d, and the
discriminant of z is D(z) = (detC)2d by (2.3.2). We have just seen that N(I) = |det C|,
so we have the following formula for computing the norm of an ideal I. If z is a Z-basis
for I, then

N(I) =
∣∣∣∣
D(z)

d

∣∣∣∣
1/2

.

There is a natural relation between the norm of a principal ideal and the norm of the
corresponding element.

4.2.6 Proposition

If I = (a) with a 	= 0, then N(I) = |NL/Q(a)|.
Proof. If x is a Z-basis for B, then ax is a Z-basis for I. By (2.3.3), D(ax) is the square
of the determinant whose ij entry is σi(axj) = σi(a)σi(xj). By (4.2.5), the norm of I is
|σ1(a) · · ·σn(a)| = |NL/Q(a)|. ♣

In the proof of (4.2.6), we cannot invoke (2.3.2) to get D(ax1, . . . , axn) = (an)2D(x1, . . . , xn),
because we need not have a ∈ Q.

We now establish the multiplicative property of ideal norms.

4.2.7 Theorem

If I and J are nonzero ideals of B, then N(IJ) = N(I)N(J).

Proof. By unique factorization, we may assume without loss of generality that J is a
prime ideal P . By the third isomorphism theorem, |B/IP | = |B/I| |I/IP |, so we must
show that |I/IP | is the norm of P , that is, |B/P |. But this has already been done in the
first part of the proof of (4.1.6). ♣

4.2.8 Corollary

Let I be a nonzero ideal of B. If N(I) is prime, then I is a prime ideal.

Proof. Suppose I is the product of two ideals I1 and I2. By (4.2.7), N(I) = N(I1)N(I2),
so by hypothesis, N(I1) = 1 or N(I2) = 1. Thus either I1 or I2 is the identity element
of the ideal group, namely B. Therefore, the prime factorization of I is I itself, in other
words, I is a prime ideal. ♣

4.2.9 Proposition

N(I) ∈ I, in other words, I divides N(I). [More precisely, I divides the principal ideal
generated by N(I).]
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Proof. Let N(I) = |B/I| = r. If x ∈ B, then r(x + I) is 0 in B/I, because the order of
any element of a group divides the order of the group. Thus rx ∈ I, and in particular we
may take x = 1 to conclude that r ∈ I. ♣

4.2.10 Corollary

If I is a nonzero prime ideal of B, then I divides (equivalently, contains) exactly one
rational prime p.
Proof. By (4.2.9), I divides N(I) = pm1

1 · · · pmt
t , so I divides some pi. But if I divides

two distinct primes p and q, then there exist integers u and v such that up+vq = 1. Thus
I divides 1, so I = B, a contradiction. Therefore I divides exactly one p. ♣

4.2.11 The Norm of a Prime Ideal

If we can compute the norm of every nonzero prime ideal P , then by multiplicativity, we
can calculate the norm of any nonzero ideal. Let p be the unique rational prime in P , and
recall from (4.1.3) that the relative degree of P over p is f(P ) = [B/P : Z/pZ]. Therefore

N(P ) = |B/P | = pf(P ).

Note that by (4.2.6), the norm of the principal ideal (p) is |N(p)| = pn, so N(P ) = pm

for some m ≤ n. This conclusion also follows from the above formula N(P ) = pf(P ) and
the ram-rel identity (4.1.6).

Here are two other useful finiteness results.

4.2.12 Proposition

A rational integer m can belong to only finitely many ideals of B.
Proof. We have m ∈ I iff I divides (m), and by unique factorization, (m) has only finitely
many divisors. ♣

4.2.13 Corollary

Only finitely many ideals can have a given norm.
Proof. If N(I) = m, then by (4.2.9), m ∈ I, and the result follows from (4.2.12). ♣

Problems For Section 4.2

This problem set will give the proof that a rational prime p ramifies in the number field
L if and only if p divides the field discriminant d = dL/Q.
1. Let (p) = pB have prime factorization

∏
i P ei

i . Show that p ramifies if and only if the
ring B/(p) has nonzero nilpotent elements.

Now as in (2.1.1), represent elements of B by matrices with respect to an integral basis
ω1, . . . , ωn of B. Reduction of the entries mod p gives matrices representing elements of
B/(p).
2. Show that a nilpotent element (or matrix) has zero trace.
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Suppose that A(β), the matrix representing the element β, is nilpotent mod p. Then
A(βωi) will be nilpotent mod p for all i, because βωi is nilpotent mod p.
3. By expressing β in terms of the ωi and computing the trace of A(βωj), show that if β
is nilpotent mod p and β /∈ (p), then d ≡ 0 mod p, hence p divides d.

Now assume that p does not ramify.
4. Show that B/(p) is isomorphic to a finite product of finite fields Fi of characteristic p.

Let πi : B → B/(p)→ Fi be the composition of the canonical map from B onto B/(p)
and the projection from B/(p) onto Fi.
5. Show that the trace form Ti(x, y) = TFi/Fp

(πi(x)πi(y)) is nondegenerate, and conclude
that

∑
i Ti is also nondegenerate.

We have d = detT (ωiωj), in other words, the determinant of the matrix of the bilinear
form T (x, y) on B, with respect to the basis {ω1, . . . , ωn}. Reducing the matrix entries
mod p, we get the matrix of the reduced bilinear form T0 on the Fp-vector space B/(p).
6. Show that T0 coincides with

∑
i Ti, hence T0 is nondegenerate. Therefore d 	= 0 mod p,

so p does not divide d.
As a corollary, it follows that only finitely many primes can ramify in L.

4.3 A Practical Factorization Theorem

The following result, usually credited to Kummer but sometimes attributed to Dedekind,
allows, under certain conditions, an efficient factorization of a rational prime in a number
field.

4.3.1 Theorem

Let L be a number field of degree n over Q, and assume that the ring B of algebraic
integers of L is Z[θ] for some θ ∈ B. Thus 1, θ, θ2, . . . , θn−1 form an integral basis of B.
Let p be a rational prime, and let f be the minimal polynomial of θ over Q. Reduce the
coefficients of f modulo p to obtain f ∈ Z[X]. Suppose that the factorization of f into
irreducible polynomials over Fp is given by

f = he1
1 · · ·her

r .

Let fi be any polynomial in Z[X] whose reduction mod p is hi. Then the ideal

Pi = (p, fi(θ))

is prime, and the prime factorization of (p) in B is

(p) = P e1
1 · · ·P er

r .

Proof. Adjoin a root θi of hi to produce the field Fp[θi] ∼= Fp[X]/hi(X). The assignment
θ → θi extends by linearity (and reduction of coefficients mod p) to an epimorphism
λi : Z[θ] → Fp[θi]. Since Fp[θi] is a field, the kernel of λi is a maximal, hence prime,
ideal of Z[θ] = B. Since λi maps fi(θ) to hi(θi) = 0 and also maps p to 0, it follows that
Pi ⊆ ker λi. We claim that Pi = kerλi. To prove this, assume g(θ) ∈ kerλi. With a
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subscript 0 indicating reduction of coefficients mod p, we have g0(θi) = 0, hence hi, the
minimal polynomial of θi, divides g0. If g0 = q0hi, then g − qfi ≡ 0 mod p. Therefore

g(θ) = [g(θ)− q(θ)fi(θ)] + q(θ)fi(θ)

so g(θ) is the sum of an element of (p) and an element of (fi(θ)). Thus kerλi ⊆ Pi, so
Pi = kerλi, a prime ideal.

We now show that (p) divides P e1
1 · · ·P er

r . We use the identity (I+I1)(I+I2) ⊆ I+I1I2,
where I, I1 and I2 are ideals. We begin with P1 = (p) + (f1(θ)), and compute

P 2
1 ⊆ (p) + (f1(θ))2, . . . , P e1

1 · · ·P er
r ⊆ (p) + (f1(θ))e1 · · · (fr(θ))er .

But the product of the fi(θ)ei coincides mod p with
∏r

i=1 hi(θ) = f(θ) = 0. We conclude
that

∏r
i=1 P ei

i ⊆ (p), as asserted.

We now know that (p) = P k1
1 · · ·P kr

r with 0 ≤ ki ≤ ei. (Actually, ki > 0 since
p ∈ ker λi = Pi, so Pi divides (p). But we will not need this refinement.) By hypothesis,
B/Pi = Z[θ]/Pi, which is isomorphic to Fp[θi], as observed at the beginning of the proof.
Thus the norm of Pi is |Fp[θi]| = pdi , where di is the degree of hi. By (4.2.6), (4.2.7) and
equation (3) of (2.1.3),

pn = N((p)) =
r∏

i=1

N(Pi)ki =
r∏

i=1

pdiki

hence n = d1k1 + · · ·+ drkr. But n is the degree of the monic polynomial f , which is the
same as deg f = d1e1 + · · ·+ drer. Since ki ≤ ei for every i, we have ki = ei for all i, and
the result follows. ♣

4.3.2 Prime Factorization in Quadratic Fields

We consider L = Q(
√

m), where m is a square-free integer, and factor the ideal (p) in
the ring B of algebraic integers of L. By the ram-rel identity (4.1.6), there will be three
cases:
(1) g = 2, e1 = e2 = f1 = f2 = 1. Then (p) is the product of two distinct prime ideals P1

and P2, and we say that p splits in L.
(2) g = 1, e1 = 1, f1 = 2. Then (p) is a prime ideal of B, and we say that p remains prime
in L or that p is inert.
(3) g = 1, e1 = 2, f1 = 1. Then (p) = P 2

1 for some prime ideal P1, and we say that p
ramifies in L.

We will examine all possibilities systematically.
(a) Assume p is an odd prime not dividing m. Then p does not divide the discriminant,
so p does not ramify.
(a1) If m is a quadratic residue mod p, then p splits. Say m ≡ n2 mod p. Then x2 −m
factors mod p as (x + n)(x− n), so (p) = (p, n +

√
m) (p, n−√m).

(a2) If m is not a quadratic residue mod p, then x2 −m cannot be the product of two
linear factors, hence x2 −m is irreducible mod p and p remains prime.
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(b) Let p be any prime dividing m. Then p divides the discriminant, hence p ramifies.
Since x2 −m ≡ x2 = xx mod p, we have (p) = (p,

√
m)2.

This takes care of all odd primes, and also p = 2 with m even.
(c) Assume p = 2, m odd.
(c1) Let m ≡ 3 mod 4. Then 2 divides the discriminant D = 4m, so 2 ramifies. We have
x2 −m ≡ (x + 1)2 mod 2, so (2) = (2, 1 +

√
m)2.

(c2) Let m ≡ 1 mod 8, hence m ≡ 1 mod 4. An integral basis is {1, (1 +
√

m)/2}, and
the discriminant is D = m. Thus 2 does not divide D, so 2 does not ramify. We claim
that (2) = (2, (1 +

√
m)/2) (2, (1 − √m)/2). To verify this note that the right side is

(2, 1 − √m, 1 +
√

m, (1 − m)/4). This coincides with (2) because (1 − m)/4 is an even
integer and 1−√m + 1 +

√
m = 2.

If m ≡ 3 or 7 mod 8, then m ≡ 3 mod 4, so there is only one remaining case.
(c3) Let m ≡ 5 mod 8, hence m ≡ 1 mod 4, so D = m and 2 does not ramify. Consider
f(x) = x2−x+(1−m)/4 over B/P , where P is any prime ideal lying over (2). The roots
of f are (1 ± √m)/2, so f has a root in B, hence in B/P . But there is no root in F2,
because (1−m)/4 ≡ 1 mod 2. Thus B/P and F2 cannot be isomorphic. If (2) factors as
Q1Q2, then the norm of (2) is 4, so Q1 and Q2 have norm 2, so the B/Qi are isomorphic
to F2, which contradicts the argument just given. Therefore 2 remains prime.

You probably noticed something suspicious in cases (a) and (b). In order to apply
(4.3.1), 1 and

√
m must form an integral basis, so m 	≡ 1 mod 4, as in (2.3.11). But we

can repair the damage. In (a1), verify directly that the factorization of (p) is as given. The
key point is that the ideal (p, n+

√
m) (p, n−√m) contains p(n+

√
m+n−√m) = 2np,

and if p divides n, then p divides (m − n2) + n2 = m, contradicting the assumption of
case (a). Thus the greatest common divisor of p2 and 2np is p, so p belongs to the ideal.
Since every generator of the ideal is a multiple of p, the result follows. In (a2), suppose
(p) = Q1Q2. Since the norm of p is p2, each Qi has norm p, so B/Qi must be isomorphic
to Fp. But

√
m ∈ B, so m has a square root in B/Qi [see (4.1.4)]. But case (a2) assumes

that there is no square root of m in Fp, a contradiction. Finally, case (b) is similar to
case (a1). We have p|m, but p2 does not divide the square-free integer m, so the greatest
common divisor of p2 and m is p.

Problems For Section 4.3

1. In the exercises for Section 3.4, we factored (2) and (3) in the ring B of algebraic
integers of L = Q(

√
−5), using ad hoc techniques. Using the results of this section, derive

the results rigorously.
2. Continuing Problem 1, factor (5), (7) and (11).
3. Let L = Q( 3

√
2), and assume as known that the ring of algebraic integers is B = Z[ 3

√
2].

Find the prime factorization of (5).



Chapter 5

The Ideal Class Group

We will use Minkowski theory, which belongs to the general area of geometry of numbers,
to gain insight into the ideal class group of a number field. We have already mentioned
the ideal class group briefly in (3.4.5); it measures how close a Dedekind domain is to a
principal ideal domain.

5.1 Lattices

5.1.1 Definitions and Comments

Let e1, . . . , en ∈ Rn, with the ei linearly independent over R. Thus the ei form a basis
for Rn as a vector space over R. The ei also form a basis for a free Z-module of rank n,
namely

H = Ze1 + · · ·+ Zen.

A set H constructed in this way is said to be a lattice in Rn. The fundamental domain
of H is given by

T = {x ∈ Rn : x =
n∑

i=1

aiei, 0 ≤ ai < 1}.

In the most familiar case, e1 and e2 are linearly independent vectors in the plane, and T is
the parallelogram generated by the ei. In general, every point of Rn is congruent modulo
H to a unique point of T , so Rn is the disjoint union of the sets h + T, h ∈ H. If µ is
Lebesgue measure, then the volume µ(T ) of the fundamental domain T will be denoted by
v(H). If we generate H using a different Z-basis, the volume of the fundamental domain
is unchanged. (The change of variables matrix between Z-bases is unimodular, hence has
determinant ±1. The result follows from the change of variables formula for multiple
integrals.)

1
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5.1.2 Lemma

Let S be a Lebesgue measurable subset of Rn with µ(S) > v(H). Then there exist distinct
points x, y ∈ S such that x− y ∈ H.
Proof. As we observed in (5.1.1), the sets h + T, h ∈ H, are (pairwise) disjoint and cover
R

n. Thus the sets S ∩ (h + T ), h ∈ H, are disjoint and cover S. Consequently,

µ(S) =
∑

h∈H

µ(S ∩ (h + T )).

By translation-invariance of Lebesgue measure, µ(S ∩ (h + T )) = µ((−h + S) ∩ T ). Now
if S ∩ (h1 + T ) and S ∩ (h2 + T ) are disjoint, it does not follow that (−h1 + S) ∩ T and
(−h2 + S) ∩ T are disjoint, as we are not subtracting the same vector from each set. In
fact, if the sets (−h + S) ∩ T, h ∈ H, were disjoint, we would reach a contradiction via

v(H) = µ(T ) ≥
∑

h∈H

µ((−h + S) ∩ T ) = µ(S).

Thus there are distinct elements h1, h2 ∈ H such that (−h1+S)∩(−h2+S)∩T 
= ∅. Choose
(necessarily distinct) x, y ∈ S such that −h1 + x = −h2 + y. Then x− y = h1 − h2 ∈ H,
as desired. ♣

5.1.3 Minkowski’s Convex Body Theorem

Let H be a lattice in Rn, and assume that S is a Lebesgue measurable subset of Rn that
is symmetric about the origin and convex. If
(a) µ(S) > 2nv(H), or
(b) µ(S) ≥ 2nv(H) and S is compact,
then S ∩ (H \ {0}) 
= ∅.
Proof.
(a) Let S′ = 1

2S. Then µ(S′) = 2−nµ(S) > v(H) by hypothesis, so by (5.1.2), there exist
distinct elements y, z ∈ S′ such that y − z ∈ H. But y − z = 1

2 (2y + (−2z)), a convex
combination of 2y and −2z. But y ∈ S′ ⇒ 2y ∈ S, and z ∈ S′ ⇒ 2z ∈ S ⇒ −2z ∈ S by
symmetry about the origin. Thus y−z ∈ S and since y and z are distinct, y−z ∈ H \{0}.
(b) We apply (a) to (1+1/m)S, m = 1, 2, . . . . Since S, hence (1+1/m)S, is a bounded set,
it contains only finitely many points of the lattice H. Consequently, for every positive
integer m, Sm = (1 + 1/m)S ∩ (H \ {0}) is a nonempty finite, hence compact, subset
of Rn. Since Sm+1 ⊆ Sm for all m, the sets Sm form a nested sequence, and therefore
∩∞m=1Sm 
= ∅. If x ∈ ∩∞m=1Sm, then x ∈ H \ {0} and x/(1 + 1/m) ∈ S for every m. Since
S is closed, we may let m→∞ to conclude that x ∈ S. ♣

5.1.4 Example

With n = 2, take e1 = (1, 0) and e2 = (0, 1). The fundamental domain is the unit square,
closed at the bottom and on the left, and open at the top and on the right. Let S be the
set of all a1e1 + a2e2 with −1 < ai < 1, i = 1, 2. Then µ(S) = 4v(H), but S contains no
nonzero lattice points. Thus compactness is a necessary hypothesis in part (b).
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5.2 A Volume Calculation

We will use n-dimensional integration technique to derive a result that will be needed in
the proof that the ideal class group is finite. We will work in Rn, realized as the product
of r1 copies of R and r2 copies of C, where r1 + 2r2 = n. Our interest is in the set

Bt = {(y1, . . . , yr1 , z1, . . . , zr2) ∈ Rr1 × Cr2 :
r1∑

i=1

|yi|+ 2
r2∑

j=1

|zj | ≤ t}, t ≥ 0.

We will show that the volume of Bt is given by

V (r1, r2, t) = 2r1 (
π

2
)

r2 tn

n!
.

The proof is by double induction on r1 and r2. If r1 = 1 and r2 = 0, hence n = 1, we
are calculating the length of the interval [−t, t], which is 2t, as predicted. If r1 = 0 and
r2 = 1, hence n = 2, we are calculating the area of {z1 : 2|z1| ≤ t}, a disk of radius t/2.
The result is πt2/4, again as predicted. Now assume that the formula holds for r1, r2, and
all t. Then V (r1 + 1, r2, t) is the volume of the set described by

|y|+
r1∑

i=1

|yi|+ 2
r2∑

j=1

|zj | ≤ t

or equivalently by

r1∑

i=1

|yi|+ 2
r2∑

j=1

|zj | ≤ t− |y|.

Now if |y| > t, then Bt is empty. For smaller values of |y|, suppose we change y to y + dy.
This creates a box in (n + 1)-space with dy as one of the dimensions. The volume of the
box is V (r1, r2, t− y)dy. Thus

V (r1 + 1, r2, t) =
∫ t

−t

V (r1, r2, t− |y|)dy

which by the induction hypothesis is 2
∫ t

0
2r1(π/2)r2 [(t− y)n/n!] dy. Evaluating the inte-

gral, we obtain 2r+1(π/2)r2tn+1/(n + 1)!, as desired.
Finally, V (r1, r2 + 1, t) is the volume of the set described by

r1∑

i=1

|yi|+ 2
r2∑

j=1

|zj |+ 2|z| ≤ t.

As above,

V (r1, r2 + 1, t) =
∫

|z|≤t/2

V (r1, r2, t− 2|z|)dµ(z)



4 CHAPTER 5. THE IDEAL CLASS GROUP

where µ is Lebesgue measure on C. In polar coordinates, the integral becomes

∫ 2π

θ=0

∫ t/2

r=0

2r1 (
π

2
)

r2 (t− 2r)n

n!
r dr dθ

which reduces to 2r1(π/2)r2(2π/n!)
∫ t/2

r=0
(t − 2r)n r dr. We may write the integrand as

(t − 2r)n r dr = −rd(t − 2r)n+1/2(n + 1). Integration by parts yields (for the moment
ignoring the constant factors preceding the integral)

∫ t/2

0

(t− 2r)n+1dr/2(n + 1) =
−(t− 2r)n+2

2(n + 1)2(n + 2)

∣∣∣∣
t/2

0

=
tn+2

4(n + 1)(n + 2)
.

Therefore V (r1, r2 + 1, t) = 2r1(π/2)r2(2π/n!)tn+2/4(n + 1)(n + 2), which simplifies to
2r1(π/2)r2+1tn+2/(n + 2)!, completing the induction. Note that n + 2 (rather than n + 1)
is correct, because r1 + 2(r2 + 1) = r1 + 2r2 + 2 = n + 2.

5.3 The Canonical Embedding

5.3.1 Definitions and Comments

Let L be a number field of degree n over Q, and let σ1, . . . , σn be the Q-monomorphisms
of L into C. If σi maps entirely into R, we say that σi is a real embedding ; otherwise it
is a complex embedding. Since the complex conjugate of a Q-monomorphism is also a Q-
monomorphism, we can renumber the σi so that the real embeddings are σ1, . . . , σr1 and
the complex embeddings are σr1+1, . . . , σn, with σr1+j paired with its complex conjugate
σr1+r2+j , j = 1, . . . , r2. Thus there are 2r2 complex embeddings, and r1 + 2r2 = n.

The canonical embedding σ : L→ R
r1 × Cr2 = R

n is the injective ring homomorhism
given by

σ(x) = (σ1(x), . . . , σr1+r2(x)).

5.3.2 Some Matrix Manipulations

Let x1, . . . , xn ∈ L be linearly dependent over Z (hence the xi form a basis for L over Q).
Let C be the matrix whose kth column (k = 1, . . . , n) is

σ1(xk), . . . , σr1(xk),Re σr1+1(xk), Im σr1+1(xk), . . . ,Re σr1+r2(xk), Im σr1+r2(xk).

The determinant of C looks something like a discriminant, and we can be more precise
with the aid of elementary row operations. Suppose that

(
σj(xk)
σj(xk)

)
=

(
x + iy
x− iy

)
.

We are fixing j and allowing k to range from 1 to n, so we have two rows of an n by
n matrix. Add the second row to the first, so that the entries on the right become 2x
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and x − iy. Then add −1/2 times row 1 to row 2, and the entries become 2x and −iy.
Factoring out 2 and −i, we get

−2i

(
x
y

)
= −2i

(
Re σj(xk)
Im σj(xk)

)
.

Do this for each j = 1, . . . , r2. In the above calculation, σj appears immediately under
σj , but in the original ordering they are separated by r2, which introduces a factor of
(−1)r2 when we calculate a determinant. To summarize, we have

det C = (2i)−r2 det(σj(xk))

Note that j and k range from 1 to n; no operations are needed for the first r1 rows.
Now let M be the free Z-module generated by the xi, so that σ(M) is a free Z-module

with basis σ(xi), i = 1, . . . , n, hence a lattice in Rn. The fundamental domain is a
parallelotope whose sides are the σ(xi), and the volume of the fundamental domain is the
absolute value of the determinant whose rows (or columns) are the σ(xi). Consequently
[see (5.1.1) for notation],

v(σ(M)) = |det C| = 2−r2 |detσj(xk)|.

We apply this result in an algebraic number theory setting.

5.3.3 Proposition

Let B be the ring of algebraic integers of a number field L, and let I be a nonzero integral
ideal of B, so that by (4.2.4) and (5.3.2), σ(I) is a lattice in Rn. Then the volume of the
fundamental domain of this lattice is

v(σ(I)) = 2−r2 |d|1/2N(I),

in particular, v(σ(B)) = 2−r2 |d|1/2, where d is the field discriminant.
Proof. The result for I = B follows from (5.3.2) and (2.3.3), taking the xk as an integral
basis for B. To establish the general result, observe that the fundamental domain for σ(I)
can be assembled by taking the disjoint union of N(I) copies of the fundamental domain
of σ(B). To convince yourself of this, let e1 and e2 be basis vectors in the plane. The
lattice H ′ generated by 2e1 and 3e2 is a subgroup of the lattice H generated by e1 and
e2, but the fundamental domain T ′ of H ′ is larger than the fundamental domain T of H.
In fact, exactly 6 copies of T will fit inside T ′. ♣

5.3.4 Minkowski Bound on Element Norms

If I is a nonzero integral ideal of B, then I contains a nonzero element x such that

|NL/Q(x)| ≤ (4/π)r2(n!/nn)|d|1/2N(I).

Proof. The set Bt of Section 5.2 is compact, convex and symmetric about the origin.
The volume of Bt is µ(Bt) = 2r1(π/2)r2tn/n!, with µ indicating Lebesgue measure. We
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choose t so that µ(Bt) = 2nv(σ(I)), which by (5.3.3) is 2n−r2 |d|1/2N(I). Equating the
two expressions for µ(Bt), we get

tn = 2n−r1π−r2 n! |d|1/2N(I).

Apply (5.1.3b) with H = σ(I) and S = Bt. By our choice of t, the hypothesis of (5.1.3b)
is satisfied, and we have S ∩ (H \ {0}) 
= ∅. Thus there is a nonzero element x ∈ I such
that σ(x) ∈ Bt. Now by (2.1.6), the norm of x is the product of the positive numbers
ai = |σi(x)|, i = 1, . . . , n. To estimate N(x), we invoke the inequality of the arithmetic
and geometric means, which states that (a1 · · · an)1/n ≤ (a1 + · · ·+ an)/n. It follows that
a1 · · · an ≤ (

∑n
i=1 ai/n)n. With our ai’s, we have

|N(x)| ≤ [
1
n

r1∑

i=1

|σi(x)|+ 2
n

r1+r2∑

j=r1+1

|σi(x)| ]n.

Since σ(x) ∈ Bt, we have |N(x)| ≤ tn/nn. By choice of t,

|N(x)| ≤ (1/nn)2n−r1π−r2 n! |d|1/2N(I).

But n− r1 = 2r2, so 2n−r1π−r2 = 22r2π−r2 = (4/π)r2 , and the result follows. ♣

5.3.5 Minkowski Bound on Ideal Norms

Every ideal class [see (3.4.5)] of L contains an integral ideal I such that

N(I) ≤ (4/π)r2 (n!/nn) |d|1/2.

Proof. Let J ′ be a fractional ideal in the given class. We can multiply by a principal
ideal of B without changing the ideal class, so we can assume with loss of generality that
J = (J ′)−1 is an integral ideal. Choose a nonzero element x ∈ J such that x satisfies the
norm inequality of (5.3.4). Our candidate is I = xJ ′.

First note that I is an integral ideal because x ∈ J and JJ ′ = B. Now (x) = IJ , so
by (4.2.6) and (5.3.4),

N(I)N(J) = N(x) ≤ (4/π)r2 (n!/nn) |d|1/2N(J).

Cancel N(J) to get the desired result. ♣

5.3.6 Corollary

The ideal class group is finite.

Proof. By (4.2.13), there are only finitely many integral ideals with a given norm. By
(5.3.5), we can associate with each ideal class an integral ideal whose norm is bounded
above by a fixed constant. If the ideal class group were infinite, we would eventually use
the same integral ideal in two different ideal classes, which is impossible. ♣
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5.3.7 Applications

Suppose that a number field L has a Minkowski bound on ideal norms that is less than 2.
Since the only ideal of norm 1 is the trivial ideal (1) = B, every ideal class must contain
(1). Thus there can be only one ideal class, and the class number of L, that is, the order
of the ideal class group, is hL = 1. By (3.4.5), B is a PID, equivalently, by (3.2.8), a
UFD.

If the Minkowski bound is greater than 2 but less than 3, we must examine ideals
whose norm is 2. If I is such an ideal, then by (4.2.9), I divides (2). Thus the prime
factorization of (2) will give useful information about the class number.

In the exercises, we will look at several explicit examples.

Problems For Section 5.3

1. Calculate the Minkowski bound on ideal norms for an imaginary quadratic field, in
terms of the field discriminant d. Use the result to show that Q(

√
m) has class number 1

for m = −1,−3,−7.
2. Calculate the Minkowski bound on ideal norms or a real quadratic field, in terms
of the field discriminant d. Use the result to show that Q(

√
m) has class number 1 for

m = 2, 3, 5, 13.
3. Show that in the ring of algebraic integers of Q(

√
−5), there is only one ideal whose

norm is 2. Then use the Minkowski bound to prove that the class number is 2.
4. Repeat Problem 3 for Q(

√
6).

5. Show that the only prime ideals of norm 2 in the ring of algebraic integers of Q(
√

17)
are principal. Conclude that the class number is 1.
6. Find the class number of Q(

√
14). (It will be necessary to determine the number of

ideals of norm 3 as well as norm 2.)
Problems 7-10 consider bounds on the field discriminant.

7. Let L be a number field of degree n over Q, with field discriminant d. Show that
|d| ≥ an = (π/4)n n2n/(n!)2.
8. Show that a2 = π2/4 and an+1/an ≥ 3π/4. From this, derive the lower bound
|d| ≥ (π/3)(3π/4)n−1 for n ≥ 2.
9. Show that n/ log |d| is bounded above by a constant that is independent of the
particular number field.
10. Show that if L 
= Q, then |d| > 1, hence in any nontrivial extension of Q, at least one
prime must ramify.



Chapter 6

The Dirichlet Unit Theorem

As usual, we will be working in the ring B of algebraic integers of a number field L. Two
factorizations of an element of B are regarded as essentially the same if one is obtained
from the other by multiplication by a unit. Our experience with the integers, where
the only units are ±1, and the Gaussian integers, where the only units are ±1 and ±i,
suggests that units are not very complicated, but this is misleading. The Dirichlet unit
theorem gives a complete description of the structure of the multiplicative group of units
in a number field.

6.1 Preliminary Results

6.1.1 Lemma

Let B∗ be the group of units of B. An element x ∈ B belongs to B∗ if and only if
N(x) = ±1.

Proof. If xx−1 = 1, then 1 = N(1) = N(xx−1) = N(x)N(x−1), so the integer N(x) must
be ±1. Conversely, if the norm of x is ±1, then the characteristic equation of x has the
form xn + an−1x

n−1 + · · ·+ a1x± 1 = 0, with the ai ∈ Z [see (2.1.3) and (2.2.2)]. Thus
x(xn−1 + an−1x

n−2 + · · ·+ a2x + a1) = ∓ 1. ♣

6.1.2 The Logarithmic Embedding

Let σ : L → R
r1 × Cr2 = R

n be the canonical embedding defined in (5.3.1). The
logarithmic embedding is the mapping λ : L∗ → R

r1+r2 given by

λ(x) = (log |σ1(x)|, . . . , log |σr1+r2(x)|).

Since the σi are monomorphisms, λ(xy) = λ(x)+λ(y), so λ is a homomorphism from the
multiplicative group of L∗ to the additive group of Rr1+r2 .

1



2 CHAPTER 6. THE DIRICHLET UNIT THEOREM

6.1.3 Lemma

Let C be a bounded subset of Rr1+r2 , and let C ′ = {x ∈ B∗ : λ(x) ∈ C}. Then C ′ is a
finite set.

Proof. Since C is bounded, all the numbers |σi(x)|, x ∈ B∗, i = 1, . . . , n, will be confined
to some interval [a−1, a] with a > 1. Thus the elementary symmetric functions of the
σi(x) will also lie in some interval of this type. But by (2.1.6), the elementary symmetric
functions are the coefficients of the characteristic polynomial of x, and by (2.2.2), these
coefficients are integers. Thus there are only finitely many possible characteristic polyno-
mials of elements x ∈ C ′, hence by (2.1.5), only finitely many possible roots of minimal
polynomials of elements x ∈ C ′. We conclude that x can belong to C ′ for only finitely
many x. ♣

6.1.4 Corollary

The kernel G of the homomorphism λ restricted to B∗ is a finite group.

Proof. Take C = {0} in (6.1.3). ♣
The following result gives additional information about G.

6.1.5 Proposition

Let H be a finite subgroup of K∗, where K is an arbitrary field. Then H consists of roots
of unity and is cyclic.

Proof. Let z be an element of H whose order n is the exponent of H, that is, the least
common multiple of the orders of all the elements of H. Then yn = 1 for every y ∈ H, so
H consists of roots of unity. Since the polynomial Xn − 1 has at most n distinct roots,
we have |H| ≤ n. But 1, z, . . . , zn−1 are distinct elements of H, because z has order n.
Thus H is cyclic. ♣

For our group G, even more is true.

6.1.6 Proposition

The group G consists exactly of all the roots of unity in the field L.

Proof. By (6.1.5), every element of G is a root of unity. Conversely, suppose xm = 1.
Then x is an algebraic integer (it satisfies Xm − 1 = 0) and for every i,

|σi(x)|m = |σi(xm)| = |1| = 1.

Thus |σi(x)| = 1 for all i, so log |σi(x)| = 0 and x ∈ G. ♣

6.1.7 Proposition

B∗ is a finitely generated abelian group, isomorphic to G× Zs where s ≤ r1 + r2.

Proof. By (6.1.3), λ(B∗) is a discrete subgroup of Rr1+r2 . [“Discrete” means that any
bounded subset of Rr1+r2 contains only finitely many points of λ(B∗).] It follows that
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λ(B∗) is a lattice in Rs, hence a free Z-module of rank s, for some s ≤ r1 + r2. The proof
of this is outlined in the exercises. Now by the first isomorphism theorem, λ(B∗) ∼= B∗/G,
with λ(x) corresponding to the coset xG. If x1G, . . . , xsG form a basis for B∗/G and
x ∈ B∗, then xG is a finite product of powers of the xiG, so x is an element of G times a
finite product of powers of the xi. Since the λ(xi) are linearly independent, so are the xi,
provided we translate the notion of linear independence to a multiplicative setting. The
result follows. ♣

We can improve the estimate of s.

6.1.8 Proposition

In (6.1.7), we have s ≤ r1 + r2 − 1.

Proof. If x ∈ B∗, then by (6.1.1) and (2.1.6),

±1 = N(x) =
n∏

i=1

σi(x) =
r1∏

i=1

σi(x)
r1+r2∏

j=r1+1

σj(x)σj(x).

Take absolute values and apply the logarithmic embedding to conclude that λ(x) =
(y1, . . . , yr1+r2) lies in the hyperplane W whose equation is

r1∑

i=1

yi + 2
r1+r2∑

j=r1+1

yj = 0.

The hyperplane has dimension r1 + r2 − 1, so as in the proof of (6.1.7), λ(B∗) is a free
Z-module of rank s ≤ r1 + r2 − 1. ♣

In the next section, we will prove the Dirichlet unit theorem, which says that s actually
equals r1 + r2 − 1.

Problems For Section 6.1

We will show that if H is a discrete subgroup of Rn, in other words, for every bounded set
C ⊆ Rn, H ∩C is finite, then H is a lattice in Rr for some r ≤ n. Choose e1, . . . , er ∈ H
such that the ei are linearly independent over R and r is as large as possible. Let T
be the closure of the fundamental domain determined by the ei, that is, the set of all
x =

∑r
i=1 aiei, with 0 ≤ ai ≤ 1. Since H is discrete, H ∩ T is a finite set.

Now let x be any element of H. By choice of r we have x =
∑r

i=1 biei with bi ∈ R.
1. If j is any integer, set xj = jx−

∑r
i=1�jbi�ei, where �y� is the maximum of all integers

z ≤ y. Show that xj ∈ H ∩ T .
2. By examining the above formula for xj with j = 1, show that H is a finitely generated
Z-module.
3. Show that the bi are rational numbers.
4. Show that for some nonzero integer d, dH is a free Z-module of rank at most r.
5. Show that H is a lattice in Rr.
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6.2 Statement and Proof of Dirichlet’s Unit Theorem

6.2.1 Theorem

The group B∗ of units of a number field L is isomorphic to G × Zs, where G is a finite
cyclic group consisting of all the roots of unity in L, and s = r1 + r2 − 1.

Proof. In view of (6.1.4)-(6.1.8), it suffices to prove that s ≥ r1 + r2 − 1. Equivalently,
by the proof of (6.1.7), the real vector space V = λ(B∗) contains r1 + r2 − 1 linearly
independent vectors. Now by the proof of (6.1.8), V is a subspace of the (r1 + r2 − 1)-
dimensional hyperplane W , so we must prove that V = W . To put it another way, every
linear form f that vanishes on V must vanish on W . This is equivalent to saying that if
f does not vanish on W , then it cannot vanish on V , that is, for some unit u ∈ B∗ we
have f(λ(u)) �= 0.

Step 1. We apply Minkowski’s convex body theorem (5.1.3b) to the set

S = {(y1, . . . , yr1 , z1, . . . , zr2) ∈ Rr1 × Cr2 : |yi| ≤ ai, |zj | ≤ ar1+j}

where i ranges from 1 to r1 and j from 1 to r2. We specify the ai as follows. Fix
the positive real number b ≥ 2n−r1(1/2π)r2 |d|1/2. Given arbitrary positive real numbers
a1, . . . , ar, where r = r1 + r2 − 1, we choose the positive real number ar+1 such that

r1∏

i=1

ai

r1+r2∏

j=r1+1

a2
j = b.

The set S is compact, convex, and symmetric about the origin, and its volume is

r1∏

i=1

2ai

r1+r2∏

j=r1+1

πa2
j = 2r1πr2b ≥ 2n−r2 |d|1/2.

We apply (5.1.3b) with S as above and H = σ(B) [see (5.3.3)], to get S ∩ (H \ {0}) �= ∅.
Thus there is a nonzero algebraic integer x = xa, a = (a1, . . . , ar), such that σ(xa) ∈ S,
and consequently,

|σi(xa)| ≤ ai, i = 1, . . . , n,

where we set aj+r2 = aj , j = r1 + 1, . . . , r1 + r2.

Step 2. We will show that the norms of the xa are bounded by b in absolute value, and

0 ≤ log ai − log |σi(xa)| ≤ log b.

Using step 1, along with (2.1.6) and the fact that the norm of an algebraic integer is a
rational integer [see (2.2.2)], we find

1 ≤ |N(xa)| =
n∏

i=1

|σi(xa)| ≤
r1∏

i=1

ai

r1+r2∏

j=r1+1

a2
j = b.
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But for any i,

|σi(xa)| = |N(xa)|
∏

j �=i

|σj(xa)|−1 ≥
∏

j �=i

a−1
j = aib

−1.

Thus aib
−1 ≤ |σi(xa)| ≤ ai for all i, so 1 ≤ ai/|σi(xa)| ≤ b. Take logarithms to obtain

the desired chain of inequalities.

Step 3. Completion of the proof. In the equation of the hyperplane W , y1, . . . , yr can be
specified arbitrarily and we can solve for yr+1. Thus if f is a nonzero linear form on W ,
then f can be expressed as f(y1, . . . , yr+1) = c1y1 + · · ·+ cryr with not all ci’s zero. By
definition of the logarithmic embedding [see (6.1.2)], f(λ(xa)) =

∑r
i=1 ci log |σi(xa)|, so if

we multiply the inequality of Step 2 by ci and sum over i, we get

|
r∑

i=1

ci log ai − f(λ(xa))| = |
r∑

i=1

ci(log ai − log |σi(xa)|)| ≤
r∑

i=1

|ci| log b.

Choose a positive real number t greater than the right side of this equation, and for every
positive integer h, choose positive real numbers aih, i = 1, . . . , r, such that

∑r
i=1 ci log aih

coincides with 2th. (This is possible because not all ci’s are zero.) Let a(h) = (a1h, . . . , arh),
and let xh be the corresponding algebraic integer xa(h). Then by the displayed equation
above and the choice of t to exceed the right side, we have |f(λ(xh))− 2th| < t, so

(2h− 1)t < f(λ(xh)) < (2h + 1)t.

Since the open intervals ((2h − 1)t, (2h + 1)t) are (pairwise) disjoint, it follows that the
f(λ(xh)), h = 1, 2, . . . , are all distinct. But by Step 2, the norms of the xh are all bounded
in absolute value by the same positive constant, and by (4.2.13), only finitely many ideals
can have a given norm. By (4.2.6), there are only finitely many distinct ideals of the
form Bxh, so there are distinct h and k such that Bxh = Bxk. But then xh and xk are
associates, hence for some unit u we have xh = uxk, hence λ(xh) = λ(u) + λ(xk). By
linearity of f and the fact that f(λ(xh)) �= f(λ(xk)), we have f(λ(u)) �= 0. ♣

6.2.2 Remarks

The unit theorem implies that there are r = r1 + r2 − 1 units u1, . . . , ur in B such that
every unit of B can be expressed uniquely as

u = z un1
1 · · ·unr

r

where the ui are algebraic integers and z is a root of unity in L. We call {u1, . . . , ur} a
fundamental system of units for the number field L.

As an example, consider the cyclotomic extension L = Q(z), where z is a primitive
pth root of unity, p an odd prime. The degree of the extension is ϕ(p) = p − 1, and an
embedding σj maps z to zj , j = 1, . . . , p − 1. Since these zj ’s are never real, we have
r1 = 0 and 2r2 = p− 1. Therefore r = r1 + r2 − 1 = (p− 3)/2.
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6.3 Units in Quadratic Fields

6.3.1 Imaginary Quadratic Fields

First, we look at number fields L = Q(
√

m), where m is a square-free negative integer.
There are no real embeddings, so r1 = 0 and 2r2 = n = 2, hence r2 = 1. But then
r1 + r2 − 1 = 0, so the only units in B are the roots of unity in L. We will use (6.1.1) to
determine the units.

Case 1. Assume m �≡ 1 mod 4. By (2.3.11), an algebraic integer has the form x = a+b
√

m
for integers a and b. By (6.1.1) and (2.1.10), x is a unit iff N(x) = a2 −mb2 = ±1. Thus
if m ≤ −2, then b = 0 and a = ±1. If m = −1, we have the additional possibility
a = 0, b = ±1.

Case 2. Assume m ≡ 1 mod 4. By (2.3.11), x = a + b(1 +
√

m)/2, and by (2.1.10),
N(x) = (a + b/2)2 − mb2/4 = [(2a + b)2 − mb2]/4. Thus x is a unit if and only if
(2a + b)2 − mb2 = 4. We must examine m = −3,−7,−11,−15, . . . . If m ≤ −7, then
b = 0, a = ±1. If m = −3, we have the additional possibilities b = ±1, (2a± b)2 = 1, that
is, a = 0, b = ±1; a = 1, b = −1; a = −1, b = 1.

To summarize, if B is the ring of algebraic integers of an imaginary quadratic field,
then the group G of units of B is {1,−1}, except in the following two cases:
1. If L = Q(i), then G = {1, i,−1,−i}, the group of 4th roots of unity in L.
2. If L = Q(

√
−3), then G = {[(1 +

√
−3)/2]j , j = 0, 1, 2, 3, 4, 5}, the group of 6th roots

of unity in L. We may list the elements x = a + b/2 + b
√
−3/2 ∈ G as follows:

j = 0⇒ x = 1 (a = 1, b = 0)
j = 1⇒ x = (1 +

√
−3)/2 (a = 0, b = 1)

j = 2⇒ x = (−1 +
√
−3)/2 (a = −1, b = 1)

j = 3⇒ x = −1 (a = −1, b = 0)
j = 4⇒ x = −(1 +

√
−3)/2 (a = 0, b = −1)

j = 5⇒ x = (1−
√
−3)/2 (a = 1, b = −1).

6.3.2 Remarks

Note that G, a finite cyclic group, has a generator, necessarily a primitive root of unity.
Thus G will consist of all tth roots of unity for some t, and the field L will contain only
finitely many roots of unity. This is a general observation, not restricted to the quadratic
case.

6.3.3 Real Quadratic Fields

Now we examine L = Q(
√

m), where m is a square-free positive integer. Since the
Q-automorphisms of L are the identity and a + b

√
m → a − b

√
m, there are two real

embeddings and no complex embeddings. Thus r1 = 2, r2 = 0, and r1 + r2 − 1 = 1. The
only roots of unity in R are ±1, so by (6.2.1) or (6.2.2), the group of units in the ring of
algebraic integers is isomorphic to {−1, 1} × Z. If u is a unit and 0 < u < 1, then 1/u
is a unit and 1/u > 1. Thus the units greater than 1 are hn, n = 1, 2, . . . , where h, the
unique generator greater than 1, is called the fundamental unit of L.
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Case 1. Assume m �≡ 1 mod 4. The algebraic integers are of the form x = a + b
√

m
with a, b ∈ Z. Thus we are looking for solutions for N(x) = a2 −mb2 = ±1. Note that
if x = a + b

√
m is a solution, then the four numbers ±a ± b

√
m are x,−x, x−1,−x−1 in

some order. Since a number and its inverse cannot both be greater than 1, and similarly
for a number and its negative, it follows that exactly one of the four numbers is greater
than one, namely the number with a and b positive. The fundamental unit, which is the
smallest unit greater than 1, can be found as follows. Compute mb2 for b = 1, 2, 3, . . . ,
and stop at the first number mb2

1 that differs from a square a2
1 by ±1. Then a1 + b1

√
m

is the fundamental unit.
There is a more efficient computational technique using the continued fraction expan-

sion of
√

m. Details are given in many texts on elementary number theory.
Case 2. Assume m ≡ 1 mod 4. It follows from (2.2.6) that the algebraic integers are of
the form x = 1

2 (a+b
√

m), where a and b are integers of the same parity, both even or both
odd. Since the norm of x is 1

4 (a2−mb2), x is a unit iff a2−mb2 = ±4. Moreover, if a and
b are integers satisfying a2 −mb2 = ±4, then a and b must have the same parity, hence
a + b

√
m is an algebraic integer and therefore a unit of B. To calculate the fundamental

unit, compute mb2, b = 1, 2, 3, . . . , and stop at the first number mb2
1 that differs from a

square a2
1 by ±4. The fundamental unit is 1

2 (a1 + b1
√

m).

Problems For Section 6.3

1. Calculate the fundamental unit of Q(
√

m) for m = 2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17.
In Problems 2-5, we assume m ≡ 1 mod 4. Suppose that we look for solutions to

a2 − mb2 = ±1 (rather than a2 − mb2 = ±4). We get units belonging to a subring
B0 = Z[

√
m] of the ring B of algebraic integers, and the positive units of B0 form a

subgroup H of the positive units of B. Let u = 1
2 (a + b

√
m) be the fundamental unit of

the number field L.
2. If a and b are both even, for example when m = 17, show that H consists of the powers
of u, in other words, B∗0 = B∗.
3. If a and b are both odd, show that u3 ∈ B0.
4. Continuing Problem 3, show that u2 /∈ B0, so H consists of the powers of u3.
5. Verify the conclusions of Problems 3 and 4 when m = 5 and m = 13.



Chapter 7

Cyclotomic Extensions

A cyclotomic extension Q(ζn) of the rationals is formed by adjoining a primitive nth

root of unity ζn. In this chapter, we will find an integral basis and calculate the field
discriminant.

7.1 Some Preliminary Calculations

7.1.1 The Cyclotomic Polynomial

Recall that the cyclotomic polynomial Φn(X) is defined as the product of the terms X−ζ,
where ζ ranges over all primitive nth roots of unity in C. Now an nth root of unity is
a primitive dth root of unity for some divisor d of n, so Xn − 1 is the product of all
cyclotomic polynomials Φd(X) with d a divisor of n. In particular, let n = pr be a prime
power. Since a divisor of pr is either pr or a divisor of pr−1, we have

Φpr (X) =
Xpr − 1

Xpr−1 − 1
=

tp − 1
t− 1

= 1 + t + · · ·+ tp−1

where t = Xpr−1
. If X = 1 then t = 1, and it follows that Φpr (1) = p.

Until otherwise specified, we assume that n is a prime power pr.

7.1.2 Lemma

Let ζ and ζ ′ be primitive (pr)th roots of unity. Then u = (1− ζ ′)/(1− ζ) is a unit in Z[ζ],
hence in the ring of algebraic integers.
Proof. Since ζ is primitive, ζ ′ = ζs for some s (not a multiple of p). It follows that
u = (1−ζs)/(1−ζ) = 1+ζ+· · ·+ζs−1 ∈ Z[ζ]. By symmetry, (1−ζ))/(1−ζ ′) ∈ Z[ζ ′] = Z[ζ],
and the result follows. ♣

7.1.3 Lemma

Let π = 1− ζ and e = ϕ(pr) = pr−1(p− 1), where ϕ is the Euler phi function. Then the
principal ideals (p) and (π)e coincide.

1
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Proof. By (7.1.1) and (7.1.2),

p = Φpr (1) =
∏

ζ′

(1− ζ ′) =
∏

ζ′

(
1− ζ ′

1− ζ
)(1− ζ) = v(1− ζ)ϕ(pr)

where v is a unit in Z[ζ]. The result follows. ♣
We can now give a short proof of a basic result, but remember that we are operating

under the restriction that n = pr.

7.1.4 Proposition

The degree of the extension Q(ζ)/Q equals the degree of the cyclotomic polynomial,
namely ϕ(pr). Therefore the cyclotomic polynomial is irreducible over Q.
Proof. By (7.1.3), (p) has at least e = ϕ(pr) prime factors (not necessarily distinct) in
the ring of algebraic integers of Q(ζ). By the ram-rel identity (4.1.6), e ≤ [Q(ζ) : Q]. But
[Q(ζ) : Q] cannot exceed the degree of a polynomial having ζ as a root, so [Q(ζ) : Q] ≤ e.
If ζ were a root of an irreducible factor of Φpr , then the degree of the cyclotomic extension
would be less than ϕ(pr), contradicting what we have just proved. ♣

7.1.5 Lemma

Let B be the ring of algebraic integers of Q(ζ). Then (π) is a prime ideal (equivalently,
π is a prime element) of B. The relative degree f of (π) over (p) is 1, hence the injection
Z/(p)→ B/(π) is an isomorphism.
Proof. If (π) were not prime, (p) would have more than ϕ(pr) prime ideal factors, which
is impossible, in view of the ram-rel identity. This identity also gives f = 1. ♣

We will need to do several discriminant computations, and to prepare for this, we do
some calculations of norms. The symbol N with no subscript will mean the norm in the
extension Q(ζ)/Q.

7.1.6 Proposition

N(1− ζ) = ±p, and more generally, N(1− ζps

) = ±pps

, 0 ≤ s < r.
Proof. The minimal polynomial of 1−ζ is Φpr (1−X), which has constant term Φpr (1−0) =
p by (7.1.1). This proves the first assertion. If 0 < s < r, then ζps

is a primitive (pr−s)th

root of unity, so by the above calculation with r replaced by r − s,

N1(1− ζps

) = ±p

where N1 is the norm in the extension Q(ζps

)/Q. By transitivity of norms [see (2.1.7)]
applied to the chain Q(ζ),Q(ζps

),Q, and the formula in (2.1.3) for the norm of an element
of the base field, we get

N(1− ζps

) = N1((1− ζps

)b)

where b = [Q(ζ) : Q(ζps

)] = ϕ(pr)/ϕ(pr−s) = ps. Thus N(1− ζps

) = ±pb, and the result
follows. ♣

In (7.1.6), the sign is (−1)ϕ(n); see (2.1.3).
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7.1.7 Proposition

Let D be the discriminant of the basis 1, ζ, . . . , ζϕ(pr)−1. Then D = ±pc, where c =
pr−1(pr − r − 1).

Proof. By (2.3.6), D = ±N(Φ′pr (ζ)). Differentiate the equation

(Xpr−1 − 1)Φpr (X) = Xpr − 1

to get

(Xpr−1 − 1)Φ′pr (X) + pr−1Xpr−1−1Φpr (X) = prXpr−1.

Setting X = ζ and noting that ζ is a root of Φpr , we have

(ζpr−1 − 1)Φ′pr (ζ) + 0 = prζpr−1.

Thus

Φ′pr (ζ) =
prζpr−1

ζpr−1 − 1
.

The norm of the denominator has been computed in (7.1.6). The norm of ζ is ±1, as
ζ is a root of unity. The norm of pr is prϕ(pr) = prpr−1(p−1). By (2.1.3), the norm is
multiplicative, so the norm of Φ′pr (ζ) is ±pc, where

c = r(p− 1)pr−1 − pr−1 = pr−1(pr − r − 1). ♣

7.1.8 Remarks

In (4.2.5), we related the norm of an ideal I to the field discriminant d and the discriminant
D(z) of a basis z for I. It is important to notice that the same argument works if I is
replaced by any free Z-module J of rank n. Thus if B is the ring of algebraic integers,
then

D(z) = |B/J |2d.

Applying this result with z = {1, ζ, . . . , ζϕ(pr)−1} and J = Z[ζ], we find that

D = |B/Z[ζ]|2d.

Thus if we can show that the powers of ζ form an integral basis, so that Z[ζ] = B, then
in view of (7.1.7), we are able to calculate the field discriminant up to sign. Also, by the
exercises in Section 4.2, the only ramified prime is p.

Let π = 1− ζ as in (7.1.3), and recall the isomorphism Z/(p)→ B/(π) of (7.1.5).
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7.1.9 Lemma

For every positive integer m, we have Z[ζ] + pmB = B.
Proof. We first prove the identity with p replaced by π. If b ∈ B, then b+(π) = t+(π) for
some integer t, hence b−t ∈ (π). Thus Z[ζ]+πB = B, and consequently πZ[ζ]+π2B = πB.
Now iterate: If b ∈ B, then b = b1 + b2, b1 ∈ Z[ζ], b2 ∈ πB. Then b2 = b3 + b4, b3 ∈
πZ[ζ] ⊆ Z[ζ], b4 ∈ π2B. Observe that b = (b1 + b3) + b4, so Z[ζ] + π2B = B. Continue
in this fashion to obtain the desired result. Now by (7.1.3), πϕ(pr) is p times a unit, so if
m = ϕ(pr), we can replace πmB by pB, so that Z[ζ] + pB = B. But we can iterate this
equation exactly as above, and the result follows. ♣

7.1.10 Theorem

The set {1, ζ, . . . , ζϕ(pr)−1} is an integral basis for the ring of algebraic integers of Q(ζpr ).
Proof. By (7.1.7) and (7.1.8), |B/Z[ζ]| is a power of p, so pm(B/Z[ζ]) = 0 for sufficiently
large m. Therefore pmB ⊆ Z[ζ], hence by (7.1.9), Z[ζ] = B. ♣

Problems For Section 7.1

This problem set will indicate how to find the sign of the discriminant of the basis
1, α, . . . , αn−1 of L = Q(α), where the minimal polynomial f of α has degree n.
1. Let c1, . . . , cr1 be the real conjugates of α, that is, the real roots of f , and let
cr1+1, cr1+1, . . . , cr1+r2 , cr1+r2 be the complex (=non-real) conjugates. Show that the
sign of the discriminant is the sign of

r2∏

i=1

(cr1+i − cr1+i)2.

2. Show that the sign of the discriminant is (−1)r2 , where 2r2 is the number of complex
embeddings.
3. Apply the results to α = ζ, where ζ is a primitive (pr)th root of unity. (Note that a
nontrivial cyclotomic extension has no real embeddings.)

7.2 An Integral Basis of a Cyclotomic Field

In the previous section, we found that the powers of ζ form an integral basis when ζ is a
power of a prime. We will extend the result to all cyclotomic extensions.

7.2.1 Notation and Remarks

Let K and L be number fields of respective degrees m and n over Q, and let KL be
the composite of K and L. Then KL consists of all finite sums

∑
aibi with ai ∈ K

and bi ∈ L. This is because the composite can be formed by adjoining basis elements of
K/Q and L/Q one at a time, thus allowing an induction argument. Let R, S, T be the
algebraic integers of K, L, KL respectively. Define RS as the set of all finite sums

∑
aibi

with ai ∈ R, bi ∈ S. Then RS ⊆ T , but equality does not hold in general. For example,
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look at K = Q(
√

m1) and L = Q(
√

m2), where m1 ≡ 3 mod 4, m2 ≡ 3 mod 4, hence
m1m2 ≡ 1 mod 4.

7.2.2 Lemma

Assume that [KL : Q] = mn. Let σ be an embedding of K in C and τ an embedding of
L in C. Then there is an embedding of KL in C that restricts to σ on K and to τ on L.

Proof. The embedding σ has [KL : K] = n distinct extensions to embeddings of KL in
C, and if two of them agree on L, then they agree on KL (because they coincide with
σ on K). This contradicts the fact that the extensions are distinct. Thus we have n
embeddings of KL in C with distinct restrictions to L. But there are only n embeddings
of L in C, so one of them must be τ , and the result follows. ♣

7.2.3 Lemma

Again assume [KL : Q] = mn. Let a1, . . . , am and b1, . . . , bn be integral bases for R and
S respectively. If α ∈ T , then

α =
m∑

i=1

n∑

j=1

cij

r
aibj , cij ∈ Z, r ∈ Z

with r having no factor (except ±1) in common with all the cij .

Proof. The assumption that [KL : Q] = mn implies that the aibj form a basis for KL/Q.
[See the process of constructing KL discussed in (7.2.1).] In fact the aibj form an integral
basis for RS. (This is because RS consists of all finite sums

∑
viwi, vi ∈ R, wi ∈ S.

Each vi is a linear combination of the ak with integer coefficients, and so on.) It follows
that α is a linear combination of the aibj with rational coefficients. Form a common
denominator and eliminate common factors to obtain the desired result. ♣

7.2.4 Proposition

We are still assuming that [KL : Q] = mn. If d is the greatest common divisor of the
discriminant of R and the discriminant of S, then T ⊆ 1

dRS. Thus if d = 1, then T = RS.

Proof. It suffices to show that in (7.2.3), r divides d. To see this, write

cij

r
=

cij(d/r)
d

.

In turn, it suffices to show that r divides the discriminant of R. Then by symmetry, r
will also divide the discriminant of S, and therefore divide d.

Let σ be an embedding of K in C. By (7.2.2), σ extends to an embedding (also called
σ) of KL in C such that σ is the identity on L. By (7.2.3), if α ∈ T we have

σ(α) =
∑

i,j

cij

r
σ(ai)bj .
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If we set

xi =
n∑

j=1

cij

r
bj ,

we have the system of linear equations

m∑

i=1

σ(ai)xi = σ(α)

where there is one equation for each of the m embeddings σ from K to C. Solving for xi

by Cramer’s rule, we get xi = γi/δ, where δ is the determinant formed from the σ(ai) and
γi is the determinant obtained by replacing the ith column of δ with the σ(α). Note that
by (2.3.3), δ2 is the discriminant of R, call it e. Since all the σ(ai) and σ(α) are algebraic
integers, so are δ and all the γi. Now

xi =
γi

δ
=

γiδ

δ2
=

γiδ

e

so exi = γiδ is an algebraic integer. By definition of xi,

exi =
n∑

j=1

ecij

r
bj ,

an algebraic integer in RS. But e is a Z-linear combination of the ai, and the aibj are
an integral basis for RS, so ecij/r is an integer. Thus r divides every ecij . By (7.2.3), r
has no factor (except the trivial ±1) in common with every cij . Consequently, r divides
e, the discriminant of R. ♣

We need one more preliminary result.

7.2.5 Lemma

Let ζ be a primitive nth root of unity, and denote the discriminant of {1, ζ, . . . , ζϕ(n)−1}
by disc(ζ). Then disc(ζ) divides nϕ(n).
Proof. Let f (= Φn, the nth cyclotomic polynomial) be the minimal polynomial of ζ
over Q. Since ζ is a root of Xn − 1, we have Xn − 1 = f(X)g(X) for some g ∈ Q[X].
But f ∈ Z[X] (because ζ is an algebraic integer), and f , hence g, is monic, so g ∈ Z[X].
Differentiate both sides of the equation to get nXn−1 = f(X)g′(X)+f ′(X)g(X). Setting
X = ζ, which is a root of f , we have nζn−1 = f ′(ζ)g(ζ). But ζn−1 = ζn/ζ = 1/ζ, so

n = ζf ′(ζ)g(ζ).

Now [Q(ζ) : Q] = ϕ(n), so taking the norm of each side yields

nϕ(n) = N(f ′(ζ))N(ζg(ζ)).

But by (2.3.6), N(f ′(ζ)) = ±disc (ζ), and N(ζg(ζ)) ∈ Z by (2.2.2). The desired result
follows. ♣
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7.2.6 Theorem

If ζ is a primitive nth root of unity, then the ring of algebraic integers of Q(ζ) is Z[ζ]. in
other words, the powers of ζ form an integral basis.
Proof. We have proved this when ζ is a prime power, so let n = m1m2 where the mi are
relatively prime and greater than 1. Now

ζm1 = (ei2π/n)m1 = ei2πm1/n = ei2π/m2 = ζ2,

a primitive (m2)th root of unity, and similarly ζm2 = ζ1, a primitive (m1)th root of unity.
Thus Q(ζ1) and Q(ζ2) are contained in Q(ζ). On the other hand, since m1 and m2 are
relatively prime, there are integers r, s such that rm2 + sm1 = 1. Thus

ζ = ζrm2+sm1 = ζr
1ζs

2 .

It follows that Q(ζ) = Q(ζ1)Q(ζ2), and we can apply (7.2.4). In that proposition, we
take K = Q(ζ1), L = Q(ζ2), KL = Q(ζ), R = Z[ζ1], S = Z[ζ2] (induction hypothesis),
T = RS. The hypothesis on the degree [KL : Q] is satisfied because ϕ(n) = ϕ(m1)ϕ(m2).
By (7.2.5), disc(ζ1) divides a power of m1 and disc(ζ2) divides a power of m2. Thus the
greatest common divisor of disc(R) and disc(S) is 1, and again the hypothesis of (7.2.4)
is satisfied. The conclusion is that the ring T of algebraic integers of KL coincides with
RS. But the above argument that Q(ζ) = Q(ζ1)Q(ζ2) may be repeated verbatim with Q
replaced by Z. We conclude that Z[ζ] = Z[ζ1]Z[ζ2] = RS = T . ♣

7.2.7 The Discriminant of a General Cyclotomic Extension

The field discriminant of Q(ζ), where ζ is a primitive nth root of unity is given by

(−1)ϕ(n)/2nϕ(n)

∏
p|n pϕ(n)/(p−1)

.

A direct verification, with the aid of (7.1.7) and Problem 3 of Section 7.1, shows that
the formula is correct when n = pr. The general case is handled by induction, but the
computation is very messy.

In the next chapter, we will study factorization of primes in Galois extensions. The
results will apply, in particular, to cyclotomic extensions.



Chapter 8

Factoring of Prime Ideals in
Galois Extensions

8.1 Decomposition and Inertia Groups

We return to the general AKLB setup: A is a Dedekind domain with fraction field K, L is
a finite separable extension of K, and B is the integral closure of A in L. But now we add
the condition that the extension L/K is normal, hence Galois. We will see shortly that
the Galois assumption imposes a severe constraint on the numbers ei and fi in the ram-rel
identity (4.1.6). Throughout this chapter, G will denote the Galois group Gal(L/K).

8.1.1 Proposition

If σ ∈ G, then σ(B) = B. If Q is a prime ideal of B, then so is σ(Q). Moreover, if Q
lies above the nonzero prime ideal P of A, then so does σ(Q). Thus G acts on the set of
prime ideals lying above P .
Proof. If x ∈ B, then σ(x) ∈ B (apply σ to an equation of integral dependence). Thus
σ(B) ⊆ B. But σ−1(B) is also contained in B, hence B = σσ−1(B) ⊆ σ(B). If PB =∏

Qei
i , then apply σ to get PB =

∏
σ(Qi)ei . The σ(Qi) must be prime ideals because σ

preserves all algebraic relations. Note also that σ is a K-automorphism, hence fixes every
element of A (and of P ). Therefore Q ∩A = P ⇒ σ(Q) ∩A = P . ♣

We now show that the action of G is transitive.

8.1.2 Theorem

Let Q and Q1 be prime ideals lying above P . Then for some σ ∈ G we have σ(Q) = Q1.
Proof. If the assertion is false, then for each σ, the ideals Q1 and σ(Q) are maximal and
distinct, so Q1 �⊆ σ(Q). By the prime avoidance lemma (Section 3.1, exercises), there is
an element x ∈ Q1 belonging to none of the σ(Q). Computing the norm of x relative to
L/K, we have N(x) =

∏
σ∈G σ(x) by (2.1.6). But one of the σ’s is the identity, Q1 is an

ideal, and [by (8.1.1)] σ(x) ∈ B for all σ. Consequently, N(x) ∈ Q1. But N(x) ∈ A by

1
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(2.2.2), so N(x) ∈ Q1 ∩ A = P = Q ∩ A. Thus N(x) belongs to the prime ideal Q, and
therefore some σ−1(x) belongs to Q as well. This gives x ∈ σ(Q), a contradiction. ♣

8.1.3 Corollary

In the factorization PB =
∏g

i=1 P ei
i of the nonzero prime ideal P , the ramification indices

ei are the same for all i, as are the relative degrees fi. Thus the ram-rel identity simplifies
to efg = n, where n = [L : K] = |G|.
Proof. This follows from (8.1.2), along with the observation that an automorphism σ
preserves all algebraic relations. ♣

Since we have a group G acting on the prime factors of PB, it is natural to consider
the stabilizer subgroup of each prime factor Q.

8.1.4 Definitions and Comments

We say that the prime ideals σ(Q), σ ∈ G, are the conjugates of Q. Thus (8.1.2) says that
all prime factors of PB are conjugate. The decomposition group of Q is the subgroup D
of G consisting of those σ ∈ G such that σ(Q) = Q. (This does not mean that σ fixes
every element of Q.) By the orbit-stabilizer theorem, the size of the orbit of Q is the
index of the stabilizer subgroup D. Since there is only one orbit, of size g,

g = [G : D] = |G|/|D|, hence |D| = n/g = efg/g = ef,

independent of Q. Note also that distinct conjugates of Q determine distinct cosets of D.
For if σ1D = σ2D, then σ−1

2 σ1 ∈ D, so σ1(Q) = σ2(Q).

There is a particular subgroup of D that will be of interest. By (8.1.1), σ(B) = B for
every σ ∈ G. If σ ∈ D, then σ(Q) = Q. It follows that σ induces an automorphism σ of
B/Q. (Note that x ≡ y mod Q iff σx ≡ σy mod Q.) Since σ is a K-automorphism, σ
is an A/P -automorphism. The mapping σ → σ is a group homomorphism from D to the
group of A/P -automorphisms of B/Q.

8.1.5 Definition

The kernel I of the above homomorphism, that is, the set of all σ ∈ D such that σ is
trivial, is called the inertia group of Q.

8.1.6 Remarks

The inertia group is a normal subgroup of the decomposition group, as it is the kernel of
a homomorphism. It is given explicitly by

I = {σ ∈ D : σ(x) + Q = x + Q ∀x ∈ B} = {σ ∈ D : σ(x)− x ∈ Q ∀x ∈ B}.
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We now introduce an intermediate field and ring into the basic AKLB setup, as follows.

L B

KD AD

K A

Take KD to be the fixed field of D, and let AD = B ∩KD be the integral closure of A in
KD. Let PD be the prime ideal Q ∩ AD. Note that Q is the only prime factor of PDB.
This is because all primes in the factorization are conjugate, and σ(Q) = Q for all σ ∈ D,
by definition of D.

8.1.7 Lemma

Let PDB = Qe′ and f ′ = [B/Q : AD/PD]. Then e′ = e and f ′ = f . Moreover,
A/P ∼= AD/PD.

Proof. First, observe that by the ram-rel identity [see (8.1.3)], e′f ′ = [L : KD], which is
|D| by the fundamental theorem of Galois theory. But |D| = ef by (8.1.4), so e′f ′ = ef .
Now as in (4.1.3)-(4.1.5), A/P ⊆ AD/PD ⊆ B/Q, so f ′ ≤ f . Also, PAD ⊆ PD, so PD

divides PAD, hence PDB divides PADB = PB. Consequently, e′ ≤ e, and this forces
e′ = e and f ′ = f . Thus the dimension of B/Q over AD/PD is the same as the dimension
of B/Q over A/P . Since A/P can be regarded as a subfield of AD/PD, the proof is
complete. ♣

8.1.8 Theorem

The homomorphism σ → σ of D to Gal[(B/Q)/(A/P )] introduced in (8.1.4) is surjective
with kernel I. Therefore Gal[(B/Q)/(A/P )] ∼= D/I.

Proof. Let x be a primitive element of B/Q over A/P . Let x ∈ B be a representative
of x. Let h(X) = Xr + ar−1X

r−1 + ·+ a0 be the minimal polynomial of x over KD; the
coefficients ai belong to AD by (2.2.2). The roots of h are all of the form σ(x), σ ∈ D.
(We are working in the extension L/KD, with Galois group D.) By (8.1.7), if we reduce
the coefficients of h mod PD, the resulting polynomial h(X) has coefficients in A/P . The
roots of h are of the form σ(x), σ ∈ D (because x is a primitive element). Since σ ∈ D
means that σ(Q) = Q, all conjugates of x over A/P lie in B/Q. By the basic theory of
splitting fields, B/Q is a Galois extension of A/P .

To summarize, since every conjugate of x over A/P is of the form σ(x), every A/P -
automorphism of B/Q (necessarily determined by its action on x), is of the form σ where
σ ∈ D. Since σ is trivial iff σ ∈ I, it follows that the map σ → σ is surjective and has
kernel I. ♣
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8.1.9 Corollary

The order of I is e. Thus the prime ideal P does not ramify if and only if the inertia
group of every prime ideal Q lying over P is trivial.
Proof. By definition of relative degree, the order of Gal[(B/Q)/(A/P )] is f . By (8.1.4),
the order of D is ef . Thus by (8.1.8), the order of I must be e. ♣

Problems For Section 8.1

1. Let D(Q) be the decomposition group of the prime ideal Q. It follows from the
definition of stabilizer subgroup that D(σ(Q)) = σD(Q)σ−1 for every σ ∈ G. Show that
the inertia subgroup also behaves in this manner, that is, I(σ(Q)) = σI(Q)σ−1.
2. If L/K is an abelian extension (the Galois group G = Gal(L/K) is abelian), show that
the groups D(σ(Q)), σ ∈ G, are all equal, as are the I(σ(Q)), σ ∈ G. Show also that the
groups depend only on the prime ideal P of A.

8.2 The Frobenius Automorphism

In the basic AKLB setup, with L/K a Galois extension, we now assume that K and L
are number fields.

8.2.1 Definitions and Comments

Let P be a prime ideal of A that does not ramify in B, and let Q be a prime lying over P .
By (8.1.9), the inertia group I(Q) is trivial, so by (8.1.8), Gal[(B/Q)/(A/P )] is isomorphic
to the decomposition group D(Q). But B/Q is a finite extension of the finite field A/P [see
(4.2.3)], so the Galois group is cyclic. Moreover, there is a canonical generator given by
x+Q→ xq +Q, x ∈ B, where q = |A/P |. Thus we have identified a distinguished element
σ ∈ D(Q), called the Frobenius automorphism, or simply the Frobenius, of Q, relative to
the extension L/K. The Frobenius automorphism is determined by the requirement that
for every x ∈ B,

σ(x) ≡ xq mod Q.

We use the notation
[

L/K
Q

]
for the Frobenius automorphism. The behavior of the Frobe-

nius under conjugation is similar to the behavior of the decomposition group as a whole
(see the exercises in Section 8.1).

8.2.2 Proposition

If τ ∈ G, then
[

L/K
τ(Q)

]
= τ

[
L/K

Q

]
τ−1.

Proof. If x ∈ B, then
[

L/K
Q

]
τ−1x ≡ (τ−1x)q = τ−1xq mod Q. Apply τ to both sides to

conclude that τ
[

L/K
Q

]
τ−1 satisfies the defining equation for

[
L/K
τ(Q)

]
. Since the Frobenius

is determined by its defining equation, the result follows. ♣
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8.2.3 Corollary

If L/K is abelian, then
[

L/K
Q

]
depends only on P , and we write the Frobenius automor-

phism as
(

L/K
P

)
, and sometimes call it the Artin symbol.

Proof. By (8.2.2), the Frobenius is the same for all conjugate ideals τ(Q), τ ∈ G, hence
by (8.1.2), for all prime ideals lying over P . ♣

8.2.4 Intermediate Fields

We now introduce an intermediate field between K and L, call it F . We can then lift P
to the ring of algebraic integers in F , namely B ∩ F . A prime ideal lying over P has the
form Q∩F , where Q is a prime ideal of PB. We will compare decomposition groups with
respect to the fields L and F , with the aid of the identity

[B/Q : A/P ] = [B/Q : (B ∩ F )/(Q ∩ F )][(B ∩ F )/(Q ∩ F ) : A/P ].

The term on the left is the order of the decomposition group of Q over P , denoted by
D(Q, P ). (We are assuming that P does not ramify, so e = 1.) The first term on the
right is the order of the decomposition group of Q over Q ∩ F . The second term on the
right is the relative degree of Q ∩ F over P , call if f . Thus

|D(Q, Q ∩ F )| = |D(Q, P )|/f

Since D = D(Q, P ) is cyclic and is generated by the Frobenius automorphism σ, the
unique subgroup of D with order |D|/f is generated by σf . Note that D(Q, Q ∩ F ) is
a subgroup of D(Q, P ), because Gal(L/F ) is a subgroup of Gal(L/K). It is natural to
expect that the Frobenius automorphism of Q, relative to the extension L/F , is σf .

8.2.5 Proposition
[

L/F
Q

]
=

[
L/K

Q

]f

.

Proof. Let σ =
[

L/K
Q

]
. Then σ ∈ D, so σ(Q) = Q; also σ(x) ≡ xq mod Q, x ∈ B, where

q = |A/P |. Thus σf (Q) = Q and σf (x) ≡ xqf

. Since qf is the cardinality of the field
(B ∩ F )/(Q ∩ F ), the result follows. ♣

8.2.6 Proposition

If the extension F/K is Galois, then the restriction of σ =
[

L/K
Q

]
to F is

[
F/K
Q∩F

]
.

Proof. Let σ1 be the restriction of σ to F . Since σ(Q) = Q, it follows that σ1(Q ∩ F ) =
Q ∩ F . (Note that F/K is normal, so σ1 is an automorphism of F .) Thus σ1 belongs
to D(Q ∩ F, P ). Since σ(x) ≡ xq mod Q, we have σ1(x) ≡ xq mod (Q ∩ F ), where
q = |A/P |. Consequently, σ1 =

[
F/K
Q∩F

]
. ♣
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8.2.7 Definitions and Comments

We may view the lifting from the base field K to the extension field L as occurring in
three distinct steps. Let FD be the decomposition field of the extension, that is, the fixed
field of the decomposition group D, and let FI be the inertia field, the fixed field of the
inertia group I. We have the following diagram:

L

e=|I|

FI

f=|D|/e

FD

g=n/ef

K

All ramification takes place at the top (call it level 3), and all splitting at the bottom
(level 1). There is inertia in the middle (level 2). Alternatively, the results can be
expressed in tabular form:

e f g
Level 1 1 1 g

2 1 f 1
3 e 1 1

As we move up the diagram, we multiply the ramification indices and relative degrees.
This is often expressed by saying that e and f are multiplicative in towers. The basic
point is that if Q = Qe1

1 · · · and Q1 = Qe2
2 · · · , then Q = Qe1e2

2 · · · . The multiplicativity
of f follows because f is a vector space dimension.

8.3 Applications

8.3.1 Cyclotomic Fields

Let ζ be a primitive mth root of unity, and let L = Q(ζ) be the corresponding cyclotomic
field. (We are in the AKLB setup with A = Z and K = Q.) Assume that p is a rational
prime that does not divide m. Then by (7.2.5) and the exercises for Section 4.2, p is
unramified. Thus (p) factors in B as Q1 · · ·Qg, where the Qi are distinct prime ideals.
Moreover, the relative degree f is the same for all Qi, because the extension L/Q is
Galois. In order to say more about f , we find the Frobenius automorphism σ explicitly.
The defining equation is σ(x) ≡ xp mod Qi for all i, and consequently

σ(ζ) = ζp.
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(The idea is that the roots of unity remain distinct when reduced mod Qi, because the
polynomial Xn − 1 is separable over Fp.)

Now the order of σ is the size of the decomposition group D, which is f . Thus f is
the smallest positive integer such that σf (ζ) = ζ. Since ζ is a primitive mth root of unity,
we conclude that

f is the smallest positive integer such that pf ≡ 1 mod m.

Once we know f , we can find the number of prime factors g = n/f , where n = ϕ(m).
(We already know that e = 1 because p is unramified.)

When p divides m, the analysis is more complicated, and we will only state the result.
Say m = pam1, where p does not divide m1. Then f is the smallest positive integer such
that pf ≡ 1 mod m1. The factorization is (p) = (Q1 · · ·Qg)e, with e = ϕ(pa). The Qi are
distinct prime ideals, each with relative degree f . The number of distinct prime factors
is g = ϕ(m1)/f .

We will now give a proof of Gauss’ law of quadratic reciprocity.

8.3.2 Proposition

Let q be an odd prime, and let L = Q(ζq) be the cyclotomic field generated by a primitive
qth root of unity. Then L has a unique quadratic subfield F . Explicitly, if q ≡ 1 mod 4,
then the quadratic subfield is Q(

√
q), and if q ≡ 3 mod 4, it is Q(

√−q). More compactly,
F = Q(

√
q∗), where q∗ = (−1)q−1)/2q.

Proof. The Galois group of the extension is cyclic of even order q− 1, hence has a unique
subgroup of index 2. Therefore L has a unique quadratic subfield. By (7.1.7) and the
exercises to Section 7.1, the field discriminant is d = (−1)(q−1)/2qq−2 ∈ Q. But

√
d /∈ Q,

because d has an odd number of factors of q. If q ≡ 1 mod 4, then the sign of d is
positive and Q(

√
d) = Q(

√
q). Similarly, if q ≡ 3 mod 4, then the sign of d is negative

and Q(
√

d) = Q(
√−q). [Note that the roots of the cyclotomic polynomial belong to L,

hence so does
√

d; see (2.3.5).] ♣

8.3.3 Remarks

Let σp be the Frobenius automorphism
(

F/Q
p

)
, where F is the unique quadratic subfield

of L, and p is an odd prime unequal to q. By (4.3.2), case (a1), if q∗ is a quadratic residue
mod p, then p splits, so g = 2 and therefore f = 1. Thus the decomposition group D
is trivial, and since σp generates D, σp is the identity. If q∗ is not a quadratic residue
mod p, then by (4.3.2), case (a2), p is inert, so g = 1, f = 2, and σp is nontrivial. Since
the Galois group of F/Q has only two elements, it may be identified with {1,−1} under
multiplication, and we may write (using the standard Legendre symbol) σp = ( q∗

p ). On

the other hand, σp is the restriction of σ =
(

L/Q
p

)
to F , by (8.2.6). Thus σp is the identity

on F iff σ belongs to H, the unique subgroup of Gal(L/Q) of index 2. This will happen iff
σ is a square. Now the Frobenius may be viewed as a lifting of the map x→ xp mod q.
[As in (8.3.1), σ(ζq) = ζp

q .] Thus σ will belong to H iff p is a quadratic residue mod q. In
other words, σp = (p

q ).
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8.3.4 Quadratic Reciprocity

If p and q are distinct odd primes, then
(

p

q

)
= (−1)(p−1)(q−1)/4

(
q

p

)
.

Proof. By (8.3.3),

(
p

q

)
=

(
q∗

p

)
=

(
(−1)(q−1)/2

p

) (
q

p

)
=

(−1
p

)(q−1)/2 (
q

p

)
.

But by elementary number theory, or by the discussion in the introduction to Chapter 1,
(−1

p

)
= (−1)(p−1)/2,

and the result follows. ♣

8.3.5 Remark

Let L = Q(ζ), where ζ is a primitive pth root of unity, p prime. As usual, B is the ring
of algebraic integers of L. In this case, we can factor (p) in B explicitly. By (7.1.3) and
(7.1.5),

(p) = (1− ζ)p−1.

Thus the ramification index e = p− 1 coincides with the degree of the extension. We say
that p is totally ramified.



Chapter 9

Local Fields

The definition of global field varies in the literature, but all definitions include our primary
source of examples, number fields. The other fields that are of interest in algebraic number
theory are the local fields, which are complete with respect to a discrete valuation. This
terminology will be explained as we go along.

9.1 Absolute Values and Discrete Valuations

9.1.1 Definitions and Comments

An absolute value on a field k is a mapping x→ |x| from k to the real numbers, such that
for every x, y ∈ k,
1. |x| ≥ 0, with equality if and only if x = 0;
2. |xy| = |x| |y|;
3. |x + y| ≤ |x|+ |y|.
The absolute value is nonarchimedean if the third condition is replaced by a stronger
version:
3′. |x + y| ≤ max(|x|, |y|).
As expected, archimedean means not nonarchimedean.

The familiar absolute values on the reals and the complex numbers are archimedean.
However, our interest will be in nonarchimedean absolute values. Here is where most of
them come from.

A discrete valuation on k is a surjective map v : k → Z∪{∞}, such that for every x, y ∈ k,
(a) v(x) =∞ if and only if x = 0;
(b) v(xy) = v(x) + v(y);
(c) v(x + y) ≥ min(v(x), v(y)).

A discrete valuation induces a nonarchimedean absolute value via |x| = cv(x), where c
is a constant with 0 < c < 1.

1
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9.1.2 Example

Let A be a Dedekind domain with fraction field K, and let P be a nonzero prime ideal of A.
Then (see page 3 of Chapter 4) the localized ring AP is a discrete valuation ring (DVR)
with unique maximal ideal (equivalently, unique nonzero prime ideal) PAP . Choose a
generator π of this ideal; this is possible because a DVR is, in particular, a PID. Now if
x ∈ K∗, the set of nonzero elements of K, then by factoring the principal fractional ideal
(x)AP , we find that x = uπn, where n ∈ Z and u is a unit in AP . We define vP (x) = n,
with vP (0) =∞. We can check that vP is a discrete valuation, called the P -adic valuation
on K. Surjectivity and conditions (a) and (b) follow directly from the definition. To verify
(c), let x = uπm, y = vπn with m ≥ n. Then x + y = (v−1uπm−n + 1)vπn, and since
the term in parentheses belongs to AP , the exponent in its prime factorization will be
nonnegative. Therefore vP (x + y) ≥ n = min(vP (x), vP (y)).

Now consider the special case A = Z, K = Q, P = (p). If x is rational and x = pra/b
where neither a nor b is divisible by p, then we get the p-adic valuation on the rationals,
given by vp(pra/b) = r.

Here are some of the basic properties of nonarchimedean absolute values. It is often
convenient to exclude the trivial absolute value, given by |x| = 1 for x 
= 0, and |0| = 0.
Note also that for any absolute value, |1| = | − 1| = 1, | − x| = |x|, and |x−1| = 1/|x| for
x 
= 0. (Observe that 1× 1 = (−1)× (−1) = x× x−1 = 1.)

9.1.3 Proposition

Let | | be a nonarchimedean absolute value on the field K. Let A be the corresponding
valuation ring, defined as {x ∈ K : |x| ≤ 1}, and P the valuation ideal {x ∈ K : |x| < 1}.
Then A is a local ring with unique maximal ideal P and fraction field K. If u ∈ K, then
u is a unit of A if and only if |u| = 1. If the trivial absolute value is excluded, then A is
not a field.

Proof.

1. A is a ring, because it is closed under addition, subtraction and multiplication, and
contains the identity.
2. K is the fraction field of A, because if z is a nonzero element of K, then either z or its
inverse belongs to A.
3. A is a local ring with unique maximal ideal P . It follows from the definition that P
is a proper ideal. If Q is any proper ideal of A, then Q ⊆ P , because A \ P ⊆ A \ Q.
(If x ∈ A \ P , then |x| = 1, hence |x−1| = 1, so x−1 ∈ A. Thus x ∈ Q implies that
xx−1 = 1 ∈ Q, a contradiction.)
4. If u ∈ K, then u is a unit of A iff |u| = 1. For if u and v belong to A and uv = 1, then
|u| |v| = 1. But both |u| and |v| are at most 1, hence they must equal 1. Conversely, if
|u| = 1, then |u−1| = 1. But then both u and its inverse belong to A, so u is a unit of A.
5. If | | is nontrivial, then A is not a field. For if x 
= 0 and |x| 
= 1, then either |x| < 1
and |x−1| > 1, or |x| > 1 and |x−1| < 1. Either way, we have an element of A whose
inverse lies outside of A. ♣
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9.1.4 Proposition

If the nonarchimedean and nontrivial absolute value | | on K is induced by the discrete
valuation v, then the valuation ring A is a DVR.
Proof. In view of (9.1.3), we need only show that A is a PID. Choose an element π ∈ A
such that v(π) = 1. If x is a nonzero element of A and v(x) = n ∈ Z, then v(xπ−n) = 0,
so xπ−n has absolute value 1 and is therefore a unit u by (9.1.3). Thus x = uπn. Now if I
is any proper ideal of A, then I will contain an element uπn with |n| as small as possible,
say |n| = n0. Either πn0 or π−n0 will be a generator of I (but not both since I is proper).
We conclude that every ideal of A is principal. ♣

The proof of (9.1.4) shows that A has exactly one nonzero prime ideal, namely (π).

9.1.5 Proposition

If | | is a nonarchimedean absolute value , then |x| 
= |y| implies |x + y| = max(|x|, |y|).
Hence by induction, if |x1| > |xi| for all i = 2, . . . , n, then |x1 + · · ·+ xn| = |x1|.
Proof. We may assume without loss of generality that |x| > |y|. Then

|x| = |x + y − y| ≤ max(|x + y|, |y|) = |x + y|,

otherwise max(|x+ y|, |y|) = |y| < |x|, a contradiction. Since |x+ y| ≤ max(|x|, |y|) = |x|,
the result follows. ♣

9.1.6 Corollary

With respect to the metric induced by a nonarchimedean absolute value, all triangles are
isosceles.
Proof. Let the vertices of the triangle be x, y and z. Then |x − y| = |(x − z) + (z − y)|.
If |x− z| = |z − y|, then two side lengths are equal. If |x− z| 
= |z − y|, then by (9.1.5),
|x− y| = max(|x− z|, |z − y|), and again two side lengths are equal. ♣

9.1.7 Proposition

The absolute value | | is nonarchimedean if and only if |n| ≤ 1 for every integer n =
1± · · · ± 1, equivalently if and only if the set {|n| : n ∈ Z} is bounded.
Proof. If the absolute value is nonarchimedean, then |n| ≤ 1 by repeated application of
condition 3′ of (9.1.1). Conversely, if every integer has absolute value at most 1, then it
suffices to show that |x + 1| ≤ max(|x|, 1) for every x. (Apply this result to x/y, y 
= 0.)
By the binomial theorem,

|x + 1|n =

∣∣∣∣∣

n∑

r=0

(
n

r

)∣∣∣∣∣ xr ≤
n∑

r=0

∣∣∣∣

(
n

r

)∣∣∣∣ |x|
r.

By hypothesis, the integer
(
n
r

)
has absolute value at most 1. If |x| > 1, then |x|r ≤ |x|n

for all r = 0, 1, . . . , n. If |x| ≤ 1, then |x|r ≤ 1. Consequently,

|x + 1|n ≤ (n + 1) max(|x|n, 1).
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Take nth roots and let n→∞ to get |x+1| ≤ max(|x|, 1). Finally,to show that bounded-
ness of the set of integers is an equivalent condition, note that if |n| > 1, then |n|j →∞
as j →∞ ♣

Problems For Section 9.1

1. Show that every absolute value on a finite field is trivial.
2. Show that a field that has an archimedean absolute value must have characteristic 0.
3. Two nontrivial absolute values | |1 and | |2 on the same field are said to be equivalent
if for every x, |x|1 < 1 if and only if |x|2 < 1. [Equally well, |x|1 > 1 if and only if
|x|2 > 1; just replace x by 1/x if x 
= 0.] This says that the absolute values induce the
same topology (because they have the same sequences that converge to 0). Show that two
nontrivial absolute values are equivalent if and only if for some real number a, we have
|x|a1 = |x|2 for all x.

9.2 Absolute Values on the Rationals

In (9.1.2), we discussed the p-adic absolute value on the rationals (induced by the p-adic
valuation, with p prime), and we are familiar with the usual absolute value. In this section,
we will prove that up to equivalence (see Problem 3 of Section 9.1), there are no other
nontrivial absolute values on Q.

9.2.1 Preliminary Calculations

Fix an absolute value | | on Q. If m and n are positive integers greater than 1, expand
m to the base n. Then m = a0 + a1n + · · ·+ arn

r, 0 ≤ ai ≤ n− 1, ar 
= 0.

(1) r ≤ log m/ log n.

This follows because nr ≤ m.

(2) For every positive integer l we have |l| ≤ l, hence in the above base n expansion,
|ai| ≤ ai < n.

This can be done by induction: |1| = 1, |1 + 1| ≤ |1|+ |1|, and so on.
There are 1 + r terms in the expansion of m, each bounded by n[max(1, |n|)]r. [We

must allow for the possibility that |n| < 1, so that |n|i decreases as i increases. In this
case, we will not be able to claim that |a0| ≤ n(|n|r).] With the aid of (1), we have

(3) |m| ≤ (1 + log m/ log n)n[max(1, |n|)]log m/ log n.

Replace m by mt and take the tth root of both sides. The result is

(4) |m| ≤ (1 + t log m/ log n)1/tn1/t[max(1, |n|)]log m/ log n.

Let t→∞ to obtain our key formula:

(5) |m| ≤ [max(1, |n|)]log m/ log n.
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9.2.2 The Archimedean Case

Suppose that |n| > 1 for every n > 1. Then by (5), |m| ≤ |n|log m/ log n, and therefore
log |m| ≤ (log m/ log n) log |n|. Interchanging m and n gives the reverse inequality, so
log |m| = (log m/ log n) log |n|. It follows that log |n|/ log n is a constant a, so |n| = na.
Since 1 < |n| ≤ n [see (2)], we have 0 < a ≤ 1. Thus our absolute value is equivalent to
the usual one.

9.2.3 The Nonarchimedean Case

Suppose that for some n > 1 we have |n| ≤ 1. By (5), |m| ≤ 1 for all m > 1, so
|n| ≤ 1 for all n ≥ 1, and the absolute value is nonarchimedean by (9.1.7). Excluding
the trivial absolute value, we have |n| < 1 for some n > 1. (If every nonzero integer
has absolute value 1, then every nonzero rational number has absolute value 1.) Let
P = {n ∈ Z : |n| < 1}. Then P is a prime ideal (p). (Note that if ab has absolute value
less than 1, so does either a or b.) Let c = |p|, so 0 < c < 1.

Now let r be the exact power of p dividing n, so that pr divides n but pr+1 does not.
Then n/pr /∈ P , so |n|/cr = 1, |n| = cr. Note that n/pr+1 also fails to belong to P , but
this causes no difficulty because n/pr+1 is not an integer.

To summarize, our absolute value agrees, up to equivalence, with the p-adic absolute
value on the positive integers, hence on all rational numbers. (In going from a discrete
valuation to an absolute value, we are free to choose any constant in (0,1). A different
constant will yield an equivalent absolute value.)

Problems For Section 9.2

If vp is the p-adic valuation on Q, let ‖ ‖p be the associated absolute value with the
particular choice c = 1/p. Thus ‖pr‖p = p−r. Denote the usual absolute value by ‖ ‖∞.

1. Establish the product formula: If a is a nonzero rational number, then

∏

p

‖a‖p = 1

where p ranges over all primes, including the “infinite prime” p =∞.

9.3 Artin-Whaples Approximation Theorem

The Chinese remainder theorem states that if I1, . . . In are ideals in a ring R that are
relatively prime in pairs, and ai ∈ Ii, i = 1, . . . , n, then there exists a ∈ R such that
a ≡ ai mod Ii for all i. We are going to prove a result about mutually equivalent absolute
values that is in a sense analogous. The condition a ≡ ai mod Ii will be replaced by
the statement that a is close to ai with respect to the ith absolute value. First, some
computations.
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9.3.1 Lemma

Let | | be an arbitrary absolute value. Then
(1) |a| < 1⇒ an → 0;
(2) |a| < 1⇒ an/(1 + an)→ 0;
(3) |a| > 1⇒ an/(1 + an)→ 1.
Proof. The first statement follows from |an| = |a|n. To prove (2), use the triangle
inequality and the observation that 1 + an = 1− (−an) to get

1− |a|n ≤ |1 + an| ≤ 1 + |a|n,

so by (1), |1+ an| → 1. Since |α/β| = |α|/|β|, another application of (1) gives the desired
result. To prove (3), write

1− an

1 + an
=

1
1 + an

=
a−n

1 + a−n
→ 0 by (2). ♣

Here is the key step in the development.

9.3.2 Proposition

Let | |1, . . . , | |n be nontrivial, mutually inequivalent absolute values on the same field.
Then there is an element a such that |a|1 > 1 and |a|i < 1 for i = 2, . . . , n.
Proof. First consider the case n = 2. Since | |1 and | |2 are inequivalent, there are
elements b and c such that |b|1 < 1, |b|2 ≥ 1, |c|1 ≥ 1, |c|2 < 1. If a = c/b, then |a|1 > 1
and |a|2 < 1.

Now if the result holds for n− 1, we can choose an element b such that |b|1 > 1, |b|2 <
1, . . . , |b|n−1 < 1. By the n = 2 case, we can choose c such that |c|1 > 1 and |c|n < 1.
Case 1. Suppose |b|n ≤ 1. Take ar = cbr, r ≥ 1. Then |ar|1 > 1, |ar|n < 1, and |ar|i → 0
as r →∞ for i = 2, . . . , n− 1. Thus we can take a = ar for sufficiently large r.
Case 2. Suppose |b|n > 1. Take ar = cbr/(1 + br). By (3) of (9.3.1), |ar|1 → |c|1 > 1 and
|ar|n → |c|n < 1 as r →∞. If 2 ≤ i ≤ n− 1, then |b|i < 1, so by (2) of (9.3.1), |ar|i → 0
as r →∞. Again we can take a = ar for sufficiently large r. ♣

9.3.3 Approximation Theorem

Let | |1, . . . , | |n be nontrivial mutually inequivalent absolute values on the field k.
Given arbitrary elements x1, . . . , xn ∈ k and any positive real number ε, there is an
element x ∈ k such that |x− xi|i < ε for all i = 1, . . . , n.
Proof. By (9.3.2), ∀i ∃yi ∈ k such that |yi|i > 1 and |yi|j < 1 for j 
= i. Take zi =
yr

i /(1+yr
i ). Given δ > 0, it follows from (2) and (3) of (9.3.1) that for r sufficiently large,

|zi − 1|i < δ and |zj | < δ, j 
= i.

Our candidate is

x = x1z1 + · · ·xnzn.
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To show that x works, note that x− xi =
∑

j �=i xjzj + xi(zi − 1). Thus

|x− xi|i ≤ δ
∑

j �=i

|xj |i + δ|xi|i = δ

n∑

j=1

|xj |i .

Choose δ so that the right side is less than ε, and the result follows. ♣

Problems For Section 9.3

1. Let | |1, . . . , | |n be nontrivial mutually inequivalent absolute values on the field k.
Fix r with 0 ≤ r ≤ n. Show that there is an element a ∈ k such that |a|1 > 1, . . . , |a|r > 1
and |a|r+1, . . . , |a|n < 1.
2. There is a gap in the first paragraph of the proof of (9.3.2), which can be repaired by
showing that the implication |a|1 < 1⇒ |a|2 < 1 is sufficient for equivalence. Prove this.

9.4 Completions

You have probably seen the construction of the real numbers from the rationals, and
the general process of completing a metric space using equivalence classes of Cauchy
sequences. If the metric is induced by an absolute value on a field, then we have some
additional structure that we can exploit to simplify the development. If we complete the
rationals with respect to the p-adic rather than the usual absolute value, we get the p-adic
numbers, the most popular example of a local field.

9.4.1 Definitions and Comments

Let K be a field with an absolute value | |, and let C be the set of Cauchy sequences
with elements in K. Then C is a ring under componentwise addition and multiplication.
Let N be the set of null sequences (sequences converging to 0). Then N is an ideal of C
(because every Cauchy sequence is bounded). In fact N is a maximal ideal, because every
Cauchy sequence not in N is eventually bounded away from 0, hence is a unit in C. The
completion of K with respect to the given absolute value is the field K̂ = C/N . We can
embed K in K̂ via c→ {c, c, . . . }+ N .

We now extend the absolute value on K to K̂. If (cn)+N ∈ K̂, then (|cn|) is a Cauchy
sequence of real numbers, because by the triangle inequality, |cn| − |cm| has (ordinary)
absolute value at most |cn− cm| → 0 as n, m→∞. Thus |cn| converges to a limit, which
we take as the absolute value of (cn) + N . Since the original absolute value satisfies the
defining conditions in (9.1.1), so does the extension.

To simplify the notation, we will denote the element (cn) + N of K̂ by (cn). If
cn = c ∈ K for all n, we will write the element as c.

9.4.2 Theorem

K is dense in K̂ and K̂ is complete.
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Proof. Let α = (cn) ∈ K̂, with αn = cn. Then

|α− αn| = lim
m→∞

|cm − cn| → 0 as n→∞,

proving that K is dense in K̂. To prove completeness of K̂, let (αn) be a Cauchy sequence
in K̂. Since K is dense, for every positive integer n there exists cn ∈ K such that
|αn−cn| < 1/n. But then (cn) is a Cauchy sequence in K̂, hence in K, and we are assured
that α = (cn) is a legal element of K̂. Moreover, |αn − α| → 0, proving completeness. ♣

9.4.3 Uniqueness of the Completion

Suppose K is isomorphic to a dense subfield of the complete field L, where the absolute
value on L extends that of (the isomorphic copy of) K. If x ∈ K̂, then there is a sequence
xn ∈ K such that xn → x. But the sequence (xn) is also Cauchy in L, hence converges
to an element y ∈ L. If we define f(x) = y, then f is a well-defined homomorphism of
fields, necessarily injective. If y ∈ L, then y is the limit of a Cauchy sequence in K, which
converges to some x ∈ K̂. Consequently, f(x) = y. Thus f is an isomorphism of K̂ and
L, and f preserves the absolute value.

9.4.4 Power Series Representation

We define a local field K as follows. There is an absolute value on K induced by a discrete
valuation v, and with respect to this absolute value, K is complete. For short, we say
that K is complete with respect to the discrete valuation v. Let A be the valuation ring
(a DVR), and P the valuation ideal; see (9.1.3) and (9.1.4) for terminology. If α ∈ K,
then by (9.1.4) we can write α = uπr with r ∈ Z, u a unit in A and π an element of
A such that v(π) = 1. Often, π is called a prime element or a uniformizer. Note that
A = {α ∈ K : v(α) ≥ 0} and P = {α ∈ K : v(α) ≥ 1} = Aπ.

Let S be a fixed set of representatives of the cosets of A/P . We will show that each
α ∈ K has a Laurent series expansion

α = a−mπ−m + · · ·+ a−1π
−1 + a0 + a1π + a2π

2 + · · · , ai ∈ S,

and if ar is the first nonzero coefficient (r may be negative), then v(α) = r.
The idea is to expand the unit u in a power series involving only nonnegative powers of

π. For some a0 ∈ S we have u−a0 ∈ P . But then v(u−a0) ≥ 1, hence v((u−a0)/π) ≥ 0,
so (u− a0)/π ∈ A. Then for some a1 ∈ S we have [(u− a0)/π]− a1 ∈ P , in other words,

u− a0 − a1π

π
∈ P.

Repeating the above argument, we get
u− a0 − a1π

π2
∈ A.

Continue inductively to obtain the desired series expansion. Note that by definition of S,
the coefficients ai are unique. Thus an expansion of α that begins with a term of degree
r in π corresponds to a representation α = uπr and a valuation v(α) = r. Also, since
|π| < 1, high positive powers of π are small with respect to the given absolute value. The
partial sums sn of the series form a coherent sequence, that is, sn ≡ sn−1 mod (π)n.
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9.4.5 Proposition

Let
∑

an be any series of elements in a local field. Then the series converges if and only
if an → 0.

Proof. If the series converges, then an → 0 by the standard calculus argument, so assume
that an → 0. Since the absolute value is nonarchimedean, n ≤ m implies that

|
m∑

i=n

ai| ≤ max(an, . . . , am)→ 0 as n→∞. ♣

9.4.6 Definitions and Comments

The completion of the rationals with respect to the p-adic valuation is called the field of
p-adic numbers, denoted by Qp. The valuation ring A = {α : v(α) ≥ 0} is called the ring
of p-adic integers, denoted by Zp. The series representation of a p-adic integer contains
only nonnegative powers of π = p. If in addition, there is no constant term, we get the
valuation ideal P = {α : v(α) ≥ 1}. The set S of coset representatives may be chosen to
be {0, 1, . . . , p − 1}. (Note that if a 
= b and a ≡ b mod p, then a − b ∈ P , so a and b
cannot both belong to S. Also, a rational number can always be replaced by an integer
with the same valuation.) Arithmetic is carried out via polynomial multiplication, except
that there is a “carry”. For example, if p = 7, then 3 + 6 = 9 = 2 + p. For some practice,
see the exercises.

We adopt the convention that in going from the p-adic valuation to the associated
absolute value |x| = cv(x), 0 < c < 1, we take c = 1/p. Thus |pr| = p−r.

Problems For Section 9.4

1. Show that a rational number a/b (in lowest terms) is a p-adic integer if and only if p
does not divide b.
2. With p = 3, express the product of (2 + p + p2) and (2 + p2) as a p-adic integer.
3. Express the p-adic integer -1 as an infinite series.
4. Show that the sequence an = n! of p-adic integers converges to 0.
5. Does the sequence an = n of p-adic integers converge?
6. Show that the p-adic power series for log(1+x), namely

∑∞
n=1(−1)n+1xn/n, converges

in Qp for |x| < 1 and diverges elsewhere. This allows a definition of a p-adic logarithm:
logp(x) = log[1 + (x− 1)].

In Problems 7-9, we consider the p-adic exponential function.

7. Recall from elementary number theory that the highest power of p dividing n! is∑∞
i=1�n/pi�. (As an example, let n = 15 and p = 2. Calculate the number of multiples

of 2, 4,and 8 in the integers 1-15.) Use this result to show that the p-adic valuation of n!
is at most n/(p− 1).
8. Show that the p-adic valuation of (pm)! is (pm − 1)/(p− 1).
9. Show that the exponential series

∑∞
n=0 xn/n! converges for |x| < p−1/(p−1) and diverges

elsewhere.
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9.5 Hensel’s Lemma

9.5.1 The Setup

Let K be a local field with valuation ring A and valuation ideal P . By (9.1.3) and (9.1.4),
A is a local ring, in fact a DVR, with maximal ideal P . The field k = A/P is called the
residue field of A or of K. If a ∈ A, then the coset a+P ∈ k will be denoted by a. If f is
a polynomial in A[X], then reduction of the coefficients of f mod P yields a polynomial
f in k[X]. Thus

f(X) =
d∑

i=0

aiX
i ∈ A[X], f(X) =

d∑

i=0

aiX
i ∈ k[X].

Hensel’s lemma is about lifting a factorization of f from k[X] to A[X]. Here is the precise
statement.

9.5.2 Hensel’s Lemma

Assume that f is a monic polynomial of degree d in A[X], and that the corresponding
polynomial F = f factors as the product of relatively prime monic polynomials G and H
in k[X]. Then there are monic polynomials g and h in A[X] such that g = G, h = H and
f = gh.

Proof. Let r be the degree of G, so that deg H = d − r. We will inductively construct
gn, hn ∈ A[X], n = 1, 2, . . . , such that deg gn = r, deg hn = d− r, gn = G, hn = H, and

f(X)− gn(X)hn(X) ∈ Pn[X].

Thus the coefficients of f − gnhn belong to Pn.

The basis step: Let n = 1. Choose monic g1, h1 ∈ A[X] such that g1 = G and h1 = H.
Then deg g1 = r and deg h1 = d− r. Since f = g1h1, we have f − g1h1 ∈ P [X].

The inductive step: Assume that gn and hn have been constructed. Let f(X)−gn(X)hn(X) =∑d
i=0 ciX

i with the ci ∈ Pn. Since G = gn and H = hn are relatively prime, for each
i = 0, . . . , d there are polynomials vi and wi in k[X] such that

Xi = vi(X)gn(X) + wi(X)hn(X).

Since gn has degree r, the degree of vi is at most d− r, and similarly the degree of wi is
at most r. Moreover,

Xi − vi(X)gn(X)− wi(X)hn(X) ∈ P [X]. (1)

We define

gn+1(X) = gn(X) +
d∑

i=0

ciwi(X), hn+1(X) = hn(X) +
d∑

i=0

civi(X).
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Since the ci belong to Pn ⊆ P , it follows that gn+1 = gn = G and hn+1 = hn = H. Since
the degree of gn+1 is at most r, it must be exactly r, and similarly the degree of hn+1 is
d− r. To check the remaining condition,

f − gn+1hn+1 = f − (gn +
∑

i

ciwi)(hn +
∑

i

civi)

= (f − gnhn −
∑

i

ciX
i) +

∑

i

ci(Xi − gnvi − hnwi)−
∑

i,j

cicjwivj .

By the induction hypothesis, the first grouped term on the right is zero, and, with the
aid of Equation (1) above, the second grouped term belongs to PnP [X] = Pn+1[X]. The
final term belongs to P 2n[X] ⊆ Pn+1[X], completing the induction.
Finishing the proof. By definition of gn+1, we have gn+1 − gn ∈ Pn[X], so for any
fixed i, the sequence of coefficients of Xi in gn(X) is Cauchy and therefore converges.
To simplify the notation we write gn(X) → g(X), and similarly hn(X) → h(X), with
g(X), h(X) ∈ A[X]. By construction, f − gnhn ∈ Pn[X], and we may let n → ∞ to get
f = gh. Since gn = G and hn = H for all n, we must have g = G and h = H. Since
f, G and H are monic, the highest degree terms of g and h are of the form (1 + a)Xr and
(1 + a)−1Xd−r respectively, with a ∈ P . (Note that 1 + a must reduce to 1 mod P .) By
replacing g and h by (1 + a)−1g and (1 + a)h, respectively, we can make g and h monic
without disturbing the other conditions. The proof is complete. ♣

9.5.3 Corollary

With notation as in (9.5.1), let f be a monic polynomial in A[X] such that f has a simple
root η ∈ k. Then f has a simple root a ∈ A such that a = η.
Proof. We may write f(X) = (X − η)H(X) where X − η and H(X) are relatively prime
in k[X]. By Hensel’s lemma, we may lift the factorization to f(X) = (X − a)h(X) with
h ∈ A[X], a ∈ A and a = η. If a is a multiple root of f , then η is a multiple root of f ,
which is a contradiction. ♣

Problems For Section 9.5

1. Show that for any prime p, there are p− 1 distinct (p− 1)th roots of unity in Zp.
2. Let p be an odd prime not dividing the integer m. We wish to determine whether m
is a square in Zp. Describe an effective procedure for doing this.
3. In Problem 2, suppose that we not only want to decide if m is a square in Zp, but
to find the series representation of

√
m explicitly. Indicate how to do this, and illustrate

with an example.



Solutions to Problems

Chapter 1

Section 1.1

1. Multiply the equation by an−1 to get

a−1 = −(cn−1 + · · ·+ c1a
n−2 + c0a

n−1) ∈ A.

2. Since A[b] is a subring of B, it is an integral domain. Thus if bz = 0 and b �= 0, then
z = 0.
3. Any linear transformation on a finite-dimensional vector space is injective iff it is
surjective. Thus if b ∈ B and b �= 0, there is an element c ∈ A[b] ⊆ B such that bc = 1.
Therefore B is a field.
4. Since P is the preimage of Q under the inclusion map of A into B, P is a prime ideal.
The map a + P → a + Q is a well-defined injection of A/P into B/Q, since P = Q ∩ A.
Thus A/P can be viewed as a subring of B/Q.
5. If b + Q ∈ B/Q, then b satisfies an equation of the form

xn + an−1x
n−1 + · · ·+ a1x + a0 = 0, ai ∈ A.

By Problem 4, b+Q satisfies the same equation with ai replaced by ai +P for all i. Thus
B/Q is integral over A/P .
6. By Problems 1-3, A/P is a field if and only if B is a field, and the result follows. (Note
that B/Q is integral domain (because Q is a prime ideal), as required in the hypothesis
of the result just quoted.)

Section 1.2

1. If x /∈M, then by maximality ofM, the ideal generated byM and x is R. Thus there
exists y ∈M and z ∈ R such that y +zx = 1. By hypothesis, zx, hence x, is a unit. Take
the contrapositive to conclude thatM contains all units, so R is a local ring by (1.2.8).
2. Any additive subgroup of the cyclic additive group of Z/pn

Z must consist of multiples
of some power of p, and it follows that every ideal is contained in (p), which must therefore
be the unique maximal ideal.
3. The set of nonunits is M = {f/g : g(a) �= 0, f(a) = 0}, which is an ideal. By (1.2.8),
R is a local ring with maximal idealM.

1



2

4. S−1(g ◦ f) takes m/s to g(f(m))/s, as does (S−1g) ◦ (S−1f). If f is the identity on
M , then S−1f is the identity on S−1M .
5. By hypothesis, g◦f = 0, so (S−1g)◦(S−1f) = S−1(g◦f) = S−10 = 0. Thus imS−1f ⊆
kerS−1g. Conversely, let y ∈ N, s ∈ S, with y/s ∈ ker S−1g. Then g(y)/s = 0/1, so for
some t ∈ S we have tg(y) = g(ty) = 0. Therefore ty ∈ ker g = im f , so ty = f(x) for some
x ∈M . We now have y/s = ty/st = f(x)/st = (S−1f)(x/st) ∈ im S−1f .
6. The sequence 0 → N → M → M/N → 0 is exact, so by Problem 5, the sequence
0 → NS → MS → (M/N)S → 0 is exact. (If f is one of the maps of the first sequence,
the corresponding map in the second sequence is S−1f .) It follows from the definition of
localization of a module that NS ≤MS , and by exactness of the second sequence we have
(M/N)S

∼= MS/NS .

Section 2.1

1. A basis for E/Q is 1, θ, θ2, and

θ21 = θ2, θ2θ = θ3 = 3θ − 1, θ2θ2 = θ4 = θθ3 = 3θ2 − θ.

Thus

m(θ2) =




0 −1 0
0 3 −1
1 0 3





and we have T (θ2) = 6, N(θ2) = 1. Note that if we had already computed the norm of θ
(the matrix of θ is

m(θ) =




0 0 −1
1 0 3
0 1 0





and T (θ) = 0, N(θ) = −1), it would be easier to calculate N(θ2) as [N(θ)]2 = (−1)2 = 1.
2. The cyclotomic polynomial Ψ6 has only two roots, ω and its complex conjugate ω. By
(2.1.5),

T (ω) = ω + ω = eiπ/3 + e−iπ/3 = 2 cos π/3 = 1.

3. We have min(θ,Q) = X4 − 2, min(θ2,Q) = X2 − 2, min(θ3,Q) = X4 − 8, and
min(

√
3θ,Q) = X4 − 18. (To compute the last two minimal polynomials, note that

(θ3)4 = (θ4)3 = 23 = 8 and (
√

3θ)4 = 18.) Therefore all four traces are 0.
4. Suppose that

√
3 = a + bθ + cθ2 + dθ3. Take the trace of both sides to conclude

that a = 0. (The trace of
√

3 is 0 because its minimal polynomial is X2 − 3.) Thus√
3 = bθ + cθ2 + dθ3, so

√
3θ = bθ2 + cθ3 + 2d. Again take the trace of both sides to get

d = 0. We now have
√

3 = bθ + cθ2, so
√

3θ2 = bθ3 + 2c. The minimal polynomial of√
3θ2 is X2 − 6, because(

√
3θ2)2 = 6. Once again taking the trace of both sides, we get

c = 0. Finally,
√

3 = bθ implies 9 = 2b4, and we reach a contradiction.
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Section 2.2

1. By the quadratic formula, L = Q(
√

b2 − 4c). Since b2 − 4c ∈ Q, we may write
b2 − 4c = s/t = st/t2 for relatively prime integers s and t. We also have s = uy2 and
t = vz2, with u and v relatively prime and square-free. Thus L = Q(

√
uv) = Q(

√
d).

2. If Q(
√

d) = Q(
√

e), then
√

d = a + b
√

e for rational numbers a and b. Squaring both
sides, we have d = a2 + b2e + 2ab

√
e, so

√
e is rational, a contradiction (unless a = 0 and

b = 1).
3. Any isomorphism of Q(

√
d) and Q(

√
e) must carry

√
d into a+b

√
e for rational numbers

a and b. Thus d is mapped to a2 + b2 + 2ab
√

e. But a Q-isomorphism maps d to d, and
we reach a contradiction as in Problem 2.
4. Since ωn = ω2

2n, we have ωn ∈ Q(ω2n), so Q(ωn) ⊆ Q(ω2n). If n is odd, then n+1 = 2r,
so

ω2n = −ω2r
2n = −(ω2

2n)r = −ωr
n.

Therefore Q(ω2n) ⊆ Q(ωn).
5. Q(

√
−3) = Q(ω) where ω = − 1

2 + 1
2

√
−3 is a primitive cube root of unity.

6. If l(y) = 0, then (x, y) = 0 for all x. Since the bilinear form is nondegenerate, we must
have y = 0.
7. Since V and V ∗ have the same dimension, the map y → l(y) is surjective.
8. We have (xi, yj) = l(yj)(xi) = fj(xi) = δij . Since the fj = l(yj) form a basis, so do
the yj .
9. Write xi =

∑n
k=1 aikyk, and take the inner product of both sides with xj to conclude

that aij = (xi, yj).

Section 2.3

1. The first statement follows because multiplication of each element of a group G by a
particular element g ∈ G permutes the elements of G. We can work in a Galois extension
of Q containing L, and each automorphism in the Galois group restricts to one of the σi

on L. Thus P + N and PN belong to the fixed field of the Galois group, which is Q.
2. Since the xj are algebraic integers, so are the σi(xj), as in the proof of (2.2.2). Thus P
and N , hence P + N and PN , are algebraic integers. By (2.2.4), P + N and PN belong
to Z.
3. D = (P −N)2 = (P + N)2 − 4PN ≡ (P + N)2 mod 4. But any square is congruent
to 0 or 1 mod 4, and the result follows.
4. We have yi =

∑n
j=1 aijxj with aij ∈ Z. By (2.3.2), D(y) = (detA)2D(x). Since D(y)

is square-free, det A = ±1, so A has an inverse with coefficients in Z. Thus x = A−1y, as
claimed.
5. Every algebraic integer can be expressed as a Z-linear combination of the xi, hence of
the yi by Problem 4. Since the yi form a basis for L over Q, they are linearly independent
and the result follows.
6. No. For example, take L = Q(

√
m), where m is a square-free integer with m �≡ 1

mod 4. By (2.3.11), the field discriminant is 4m, which is not square-free.
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Section 3.1

1. We may assume that I is not contained in the union of any collection of s − 1 of the
Pi’s. (If so, we can simply replace s by s−1.) It follows that elements of the desired form
exist.
2. Assume that I �⊆ P1 and I �⊆ P2. We have a1 ∈ P1, a2 /∈ P1, so a1 +a2 /∈ P1. Similarly,
a1 /∈ P2, a2 ∈ P2, so a1 + a2 /∈ P2. Thus a1 + a2 /∈ I ⊆ P1 ∪ P2, contradicting a1, a2 ∈ I.
3. For all i = 1, . . . , s − 1 we have ai /∈ Ps, hence a1 · · · as−1 /∈ Ps because Ps is prime.
But as ∈ Ps, so a cannot be in Ps. Thus a ∈ I and a /∈ P1 ∪ · · · ∪ Ps.

Section 3.2

1. The product of ideals is always contained in the intersection. If I and J are relatively
prime, then 1 = x + y with x ∈ I and y ∈ J . If z ∈ I ∩ J , then z = z1 = zx + zy ∈ IJ .
The general result follows by induction, along with the computation

R = (I1 + I3)(I2 + I3) ⊆ I1I2 + I3.

Thus I1I2 and I3 are relatively prime. Continue in this manner with

R = (I1I2 + I4)(I3 + I4) ⊆ I1I2I3 + I4

and so on.
2. We have R = Rr = (P1 + P2)r ⊆ P r

1 + P2. Thus P r
1 and P2 are relatively prime for all

r ≥ 1. Assuming inductively that P r
1 and P s

2 are relatively prime, it follows that

P s
2 = P s

2 R = P s
2 (P r

1 + P2) ⊆ P r
1 + P s+1

2

so

R = P r
1 + P s

2 ⊆ P r
1 + (P r

1 + P s+1
2 ) = P r

1 + P s+1
2

completing the induction.
3. Let r be a nonzero element of R such that rK ⊆ R, hence K ⊆ r−1R ⊆ K. Thus
K = r−1R. Since r−2 ∈ K we have r−2 = r−1s for some s ∈ R. But then r−1 = s ∈ R,
so K ⊆ R and consequently K = R.

Section 3.3

1. By (2.1.10), the norms are 6,6,4 and 9. Now if x = a + b
√
−5 and x = yz, then

N(x) = a2 + 5b2 = N(y)N(z). The only algebraic integers of norm 1 are ±1, and there
are no algebraic integers of norm 2 or 3. Thus there cannot be a nontrivial factorization
of 1±

√
−5, 2 or 3.

2. If (a + b
√
−5)(c + d

√
−5) = 1, take norms to get (a + 5b2)(c2 + 5d2) = 1, so b = d = 0,

a = ±1, c = ±1.
3. By Problem 2, if two factors are associates, then the quotient of the factors is ±1,
which is impossible.
4. This is done as in Problems 1-3, using the factorization 18 = (1+

√
−17)(1−

√
−17) =
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2× 32.
5. By (2.2.6) or (2.3.11), the algebraic integers are of the form a + b

√
−3, a, b ∈ Z, or

(u/2) + (v/2)
√
−3 with u and v odd integers. If we require that the norm be 1, we only

get ±1 in the first case. But in the second case, we have u2 +3v2 = 4, so u = ±1, v = ±1.
Thus if ω = eiπ/3, then the algebraic integers of norm 1 are ±1, ±ω, and ±ω2.

Section 3.4

1. 1−
√
−5 = 2− (1 +

√
−5) ∈ P2, so (1 +

√
−5)(1−

√
−5) = 6 ∈ P 2

2 .
2. Since 2 ∈ P2, it follows that 4 ∈ P 2

2 , so by Problem 1, 2 = 6− 4 ∈ P 2
2 .

3. (2, 1+
√
−5)(2, 1+

√
−5) = (4, 2(1+

√
−5), (1+

√
−5)2), and (1+

√
−5)2 = −4+2

√
−5.

Therefore each of the generators of the ideal P 2
2 is divisible by 2, hence belongs to (2).

Thus P 2
2 ⊆ (2).

4. x2+5 ≡ (x+1)(x−1) mod 3, which suggests that (3) = P3P
′
3, where P3 = (3, 1+

√
−5)

and P ′3 = (3, 1−
√
−5).

5. P3P
′
3 = (3, 3(1+

√
−5), 3(1−

√
−5), 6) ⊆ (3), because each generator of P3P

′
3 is divisible

by 3. But 3 ∈ P3∩P ′3, hence 9 ∈ P3P
′
3, and therefore 9−6 = 3 ∈ P3P

′
3. Thus (3) ⊆ P3P

′
3,

and the result follows.

Section 4.1

1. The kernel is {a ∈ A : a/1 ∈MS−1A} = A ∩ (MS−1A) =M by (1.2.6).
2. By hypothesis,M∩ S = ∅, so s /∈M. By maximality ofM we have M+ As = A, so
y + bs = 1 for some y ∈M, b ∈ A. Thus bs ≡ 1 modM.
3. Since 1− bs ∈M, (a/s)− ab = (a/s)(1− bs) ∈MS−1A. Therefore (a/s)+MS−1A =
ab +MS−1A = h(ab).

Section 4.2

1. By the Chinese remainder theorem, B/(p) ∼=
∏

i B/P ei
i . If p does not ramify, then

ei = 1 for all i, so B/(p) is a product of fields, hence has no nonzero nilpotents. On the
other hand, suppose that e = ei > 1, with P = Pi. Choose x ∈ P e−1 \ P e and observe
that (x + P e)e is a nonzero nilpotent in B/P e.
2. The minimal polynomial of a nilpotent element is a power of X, and the result follows
from (2.1.5).
3. let β =

∑n
i=1 biωi with bi ∈ Z. Then, with T denoting trace,

T (A(βωj)) = T (
n∑

i=1

biA(ωiωj)) =
n∑

i=1

biT (ωiωj) ≡ 0 mod p.

If β /∈ (p), then not all the bi can be 0 mod p, so the determinant of the matrix (T (ωiωj)),
which is the discriminant D by (2.3.1), is 0 mod p. Therefore, p divides d. ♣
4. This follows from the Chinese remainder theorem, as in Problem 1. The fields Fi all
have characteristic p because p annihilates B/(p).
5. The Ti are nondegenerate by separability, and

∑
i Ti is nondegenerate by orthogonality,

that is, πi(x)πj(y) = 0 for i �= j.
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6. Since Fi/Fp is a finite extension of a finite field, it is a Galois extension, so all em-
beddings are actually automorphisms. Thus for any z ∈ Fi, the endomorphism given by
multiplication by z has trace TFi/Fp

(z) = Ti(z). Since B/(p) is, in particular, a direct
sum of the Fi, the result follows.

Section 4.3

1. Factoring (2) is covered by case (c1) of (4.3.2), and we have (2) = (2, 1 +
√
−5)2.

Factoring (3) is covered by case (a1), and x2 + 5 ≡ (x + 1)(x − 1) mod 3. Therefore
(3) = (3, 1 +

√
−5) (3, 1−

√
−5).

2. We have (5) = (5,
√
−5)2, as in case (b). To factor (7), note that x2 + 5 factors mod 7

as (x + 3) (x − 3), so (7) = (7, 3 +
√
−5) (7, 3 −

√
−5), as in case (a1). Since -5 is not a

quadratic residue mod 11, we are in case (a2) and 11 remains prime.
3. Mod 5 we have x3−2 ≡ x3−27 = x3−33 = (x−3)(x2 +3x+9) = (x+2)(x2 +3x−1).
Thus

(5) = (5, α + 2)(5, α2 + 3α− 1)

where α = 3
√

2.

Section 5.3

1. We have r2 = 1 and n = 2, so the bound is (4/π)(2/4)
√
|d| = (2/π)

√
|d|. The

discriminant may be calculated from (2.3.11). We have d = 4m for m = −1,−2, and
d = m for m = −3,−7. The largest |d| is 8, and the corresponding bound is 4

√
2/π,

which is about 1.80. Thus all the class numbers are 1.
2. We have r2 = 0 and n = 2, so the bound is

√
|d|/2. We have d = 4m for m = 2, 3, and

d = m for m = 5, 13. The largest |d| is 13, and the corresponding bound is
√

13/2, which
is about 1.803. Thus all the class numbers are 1.
3. The discriminant is -20 and the Minkowski bound is 2

√
20/π, which is about 2.85.

Since 2 ramifies [see (4.3.2), case (c1)], there is only one ideal of norm 2. Thus class
number is at most 2. But we know that Q(

√
−5) is not a UFD, by the exercises for

Section 3.3. Therefore the class number is 2.
4. The discriminant is 24 and the bound is

√
24/2 =

√
6, which is about 2.45. Since 2

ramifies [see (4.3.2), case (b)], the argument proceeds as in Problem 3. Note that Q(
√

6) is
not a UFD because −2 = (2+

√
6)(2−

√
6). Note also that 2+

√
6 and 2−

√
6 are associates,

because (2 +
√

6)/(2−
√

6) = −5− 2
√

6, which is a unit [(−5− 2
√

6)(−5 + 2
√

6) = 1].
5. The discriminant is 17 and the bound is

√
17/2, which is about 2.06. Since 2 splits

[(4.3.2), case (c2)], there are 2 ideals of norm 2. In fact these ideals are principal, as can
be seen from the factorization −2 = [(3 +

√
17)/2] [(3 −

√
17)/2]. Thus every ideal class

contains a principal ideal, so the ideal class group is trivial.
6. The discriminant is 56 and the bound is

√
56/2 =

√
14, which is about 3.74. Since 3

remains prime [(4.3.2), case (a2)], there are no ideals of norm 3. (The norm of the principal
ideal (3) is 32 = 9.) Since 2 ramifies [(4.3.2), case (b)], there is only one ideal of norm 2.
This ideal is principal, as can be seen from the factorization 2 = (4 +

√
14)(4−

√
14). As

in Problem 5, the class number is 1.
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7. This follows from the Minkowski bound (5.3.5) if we observe that N(I) ≥ 1 and
2r2 ≤ n.
8. By a direct computation, we get a2 and

an+1

an
=

π

4
(n + 1)2n+2

n2n

1
(n + 1)2

=
π

4
(1 +

1
n

)2n.

By the binomial theorem, an+1/an = (π/4)(1 + 2 + positive terms) ≥ 3π/4. Thus

|d| ≥ a2
a3

a2
· · · an

an−1
≥ π2

4
(3π/4)n−2,

and we can verify by canceling common factors that (π2/4)(3π/4)n−2 ≥ (π/3)(3π/4)n−1.
9. By Problem 8,

log |d| ≥ log
π

3
+ (n− 1) log

3π

4
= log

π

3
− log

3π

4
+ n log

3π

4

and the result follows.
10. This follows from the bound given in Problem 8.

Section 6.1

1. Since x, hence jx, as well as ei, hence �bi�ei, all belong to H, so does xj . We have
xj ∈ T because jbi − �jbi� ∈ [0, 1).
2. We have x = x1 +

∑r
i=1�bi�ei with x1 ∈ H ∩ T and the ei ∈ H ∩ T . Since H ∩ T is a

finite set, there are only finitely many choices for x1. Since there are only finitely many
ei, H is finitely generated.
3. There are only finitely many distinct xj and infinitely many integers, so xj = xk for
some j �= k. By linear dependence of the ei, we have (j − k)bi = �jbi� − �kbi� for all i,
and the result follows.
4. By the previous problems, H is generated by a finite number of elements that are linear
combinations of the ei with rational coefficients. If d is a common denominator of these
coefficients, then d �= 0 and dH ⊆

∑r
i=1 Zei. Thus dH is a subgroup of a free abelian

group of rank r, hence is free of rank at most r.
5. Since dH ∼= H, H is free, and since H ⊇

∑r
i=1 Zei, the rank of H is at least r, and

hence exactly r.

Section 6.3

1. m = 2 ⇒ 2 × 12 = 12 + 1, so the fundamental unit u is 1 +
√

2 and we stop at step
t = 1.
m = 3⇒ 3× 12 = 22 − 1, so u = 2 +

√
3 and t = 1.

m = 5 ≡ 1 mod 4⇒ 5× 12 = 12 + 4, so u = 1
2 (1 +

√
5) and t = 1.

m = 6⇒ 6× 22 = 52 − 1, so u = 5 + 2
√

6 and t = 2.
m = 7⇒ 7× 32 = 82 − 1, so u = 8 + 3

√
7 and t = 3.

m = 10⇒ 10× 12 = 32 + 1, so u = 3 +
√

10 and t = 1.
m = 11⇒ 11× 32 = 102 − 1, so u = 10 + 3

√
11 and t = 3.
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m = 13 ≡ 1 mod 4⇒ 13× 12 = 32 + 4, so u = 1
2 (3 +

√
13) and t = 1.

m = 14⇒ 14× 42 = 152 − 1, so u = 15 + 4
√

14 and t = 4.
m = 15⇒ 15× 12 = 42 − 1, so u = 4 +

√
15 and t = 1.

m = 17⇒ 17× 22 = 82 + 4, so u = 1
2 (8 + 2

√
17) = 4 +

√
17 and t = 2.

2. Note that a/2 and b/2 are both integers, so u ∈ B0.
3. With u = 1

2 (a + b
√

m), we compute

8u3 = a(a2 + 3b2m) + b(3a2 + b2m)
√

m.

Now a2 − b2m = ±4, and if we add 4b2m to both sides, we get
a2 + 3b2m = 4b2m± 4 = 4(b2m± 1). Since m ≡ 1 mod 4, m must be odd, and since b is
also odd, b2m± 1 is even, so 4(b2m± 1) is divisible by 8. Similarly,
3a2 + b2m = 4a2 − (a2 − b2m) = 4a2 ± 4, which is also divisible by 8 because a is odd. It
follows that u3 ∈ B0.
4. If u2 ∈ B0, then u2 is a positive unit in B0, hence so is (u2)−1 = u−2. Therefore
u = u3u−2 ∈ B0. But a and b are odd, so u /∈ Z[

√
m], a contradiction.

5. When m = 5, we have u = 1
2 (1 +

√
5), so 8u3 = 1 + 3

√
5 + (3 × 5) + 5

√
5. Thus

u3 = 2 +
√

5. Also, 4u2 = 6 + 2
√

5, so u2 = (3 +
√

5)/2. When m = 13, we have
u = 1

2 (3 +
√

13), so 8u3 = 27 + 27
√

13 + (3× 3× 13) + 13
√

13. Therefore u3 = 18 + 5
√

13.
Also, 4u2 = 22 + 6

√
13 = (11 + 3

√
13)/2.

Note that the results for u3 in Problem 5 are exactly what we would get by solving
a2 −mb2 = ±1. For m = 5 we have 5× 12 = 22 + 1, so a = 2, b = 1. For m = 13 we have
13× 52 = 182 + 1, so a = 18, b = 5.

Section 7.1

1. The missing terms in the product defining the discriminant are either squares of
real numbers or occur as a complex number and its conjugate. Thus the missing terms
contribute a positive real number, which cannot change the overall sign.
2. Observe that (c − c)2 is a negative real number, so each pair of complex embeddings
contributes a negative sign.
3. We have 2r2 = [Q(ζ) : Q] = ϕ(pr) = pr−1(p− 1), so the sign is (−1)s, where, assuming
pr > 2, s = pr−1(p − 1)/2. To show that there are no real embeddings, note that if ζ
is mapped to -1, then −ζ is mapped to 1. But 1 is also mapped to 1, and (assuming a
nontrivial extension), we reach a contradiction.

Examination of the formula for s allows further simplification. If p is odd, the sign
will be positive if and only if p ≡ 1 mod 4. If p = 2, the sign will be positive iff r > 2.

Section 8.1

1. If τ ∈ I(Q) and x ∈ B, then

στσ−1(x)− x = σ(τσ−1(x)− σ−1(x)) ∈ σ(Q)

so σI(Q)σ−1 ⊆ I(σ(Q)). Conversely, let τ ∈ I(σ(Q)), x ∈ B. Then τ = σ(σ−1τσ)σ−1,
so we must show that σ−1τσ ∈ I(Q), in other words, σ−1τσ(x) − x ∈ Q. Now we have
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τσ(x)−σ(x) ∈ σ(Q), so τσ(x)−σ(x) = σ(y) for some y ∈ Q. Thus σ−1τσ(x)−x = y ∈ Q,
the desired result.
2. Since G is abelian, σD(Q)σ−1 = σσ−1D(Q) = D(Q), so by Problem 1 and (8.1.2),
all the decomposition groups are the same. The decomposition groups depend only on P
because P determines the unique factorization of PB into prime ideals of B. The analysis
is the same for the inertia groups.

Section 8.3

1. This follows from (7.1.6), along with (4.2.6) and (4.2.8).
2. The norm of 1 − ζ is the product of the conjugates by (2.1.6), and the result follows
from (7.1.6).
3. The ideals (1− ζ)r are all equal by (7.1.2).

Section 9.1

1. This follows from (6.1.5) and the observation that a root of unity must have absolute
value 1.
2. If the characteristic is p �= 0, then there are only p integers, and the result follows from
(9.1.7).
3. Assume the absolute values equivalent. By nontriviality, there is an element y with
|y|1 > 1. Take a = log |y|2/ log |y|1. For every x there is a real number b such that
|x|1 = |y|b1. Find a sequence of rational numbers s/t converging to b from above. Then
|x|1 = |y|b1 < |y|s/t

1 , so |xt/ys|1 < 1. By hypothesis, |xt/ys|2 < 1, so |x|2 < |y|s/t
2 . Let

s/t → b to get |x|2 ≤ |y|b2. But by taking a sequence of rationals converging to b from
below, we get |x|2 ≥ |y|b2, hence |x|2 = |y|b2. To summarize,

|x|1 = |y|b1 ⇒ |x|2 = |y|b2.

Taking logarithms (if x �= 0), we have log |x|2/ log |x|1 = a, hence |x|a1 = |x|2.

Section 9.2

1. Let a = ±
∏

pri
i , hence ‖a‖∞ =

∏
pri

i . If p is one of the pi, then ‖a‖p = p−ri
i , and

if p is not one of the pi, then ‖a‖p = 1. Thus only finitely many terms of the product
are unequal to 1, and the infinite prime cancels the effect of the finite primes. The result
follows.

Section 9.3

1. For each i = 1, . . . , n, choose yi, zi ∈ k such that |yi|i > 1 and |zi|i < 1. This is
possible by (9.3.2). Take xi = yi if i ≤ r, and xi = zi if i > r. By (9.3.3), there is an
element a ∈ k such that |a− xi|i < ε for all i. (We will specify ε in a moment.) If i ≤ r,
then

|yi|i ≤ |yi − a|i + |a|i < ε + |a|i
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so |a|i > |yi|i − ε, and we need 0 < ε ≤ |yi|i − 1. On the other hand, if i > r, then

|a|i ≤ |a− zi|i + |zi|i < ε + |zi|i
so we need 0 < ε ≤ 1− |zi|i. Since there are only finitely many conditions to be satisfied,
a single ε can be chosen, and the result follows.

Section 9.4

1. The condition stated is equivalent to v(a/b) ≥ 0.
2. The product is 4+2p+4p2+p3+p4. But 4 = 1+3 = 1+p and 4p2 = p2+3p2 = p2+p3.
Thus we have 1 + 3p + p2 + 2p3 + p4 = 1 + 2p2 + 2p3 + p4.
3. We have −1 = (p−1)−p = (p−1)+[(p−1)−p]p = (p−1)+(p−1)p−p2. Continuing
inductively, we get

−1 = (p− 1) + (p− 1)p + (p− 1)p2 + · · · .

The result can also be obtained by multiplying by -1 on each side of the equation

1 = (1− p)(1 + p + p2 + · · · ).

4. Since n! = 1 ·2 · · · p · · · 2p · · · 3p · · · , it follows that if rp ≤ n < (r+1)p, then |n!| = 1/pr.
Thus |n!| → 0 as n→∞.
5. No. Although |pr| = 1/pr → 0 as r → ∞, all integers n such that rp < n < (r + 1)p
have absolute value 1. Thus the sequence of absolute values |n| cannot converge, hence
the sequence itself cannot converge.
6. We have |an| = |1/n| = pv(n), where v(n) is the highest power of p dividing n. Thus
pv(n) ≤ n, so v(n) ≤ log n/ log p and consequently v(n)/n → 0. We can apply the root
test to get lim sup |an|1/n = lim pv(n)/n = 1. The radius of convergence is the reciprocal
of the lim sup, namely 1. Thus the series converges for |x| < 1 and diverges for |x| > 1.
The series also diverges at |x| = 1 because |1/n| does not converge to 0.
7. Since �n/pi� ≤ n/pi and

∑∞
i=1 1/pi = (1/p)/(1− 1/p) = 1/(1− p), the result follows.

8. By Problem 7,

v[(pm)!] =
pm

p
+

pm

p2
+ · · ·+ pm

pm
= 1 + p + · · ·+ pm−1 =

pm − 1
p− 1

.

9. We have 1/|n!| = pv(n!) ≤ pn/(p−1) by Problem 7. Thus |an|1/n ≤ p1/(p−1). Thus
the radius of convergence is at least p−1/(p−1). Now let |x| = p−1/(p−1) = (1/p)v(x), so
v(x) = 1/(p− 1). Taking n = pm, we have, using Problem 8,

v(xn/n!) = v[xpm

/(pm)!] = pmv(x)− v[(pm)!] =
pm

p− 1
− pm − 1

p− 1
=

1
p− 1

.

Since 1/(p−1) is a constant independent of m, xn/n! does not converge to 0, so the series
diverges.

Note that 0 < 1/(p − 1) < 1, and since v is a discrete valuation, there is no x ∈ Qp

such that v(x) = 1/(p−1). Thus |x| < p−1/(p−1) is equivalent to |x| < 1. But the sharper
bound is useful in situations where Qp is embedded in a larger field that extends the
p-adic absolute value.
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Section 9.5

1. Take F (X) = Xp−1 − 1, which has p − 1 distinct roots mod p. (The multiplicative
group of nonzero elements of Z/pZ is cyclic.) All roots are simple (because deg F = p−1).
By (9.5.3), the roots lift to distinct roots of unity in Zp.
2. Take F (X) = X2 −m. Since p does not divide m and p �= 2, F and its derivative are
relatively prime, so there are no multiple roots. By (9.5.3), m is a square in Zp iff m is a
quadratic residue mod p.
3. Successively find a0, a1, . . . , such that (a0 + a1p + a2p

2 + · · · )2 = m in Zp. If we take
p = 5, m = 6, then the first four coefficients are a0 = 1, a1 = 3, a2 = 0, a3 = 4. There is
a second solution, the negative of this one. When computing, don’t forget the carry. For
example, (1 + 3× 51 + a2 × 52 + · · · )2 = 1 + 1× 51 yields a term 6× 51 = 1× 51 + 1× 52,
so the equation for a2 is 2a2 + 10 (not 9) ≡ 0 mod 5, so a2 = 0.
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Minkowski bound on element norms, 5-5

on ideal norms, 5-6
Minkowski’s convex body theorem, 5-2
multiplicative property of norms, 2-2, 4-4, 4-5
multiplicative set, 1-5
nonarchimedean absolute value, 9-1
nondegenerate bilinear form, 2-4
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norm, 1-1, 2-1
norm of an ideal, 4-4
null sequence, 9-7
number field, 2-5
number ring, 4-4
p-adic logarithm and exponential, 9-9
p-adic integers, 9-9
p-adic numbers, 9-9
P -adic (and p-adic) valuation, 9-2
power series, 9-8
prime avoidance lemma, 3-2
prime element, 9-8
principal fractional ideal, 3-8
product formula, 9-5
quadratic extension, 2-4, 2-6, 2-7, 4-8, 6-6, 6-7
quadratic reciprocity, 8-8
ram-rel identity, 4-2
ramification, 4-2

and the discriminant, 4-6
index, 4-2
of a prime, 4-8

rational integers, 2-6, 2-11
relative degree, 4-2
residue class degree, see relative degree
residue field, 9-10
ring of fractions, 1-5
splitting of a prime, 4-8
stabilizing a module, 1-2
Stickelberger’s theorem, 2-12
totally ramified, 8-8
trace, 2-1

form, 2-4
transitivity of integral extensions, 1-3

of trace and norm, 2-4
trivial absolute value, 9-2
uniformizer, 9-8
unimodular matrix, 2-11, 5-1
unique factorization of ideals, 3-5
unit theorem, see Dirichlet unit theorem
valuation ideal, 9-2
valuation ring, 9-2
Vandermonde determinant, 2-9


