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## PREFACE

This text brings to the frontiers of much current research in topological rings a reader having an acquaintance with some very basic point-set topology and algebra, which is normally presented in semester courses at the beginning graduate level or even at the advanced undergraduate level. Many results not in the text and many illustrations by example of theorems in the text are included among the exercises, sufficient hints for the solution of which with references to the pertinent literature are offered so that solving them does not become a major research effort for the reader. Within mentioned constraints, a bibliography intended to be complete is given. Expectations of a reader include some familiarity with Hausdorff, metric, compact and locally compact spaces and basic properties of continuous functions, also with groups, rings, fields, vector spaces and modules, and with Zorn's Lemma.

In view of the readers for whom the book is written, the exposition is more detailed than would be necessary for readers who are mature mathematicians. In addition, quite a bit of algebra, both commutative and noncommutative, is included, since many of those readers will need additional background in algebra to understand parts of the text. Obviously, there is considerable overlap with my earlier text, Topological Fields, in this series (North-Holland Mathematics Studies 157, Notas de Matématica (126)), since both require a common core of knowledge, but in some instances the presentation here of such material (e.g., the completion of a commutative Hausdorff group) is quite different from that in Topological Fields. I deeply regret the omission of all applications of categorical concepts to topological rings. To have included the requisite background for those for whom the book is written would have greatly lengthened an already long book and overbalanced any introduction to the use of categorical concepts in the theory of topological rings that could reasonably be presented.

This seems a natural place to record significant errors thus far discovered in Topological Fields, and an Errata correcting such errors is included.

The book is typeset by $\mathcal{A}_{\mathcal{M}} \mathcal{S}-\mathrm{T}_{\mathrm{E}} \mathrm{X}$, with the exception of the indices, which are typeset by Latex. I am deeply grateful to Dr. Yun-Liang Yu, sys-
tems programmer of the Duke Mathematics Department, who has patiently guided me through the intricacies of $\mathcal{A}_{\mathcal{M}} \mathcal{S}$ - $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ and Duke's computer system. When I began the task of typesetting this volume, I remarked to Dr. Yu, a recent arrival from China, that I felt like "an immigrant who has just gotten off the boat and doesn't know a word of English." Thanks to him, I now have a rudimentary grasp of the language.

Seth Warner
Mathematics Department, Duke University
Durham, North Carolina
15 March 1993
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## CHAPTER I

## TOPOLOGICAL RINGS AND MODULES

In this introductory chapter we shall define and give examples of topological rings, modules, and groups, show how they may be introduced by specifying the neighborhoods of zero, and present a few basic constructions.

## 1 Examples of Topological Rings

By a ring is meant an associative ring, not necessarily one having a multiplicative identity. A ring with identity is a ring possessing a multiplicative identity 1 such that $1 \neq 0$. Thus a zero ring, one having only one element, is not a ring with identity. A ring $A$ is trivial if $x y=0$ for all $x, y \in A$. Any commutative group is thus the additive group of a trivial ring. A zero ring is a particularly trivial ring.

We shall denote by $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$, and $\mathbb{H}$ the set of natural numbers (including zero), integers, rationals, real numbers, complex numbers, and quaterions respectively. The set of real numbers greater than zero is denoted by $\mathbb{R}_{>0}$, and those greater than or equal to zero by $\mathbb{R}_{\geq 0}$.

If $A$ is a ring, $A^{*}$ denotes the set of its nonzero elements, and if $A$ is a ring with identity, $A^{\times}$denotes the multiplicative group of its invertible elements.

If $X$ and $Y$ are sets, $X \backslash Y$ denotes the relative complement of $Y$ in $X$, that is, $X \backslash Y=\{x \in X: x \notin Y\}$, and $Y^{X}$ denotes the set of all functions from $X$ to $Y$. The cardinality of a set $X$ is denoted by $\operatorname{card}(X)$.

A topological ring is simply a ring furnished with a topology for which its algebraic operations are continuous:
1.1 Definition. A topology $\mathcal{T}$ on a ring $A$ is a ring topology and $A$, furnished with $T$, is a topological ring if the following conditions hold:
(TR 1) $\quad(x, y) \rightarrow x+y$ is continuous from $A \times A$ to $A$
(TR 2) $\quad x \rightarrow-x$ is continuous from $A$ to $A$
(TR 3) $(x, y) \rightarrow x y$ is continuous from $A \times A$ to $A$
where $A$ is given topology $\mathcal{T}$ and $A \times A$ the cartesian product topology determined by $\mathcal{T}$.

A ring topology on a ring $A$ clearly induces a ring topology on any subring of $A$, and unless the contrary is indicated, we shall assume that a subring of a topological ring is furnished with its induced topology.

Norms furnish examples of topological rings:
1.2 Definition. A function $N$ from a ring $A$ to $\mathbb{R}_{\geq 0}$ is a norm if the following conditions hold for all $x, y \in A$ :

$$
\begin{align*}
& N(0)=0  \tag{N1}\\
& N(x+y) \leq N(x)+N(y)  \tag{N2}\\
& N(-x)=N(x)  \tag{N3}\\
& N(x y) \leq N(x) N(y)  \tag{N4}\\
& N(x)=0 \text { only if } x=0 . \tag{N5}
\end{align*}
$$

If $N$ is a norm on a ring $A$, then $d$, defined by $d(x, y)=N(x-y)$ for all $x, y \in A$, is a metric. Indeed, (N1) and (N5) imply that $d(x, y)=0$ if and only if $x=y$, (N 3) implies that $d(x, y)=d(y, x)$, and (N2) yields the triangle inequality, since

$$
\begin{aligned}
d(x, z) & =N(x-z)=N((x-y)+(y-z)) \\
& \leq N(x-y)+N(y-z)=d(x, y)+d(y, z)
\end{aligned}
$$

If $d$ is a complete metric, we say that $N$ is a complete norm.
Often symbols similar to $\|.$.$\| are used to denote norms.$
1.3 Theorem. Let $N$ be a norm on a ring $A$. The topology given by the metric $d$ defined by $N$ is a ring topology.

Proof. Let $a, b \in A$. For all $x, y \in A$,

$$
\begin{aligned}
d(x+y, a+b) & =N((x+y)-(a+b))=N((x-a)+(y-b)) \\
& \leq N(x-a)+N(y-b)=d(x, a)+d(y, b) .
\end{aligned}
$$

Hence (TR 1) holds. For all $x \in A, d(-x,-a)=N(-x+a)=N(x-a)=$ $d(x, a)$ by (N 3). Hence (TR 2) holds. Finally, for all $x, y \in A$,

$$
\begin{aligned}
d(x y, a b) & =N((x-a)(y-b)+a(y-b)+(x-a) b) \\
& \leq N(x-a) N(y-b)+N(a) N(y-b)+N(x-a) N(b) .
\end{aligned}
$$

Hence (TR 3) holds.
1.4 Theorem. Let $N$ be a norm on a ring $A$. For all $x, y \in A$,

$$
|N(x)-N(y)| \leq N(x-y),
$$

and hence $N$ is a uniformly continuous function from $A$ (for the metric defined by $N$ ) to $\mathbb{R}_{\geq 0}$.

Proof. $N(x)=N((x-y)+y) \leq N(x-y)+N(y)$, so $N(x)-N(y) \leq$ $N(x-y)$. Hence also $N(y)-N(x) \leq N(y-x)=N(x-y)$. Therefore $|N(x)-N(y)| \leq N(x-y)$.

In view of 1.3, we shall say that a topological ring is normable if its topology is defined by a norm, and in $\S 14$ we shall give criteria for a topological ring to be normable. A normed ring is simply a ring furnished with a norm and hence with the topology defined by that norm.

Norms on rings play a substantial role in analysis:
Example 1. Let $X$ be a set, $\mathcal{B}(X)$ the ring of all bounded real-valued (or complex-valued) functions on $X$ (a function $f$ is bounded if $N(f)<+\infty$, where $N(f)=\sup \{|f(x)|: x \in X\})$. The function $N$ just defined is a complete norm on $\mathcal{B}(X)$, so $\mathcal{B}(X)$ and each of its subrings is a topological ring for the topology defined by $N$. Special cases: (a) The ring of all bounded continuous functions on a topological space $X$. (b) The ring of all continuous functions $f$ on a locally compact space $X$ which "vanish at infinity," that is, such that for every $\epsilon>0$ there is a compact subset $K$ (depending on $f$ ) of $X$ such that $|f(x)| \leq \epsilon$ for all $x \in X \backslash K$. (c) The ring of all continuous functions on a compact space $X$. (A topological space $X$ is compact if it is Hausdorff and if every collection of open subsets of $X$ whose union is $X$ contains finitely many members whose union is $X$, and $X$ is locally compact if it is Hausdorff and each point of $X$ has a compact neighborhood.)

Example 2. Let $A$ be the ring of all analytic functions on a connected open subset $D$ of $\mathbb{C}$, and let $K$ be an infinite compact subset of $D$. Then $N$, defined by $N(f)=\sup \{|f(z)|: z \in K\}$, is an incomplete norm on $A$ (Exercise 1.2).

Example 3. Let $D$ be a bounded connected open subset of $\mathbb{C}$, and let $A$ be the ring of all continuous complex-valued functions on $\bar{D}$ whose restrictions to $D$ are analytic functions. Then $N$, defined by

$$
N(f)=\sup \{|f(z)|: z \in \bar{D} \backslash D\}
$$

is a complete norm on $A$.
Example 4. Let $A$ be the ring of all continuous real-valued functions $f$ on a closed bounded interval $[a, b]$ such that $f$ has a continuous derivative $f^{\prime}$
on $(a, b)$, and $\lim _{x \rightarrow a+} f^{\prime}(x)$ and $\lim _{x \rightarrow b-} f^{\prime}(x)$ both exist. Then $N$, defined by $N(f)=\sup \{|f(x)|: a \leq x \leq b\}+\sup \left\{\left|f^{\prime}(x)\right|: a<x<b\right\}$, is a complete norm on $A$.

Example 5. Let $L^{1}(\mathbb{N})$ be the set of all sequences $\left(a_{i}\right)_{i \geq 0}$ of real numbers such that $\sum_{i=0}^{\infty}\left|a_{i}\right|<+\infty$, and let $N$ be defined on $L^{1}(\mathbb{N})$ by

$$
N\left(\left(a_{i}\right)_{i \geq 0}\right)=\sum_{i=0}^{\infty}\left|a_{i}\right| .
$$

Addition on $L^{1}(\mathbb{N})$ is defined by $\left(a_{i}\right)_{i \geq 0}+\left(b_{i}\right)_{i \geq 0}=\left(a_{i}+b_{i}\right)_{i \geq 0}$. Under either of the following two multiplications $L^{\frac{1}{1}}(\mathbb{N})$ is a ring and $N$ is a complete norm on $L^{1}(\mathbb{N})$ : (a) pointwise multiplication, i.e., $\left(a_{i}\right)_{i \geq 0}\left(b_{i}\right)_{i \geq 0}=\left(a_{i} b_{i}\right)_{i \geq 0}$; (b) convolution, i.e.,

$$
\left(a_{i}\right)_{i \geq 0} *\left(b_{i}\right)_{i \geq 0}=\left(\sum_{j=0}^{i} a_{j} b_{i-j}\right)_{i \geq 0}
$$

For an example of a nonmetrizable (in particular, a nonnormable) topological ring, it suffices to take the cartesian product of uncountably many nonzero topological rings, in view of the following theorem:
1.5 Theorem. The cartesian product of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of topological rings is a topological ring.

We shall prove a more general theorem:
1.6 Theorem. Let $\left(A_{\lambda}\right)_{\lambda \in L}$ be a family of topological rings, let $A$ be a ring, and let $\left(f_{\lambda}\right)_{\lambda \in L}$ be a family of functions such that for each $\lambda \in L, f_{\lambda}$ is a homomorphism from $A$ to $A_{\lambda}$. The weakest topology on $A$ for which each $f_{\lambda}$ is continuous is then a ring topology.

Proof. That topology has as a basis of open sets all finite intersections of sets of the form $f_{\lambda}^{-1}\left(O_{\lambda}\right)$ where $\lambda \in L$ and $O_{\lambda}$ is open in $A_{\lambda}$. It follows at once that a function $g$ from a topological space $B$ to $A$ is continuous for this topology if and only if $f_{\lambda} \circ g$ is continuous from $B$ to $A_{\lambda}$ for each $\lambda \in L$. In particular, let $B=A \times A$, and let $g$ be either addition or multiplication on $A, g_{\lambda}$ the corresponding composition on $A_{\lambda}$. By the preceding, to show that $g$ is continuous, it suffices to show that $f_{\lambda} \circ g$ is continuous from $A \times A$ to $A_{\lambda}$ for all $\lambda \in L$. But $f_{\lambda} \circ g=g_{\lambda} \circ\left(f_{\lambda} \times f_{\lambda}\right)$, where $f_{\lambda} \times f_{\lambda}$ is the function $(x, y) \rightarrow\left(f_{\lambda}(x), f_{\lambda}(y)\right)$ from $A \times A$ to $A_{\lambda} \times A_{\lambda}$. Since $f_{\lambda}$ and $g_{\lambda}$ are continuous, so is $g_{\lambda} \circ\left(f_{\lambda} \times f_{\lambda}\right)$. Thus $g$ is continuous, and hence the topology is a ring topology. -

Theorem 1.5 thus follows by applying 1.6 to the case where

$$
A=\prod_{\mu \in L} A_{\mu}
$$

and for each $\lambda \in L, f_{\lambda}=p r_{\lambda}$, the canonical projection from $\prod_{\mu \in L} A_{\mu}$ to $A_{\lambda}$ (defined by $\left.p r_{\lambda}\left(\left(x_{\mu}\right)_{\mu \in L}\right)=x_{\lambda}\right)$.
1.7 Corollary. If $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ is a family of ring topologies on a ring $A$, then $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$ is a ring topology.

Proof. That topology is the weakest on $A$ such that for each $\lambda$, the identity mapping from $A$ to $A$, furnished with topology $\tau_{\lambda}$, is continuous.

If $\mathcal{T}_{1} \ldots \mathcal{T}_{p}$ are topologies on a ring $A$ defined by norms $N_{1}, \ldots N_{p}$, it is easy to see that $\sup _{1 \leq i \leq p} N_{i}$ is a norm defining the topology $\sup _{1 \leq i \leq p} \mathcal{T}_{i}$. This permits us to construct some unusual norms, for example, on the field $\mathbb{C}$ of complex numbers. For this, we first observe that the only continuous automorphisms of $\mathbb{C}$ are the identity automorphism and the conjugation automorphism $z \rightarrow \bar{z}$. Indeed, if $\sigma$ is a continuous automorphism of $\mathbb{C}$, then $\sigma(x)=x$ for all $x \in \mathbb{Q}$, the prime subfield of $\mathbb{C}$, so as $\sigma$ and the identity function must agree on a closed set, $\sigma(x)=x$ for all $x \in \mathbb{R}$. On the other hand, as $\sigma(i)^{2}=\sigma\left(i^{2}\right)=\sigma(-1)=-1, \sigma(i)$ must be either $i$ or $-i$. It readily follows that $\sigma$ is the identity automorphism in the former case, the conjugation automorphism in the latter.

By the general theory of algebraically closed fields, however, there are nondenumerably many automorphisms of $\mathbb{C}$, so there exists a noncontinuous automorphism $\sigma$. We may further assume, by replacing $\sigma$ with its composite with the conjugation isomorphism, if necessary, that $\sigma(i)=i$. Let $N(z)=$ $\sup \{|z|,|\sigma(z)|\}$. Then $N$ is a norm inducing the usual absolute value on the subfield $\mathbb{Q}(i)$ of $C$, but, as we shall see later (Corollary 13.13), the completion of $\mathbb{C}$ for the metric defined by $N$ may be identified with the ring $\mathbb{C} \times \mathbb{C}$ and hence contains proper zero-divisors (i.e., nonzero zero-divisors).
1.8 Definition. Let $K$ be a division ring. An absolute value on $K$ is a norm $A$ such that $A(x y)=A(x) A(y)$ for all $x, y \in K$.

It follows that $A(1)=1$ since $A(1)=A(1) A(1)$ and $A(1) \neq 0$; more generally, if $z$ is a root of unity, (i.e., if $z^{n}=1$ for some $n \geq 1$ ), then $A(z)=1$.

The most familiar absolute values, of course, are the usual absolute values on $\mathbb{R}, \mathbb{C}, \mathbb{H}$, and their subfields.

If $A$ is an absolute value on a division ring $K$, the elements $x$ of $A$ satisfying $A(x)<1$ may be characterized topologically as those elements $x$
such that $\lim _{n \rightarrow \infty} x^{n}=0$; in any topological ring, such an element is called a topological nilpotent.

For any division ring $K$, the function $A_{d}$, defined by $A_{d}(0)=0$ and $A_{d}(x)=1$ for all $x \in K^{*}$, is called the improper absolute value since the topology it defines is the discrete topology. Moreover, it is the only absolute value on $K$ defining the discrete topology. Indeed, if $A$ is an absolute value other than $A_{d}$, then $A(x) \neq 1$ for some $x \in K^{*}$, so either $x$ or $x^{-1}$ is a topological nilpotent, and therefore the topology defined by $A$ is not the discrete topology. In particular, the only absolute value on a finite field is the improper absolute value. An absolute value on a division ring is proper if it is not the improper absolute value.
1.9 Definition. Absolute values on a division ring are equivalent if they define the same topology.
1.10 Theorem. Let $A_{1}$ and $A_{2}$ be proper absolute values on a division ring $K$. The following statements are equivalent:
$1^{\circ} A_{1}$ and $A_{2}$ are equivalent.
$2^{\circ}$ The topology defined by $A_{2}$ is weaker than that defined by $A_{1}$.
$3^{\circ}$ For all $x \in K$, if $A_{1}(x)<1$, then $A_{2}(x)<1$.
$4^{\circ} A_{2}=A_{1}^{r}$ for some $r>0$.
Proof. If $2^{\circ}$ holds and if $A_{1}(x)<1$, then $x$ is a topological nilpotent for the topology defined by $A_{1}$ and a fortiori for the weaker topology defined by $A_{2}$, so $A_{2}(x)<1$. Assume $3^{\circ}$. As $A_{1}$ is proper, there exists $x_{0} \in K$ such that $A_{1}\left(x_{0}\right)>1$. Then $A_{1}\left(x_{0}^{-1}\right)<1$, so $A_{2}\left(x_{0}^{-1}\right)<1$, and therefore $A_{2}\left(x_{0}\right)>1$. Let

$$
r=\log A_{2}\left(x_{0}\right) / \log A_{1}\left(x_{0}\right)
$$

Let $x \in K^{*}$, and let $s \in \mathbb{R}$ be such that $A_{1}(x)=A_{1}\left(x_{0}\right)^{s}$. Let $m, n \in \mathbb{Z}$, $n>0$. If $m / n>s$, then $A_{1}(x)<A_{1}\left(x_{0}\right)^{m / n}$, so $A_{1}\left(x^{n} x_{0}^{-m}\right)<1$, thus $A_{2}\left(x^{n} x_{0}^{-m}\right)<1$, and therefore $A_{2}(x)<A_{2}\left(x_{0}\right)^{m / n}$. Similarly, if $m / n<s$, then $A_{2}(x)>A_{2}\left(x_{0}\right)^{m / n}$. Hence $A_{2}(x)=A_{2}\left(x_{0}\right)^{s}$, so

$$
\log A_{2}(x)=s \log A_{2}\left(x_{0}\right)=s r \log A_{1}\left(x_{0}\right)=\log A_{1}\left(x_{0}\right)^{s r}=\log A_{1}(x)^{r},
$$

and therefore $A_{2}(x)=A_{1}(x)^{r} . \bullet$
1.11 Theorem. Let $A$ be an absolute value on division ring $K$. The set $J$ of numbers $r>0$ such that $A^{r}$ is an absolute value is an interval of $\mathbb{R}_{>0}$ containing ( 0,1$]$. Moreover, the following statements are equvalent (where, for any $n \in \mathbb{N}, n .1=1+\cdots+1(n$ terms $)$ ):
$1^{\circ} J=\mathbb{R}_{>0}$.
$2^{\circ}$ For all $n \in \mathbb{N}, A(n .1) \leq 1$.
$3^{\circ}$ For all $x, y \in K, A(x+y) \leq \sup \{A(x), A(y)\}$.
Proof. Let $0<r \leq 1$. For any $c \in(0,1), 0<1-c<1$, so $c^{r} \geq c$ and $(1-c)^{r} \geq 1-c$, and therefore $c^{r}+(1-c)^{r} \geq 1$. Applying this inequality to $c=A(x) /(A(x)+A(y))$ where $x, y \in K^{*}$, we obtain

$$
A(x)^{r}+A(y)^{r} \geq(A(x)+A(y))^{r} \geq A(x+y)^{r}
$$

Thus $r \in J$. Consequently, if $s \in J$ and $0<t<s$, then $A^{t}=\left(A^{s}\right)^{(1 / s) t}$, so $A^{t}$ is an absolute value as $0<t / s<1$.

For any absolute value $|. .|,|n .1| \leq n$ for all $n \in \mathbb{N}$ by induction. Hence if $1^{\circ}$ holds, then for all $r>0, A(n .1)^{r} \leq n$ and hence $A(n .1) \leq n^{1 / r}$, so $A(n .1) \leq 1$. Clearly $3^{\circ}$ implies $1^{\circ}$.

Assume $2^{\circ}$. As $A(y+z) \leq A(y)+A(z) \leq 2 \sup \{A(y), A(z)\}$ for all $y, z \in K$, an inductive argument establishes that for any sequence $\left(y_{i}\right)_{1 \leq i \leq 2^{r}}$ of $2^{r}$ terms,

$$
A\left(y_{1}+\cdots+y_{2^{r}}\right) \leq 2^{r} \sup \left\{A\left(y_{i}\right): 1 \leq i \leq 2^{r}\right\} .
$$

Let $x \in K$. Then for any $r \in \mathbb{N}$, if $n=2^{r}-1$,

$$
\begin{aligned}
A(1+x)^{n} & =A\left((1+x)^{n}\right) \leq 2^{r} \sup \left\{A\left(\binom{n}{k} x^{k}\right): 0 \leq k \leq n\right\} \\
& \leq 2^{r} \sup \left\{A\left(x^{k}\right): 0 \leq k \leq n\right\}=(n+1) \sup \left\{1, A(x)^{n}\right\}
\end{aligned}
$$

so $A(1+x) \leq(n+1)^{1 / n} \sup \{1, A(x)\}$. Hence $A(1+x) \leq \sup \{1, A(x)\}$. Thus, for any $x, y \in K^{*}$,

$$
\begin{aligned}
A(x+y) & =A(x) A\left(1+A\left(x^{-1} y\right)\right) \\
& \leq A(x) \sup \left\{1, A\left(x^{-1} y\right)\right\}=\sup \{A(x), A(y)\}
\end{aligned}
$$

1.12 Definition. An absolute value $A$ on a division ring $K$ is nonarchimedean if $A(x+y) \leq \sup \{A(x), A(y)\}$ for all $x, y \in K$, archimedean if it is not nonarchimedean.

By 1.11, an absolute value $A$ on a division ring $K$ is archimedean if and only if $A(n .1)>1$ for some $n \in \mathbb{N}$. Consequently, as a finite field admits only the improper absolute value, a field admitting an archimedean absolute value has characteristic zero.

Some important examples of nonarchimedean absolute values are defined as follows: Let $K$ be the quotient field of a principal ideal domain $D$, and let $P$ be a representative system of primes in $D$. As $D$ is a unique factorization domain, for each $x \in K^{*}$ there exist a unique unit $u$ of $D$ and a unique family $\left(v_{p}(x)\right)_{p \in P}$ of integers such that $v_{p}(x)=0$ for all but finitely many $p \in P$ and

$$
x=u \prod_{p \in P} p^{v_{p}(x)}
$$

For each $p \in P$, we also define $v_{p}(0)=+\infty$. The function $v_{p}$ from $K$ to $\mathbb{Z} \cup\{+\infty\}$ clearly satisfies

$$
\begin{gathered}
v_{p}(x)=+\infty \text { if and only if } x=0, \\
v_{p}(x y)=v_{p}(x)+v_{p}(y) \\
v_{p}(x+y) \geq \inf \left\{v_{p}(x), v_{p}(y)\right\}
\end{gathered}
$$

for all $x, y \in K ; v_{p}$ is called the $p$-adic valuation on $K$. If $c>1$, then $x \rightarrow c^{-v_{p}(x)}$ (with the convention $c^{-\infty}=0$ ) is a nonarchimedean absolute value, denoted by $|. .|_{p, c}$ and called the $p$-adic absolute value to base $c$. If $c>1$ and $d>1$ and if $r=\log _{c} d$, then $|x|_{p, d}=|x|_{p, c}^{r}$ for all $x \in K$, so $p$-adic absolute values to different bases are equivalent. The $p$-adic topology on $K$ is the topology defined by the $p$-adic absolute values. For a sequence $\left(x_{n}\right)_{n \geq 1}$ of nonzero elements to converge to zero for the $p$-adic topology, it is necessary and sufficient that for each $r \in \mathbb{N}^{*}$ there exists $m \geq 1$ such that for all $n \geq m, x_{n}$ can be expressed as a fraction whose numerator is an element of $D$ divisible by $p^{r}$ and whose denominator is an element of $D$ relatively prime to $p$. For the special case where $K=\mathbb{Q}$ and $D=\mathbb{Z}$, for any prime integer $p$ the $p$-adic absolute value $\left.\left.\right|_{. .}\right|_{p}$ on $\mathbb{Q}$ is the one to base $p$; thus

$$
|x|_{p}=p^{-v_{p}(x)}
$$

for all $x \in \mathbb{Q}$.
1.13 Theorem. Let $K$ be the quotient field of a principal ideal domain $D$, and let $P$ be a representative system of primes in $D$. The proper absolute values $A$ on $K$ such that $A(x) \leq 1$ for all $x \in D$ are precisely the $p$-adic absolute values.

Proof. If $x \in D$, then $v_{p}(x) \geq 0$, so $|x|_{p, c} \leq 1$. Conversely, let $A$ be a proper absolute value on $K$ such that $A(x) \leq 1$ for all $x \in D$. Let $V=$ $\{x \in K: A(x) \leq 1\}, M=\{x \in K: A(x)<1\}$. As $A$ is nonarchimedean, $V$ is a subring of $K$ containing $D$ by $1.12, V \backslash M$ is the set of all invertible elements of $V$, and hence $M$ is the only maximal ideal of $V$. In particular,
$M$ is a prime ideal of $V$, so $M \cap D$ is a prime ideal of $D$. If $M \cap D=(0)$, then $A(x)=1$ for all $x \in D^{*}$, so $A$ would be the improper absolute value, a contradiction. Therefore $M \cap D$ is a nonzero prime ideal of $D$ and hence is $D p$ for some $p \in P$. Let $c=A(p)^{-1}$. For any $x \in K^{*}$, let $x=a p^{n} / b$ where $n=v_{p}(x)$ and $a$ and $b$ are elements of $D^{*}$ relatively prime to $p$; then $a, b \in D \backslash D p$, so $A(a)=A(b)=1$, and consequently

$$
A(x)=A(a) A(b)^{-1} A\left(p^{n}\right)=A(p)^{n}=c^{-n}=|x|_{p, c}
$$

Thus $A$ is $|. .|_{p, c} \cdot \bullet$
1.14 Corollary. If $A$ is a proper nonarchimedean absolute value on $\mathbb{Q}$, there exist a prime $p$ and $s>0$ such that $A(x)=|x|_{p}^{s}$ for all $x \in \mathbb{Q}$.

Proof. Clearly $A(n) \leq 1$ for all $n \in \mathbb{Z}$. By $1.13 A$ is $\left.\right|_{. . \mid} ^{p, c}$ for some prime $p$ and some $c>1$; we need only let $s=\log _{p} c>0$.

Often, the usual archimedean absolute value on $\mathbb{Q}$ is denoted by $|. .|_{\infty}$; thus $|n|_{\infty}=|-n|_{\infty}=n$ for all $n \in \mathbb{N}$. The following theorem completes the identification of all proper absolute values on $\mathbb{Q}$ :
1.15 Theorem. If $A$ is an archimedean absolute value on $\mathbb{Q}$, then there exists $s \in(0,1]$ such that $A(x)=|x|_{\infty}^{s}$ for all $x \in \mathbb{Q}$.

Proof. We shall first show that for any integers $m>1$ and $n>1$,

$$
\begin{equation*}
\frac{\log A(n)}{\log n}=\frac{\log A(m)}{\log m} . \tag{1}
\end{equation*}
$$

Indeed, expanding $m$ to base $n$, we obtain integers $\left(a_{k}\right)_{0 \leq k \leq r}$ in $[0, n-1]$ such that

$$
m=a_{0}+a_{1} n+\ldots+a_{r} n^{r}
$$

and $a_{r} \neq 0$. Thus

$$
A(m) \leq A\left(a_{0}\right)+A\left(a_{1}\right) A(n)+\cdots+A\left(a_{r}\right) A(n)^{r},
$$

and since $0 \leq A\left(a_{i}\right) \leq a_{i}<n$ for all $i \in[0, r]$, we conclude that

$$
A(m)<n\left(1+A(n)+\cdots+A(n)^{r}\right) \leq n(r+1) \sup \{1, A(n)\}^{r} .
$$

Since $m \geq n^{r}, r \leq(\log m) /(\log n)$, and therefore

$$
A(m)<n\left[\frac{\log m}{\log n}+1\right] \sup \{1, A(n)\}^{(\log m) /(\log n)}
$$

Replacing $m$ by $m^{s}$ for any positive integer $s$, we have

$$
A(m)^{s}=A\left(m^{s}\right)<n\left[\frac{s \log m}{\log n}+1\right] \sup \{1, A(n)\}^{(s \log m) /(\log n)}
$$

Taking sth roots, we obtain

$$
A(m)<n^{1 / s}\left[\frac{s \log m}{\log n}+1\right]^{1 / s} \sup \{1, A(n)\}^{(\log m) /(\log n)} .
$$

Since $\lim _{s \rightarrow \infty}(a s+b)^{1 / s}=1$ for any positive real numbers $a$ and $b$, we therefore conclude

$$
\begin{equation*}
A(m) \leq \sup \{1, A(n)\}^{(\log m) /(\log n)} \tag{2}
\end{equation*}
$$

Since $A$ is archimedean, $A(q)>1$ for some integer $q>1$ by 1.11. Replacing $m$ by $q$ in (2), we obtain

$$
1<\sup \{1, A(n)\}^{(\log q) /(\log n)}
$$

whence $A(n)>1$ as $(\log q) /(\log n)>0$. Thus $A(n)>1$ for all $n>1$, so (2) becomes

$$
A(m) \leq A(n)^{(\log m) /(\log n)} .
$$

Taking logarithms we conclude that

$$
\begin{equation*}
\frac{\log A(m)}{\log m} \leq \frac{\log A(n)}{\log n} \tag{3}
\end{equation*}
$$

Interchanging $m$ and $n$ in (3), we obtain (1). Let $s$ be the common value of $(\log A(n)) /(\log n)$ for all integers $n>1$. Then for all such integers, $\log A(n)=s \log n=\log n^{s}$, so $A(n)=n^{s}$. It readily follows that $A(x)=$ $|x|_{\infty}^{s}$ for all $x \in \mathbb{Q}$. Since $2^{s}=A(2) \leq 2, s \in(0,1]$. $\bullet$

## Exercises

1.1 Show directly or by citing theorems of analysis that the norm of Example 1 is complete, and that the subrings defined in (a) and (b) are closed and hence also complete.
1.2 Let $N$ be the function of Example 2. (a) What theorem of complex analysis implies the validity of (N5)? (b) Show that $N$ is incomplete. [Show first that there exists $a \in D$ such that $|a|>\sup \{|z|: z \in K\}$, and then consider the functions ( $\left.f_{n}\right)_{n \geq 0}$ where

$$
f_{n}(z)=\sum_{k=0}^{n}\left(\frac{z}{a}\right)^{k}
$$

for all $z \in D]$.
1.3 Let $N$ be the function of Example 3. What theorem of complex analysis implies (a) the validity of (N5)? (b) that $N$ is complete?
1.4 Show directly or by citing theorems of analysis that the function $N$ of Example 4 is a complete norm.
1.5 Show that the function $N$ of Example 5 is a complete norm.
1.6 (a) If $N$ is a function from a ring $A$ to $\mathbb{R} \geq 0$ satisfying (N 2)-(N 4) but not (N 1), then $N(x) \geq \max \left\{1, \frac{1}{2} N(0)\right\}$ for all $x \in A$. (b) Let $Q$ be a norm on a ring $A$, let $c \geq 1$, and let $N(x)=Q(x)+c$ for all $x \in A$. Then $N$ satisfies (N 2)-(N 4) but not (N 1).

## 2 Topological Modules, Vector Spaces, and Algebras

By an A-module is meant a left module over a ring $A$, not necessarily one possessing a multiplicative identity. An $A$-module $E$ is unitary if $A$ possesses a multiplicative identity 1 and $1 . x=x$ for all $x \in E$. An $A$ module $E$ is trivial if $\lambda . x=0$ for all $\lambda \in A, x \in E$. If $E$ is an $A$-module where $A$ is a ring with identity, then $E$ contains a largest unitary submodule $M$, namely, $\{x \in E: 1 . x=x\}$, and a largest trivial submodule $T$, namely, $\{x \in E: 1 . x=0\}$, and $E$ is the direct sum of $M$ and $T$ since for any $x \in E$, $1 . x \in M$ and $x-1 . x \in T$.

If $G$ is a commutative group, denoted additively, there is a unique scalar multiplication making $G$ a unitary $\mathbb{Z}$-module, namely, that satisfying $n . x=$ $x+x+\ldots x$ ( $n$ terms) for all $x \in G, n \in \mathbb{N}$. Whenever $x$ belongs to a commutative group $G$ and $n \in \mathbb{Z}, n . x$ refers to this scalar multiplication.

A topological module is simply a module over a topological ring furnished with a topology for which its algebraic operations are continuous:
2.1 Definition. Let $A$ be a topological ring, $E$ an $A$-module. A topology $\mathcal{T}$ on $E$ is an $A$-module topology (or simply a module topology if no confusion results) and $E$, furnished with $\mathcal{T}$, is a topological $A$-module (or simply a topological module) if the following conditions hold:
(TM 1) $\quad(x, y) \rightarrow x+y$ is continuous from $E \times E$ to $E$
(TM 2) $\quad x \rightarrow-x$ is continuous from $E$ to $E$
(TM 3) $\quad(\lambda, x) \rightarrow \lambda x$ is continuous from $A \times E$ to $E$
where $E$ is given topology $\mathcal{T}, E \times E$ the cartesian product topology determined by $\mathcal{T}, A \times E$ the cartesian product topology determined by the topology of $A$ and $\mathcal{T}$. If $K$ is a division ring furnished with a ring topology and if $E$ is a $K$-vector space, a topology $T$ on $E$ is a $K$-vector topology (or simply a vector topology if no confusion results) and $E$, furnished with $\mathcal{T}$,
is a topological $K$-vector space (or simply a topological vector space) if $\mathcal{T}$ is a $K$-module topology.

For example, any topological ring $A$ may be regarded as a topological $A$-module, where scalar multiplication is the given multiplication.

A module topology on an $A$-module $E$ clearly induces a module topology on any submodule of $E$, and unless the contrary is indicated, we shall assume that a submodule of a topological module is furnished with its induced topology.

If $E$ is a topological $A$-module and if $B$ is a subring of $A$, the $B$-module $E$ obtained by restricting scalar multiplication to $B \times E$ is clearly a topological module. Also, if $E$ is a topological $A$-module, $E$, with its given topology, is still a topological module over the ring $A$ furnished with a stronger ring topology.

If $A$ is a commutative ring with identity, an $A$-algebra (or simply an algebra) $E$ is a unitary $A$-module furnished with a multiplicative composition that makes $E$ into a ring and satisfies

$$
\lambda(x y)=(\lambda x) y=x(\lambda y)
$$

for all $\lambda \in A$ and all $x, y \in E$.
2.2 Definition. Let $A$ be a commutative topological ring with identity and $E$ an $A$-algebra. A topology $\mathcal{T}$ on $E$ is an $A$-algebra topology (or simply an algebra topology if no confusion results) and $E$, furnished with $\mathcal{T}$ is a topological $A$-algebra (or simply a topological algebra) if $\mathcal{T}$ is both a ring and an $A$-module topology.

Norms furnish examples of topological vector spaces:
2.3 Definition. Let $K$ be a division ring furnished with an absolute value $|$.$| , and let E$ be a $K$-vector space. A function $N$ from $E$ to $\mathbb{R}_{\geq 0}$ is a norm on $E$ (relative to |..|) if (N 1)-(N 3) and (N 5) of Definition 1.2 hold and also

$$
N(\lambda x)=|\lambda| N(x)
$$

for all $\lambda \in K$ and all $x \in E$. If $K$ is a field and $E$ a $K$-algebra, an algebra norm (or simply a norm) on $E$ is a function which is a norm on both the underlying ring and $K$-vector space.

A proof similar to that of 1.3 yields:
2.4 Theorem. The topology defined by a norm on a vector space [algebra] over a division ring [field] is a vector [algebra] topology.

Thus a normed space [normed algebra] is simply a vector space [algebra] furnished with a norm relative to a given absolute value on its division ring
[field] of scalars and hence with the topology defined by that norm. For example, the rings of Examples $1-5$ of $\S 1$ may be viewed as algebras over either $\mathbb{R}$ or $\mathbb{C}$, and each of the norms defined is an ;'gebra norm.

A topological group is simply a group furnished with a topology for which its algebraic operations are continuous:
2.5 Definition. A topology $\mathcal{T}$ on a group $G$, denoted multiplicatively, is a group topology and $G$, furnished with $T$, is a topological group if the following conditions hold:
(TG 1) $\quad(x, y) \rightarrow x y$ is continuous from $G \times G$ to $G$
(TG 2) $x \rightarrow x^{-1}$ is continuous from $G$ to $G$
where $G$ is given topology $T$ and $G \times G$ the cartesian product topology determined by $\mathcal{T}$.

For example, the additive group of a topological ring or module is a commutative topological group, since (TR 1)-(TR 2) and (TM 1)-(TM 2) become (TG 1)-(TG 2) in additive notation.

A group topology on a group $G$ clearly induces a group topology on any subgroup of $G$, and unless the contrary is indicated, we shall assume that a subgroup of a topological group is furnished with its induced topology.

Topologies on noncommutative groups do arise naturally in the study of topological rings. For example, if $A$ is a topological ring with identity, the topology of $A$ induces a topology on the group $A^{\times}$that satisfies (TG 1) but may not satisfy (TG 2), and for certain questions it is important to know whether $A^{\times}$is, indeed, a topological group.
2.6 Definition. A ring topology $\mathcal{T}$ on a field [division ring] $K$ is a field [division ring] topology and $K$, furnished with $T$, is a topological field [topological division ring] if multiplicative inversion is continuous on $K^{*}$.

The material presented here, however, will be needed only for discussions of topologies on the additive group of a ring or module. Consequently, we shall use additive notation throughout, even when commutativity is not used in a given discussion, and sometimes we shall include commutativity among the hypotheses of a theorem about topological groups even though a noncommutative generalization is available.

A composition $*$ on a set $E$ induces in a natural way a composition, again denoted by $*$, on the set of all subsets of $E$, given by

$$
X * Y=\{x * y: x \in X, y \in Y\}
$$

for all subsets $X, Y$ of $E$. It is also customary to denote $\{a\} * X$ by $a * X$ and $X *\{a\}$ by $X * a$ for any $a \in E$. We shall frequently employ this notation for
subsets of a ring or group and its additive or multiplicative compositions. Similarly, if + is a group composition on $E$, we define

$$
-X=\{-x \in E: x \in X\}
$$

for any subset $X$ of $E$; we shall say $X$ is symmetric if $X=-X$. Clearly the largest symmetric subset contained in a subset $X$ of a group $E$ is $X \cap(-X)$.

For the next two theorems about topologies on a group $G$ we introduce the following notation: Let $j$ be inversion, defined by

$$
j(x)=-x
$$

for all $x \in G$. Let $s$ and $t$ be addition and subtraction from $G \times G$ to $G$, defined by

$$
\begin{gathered}
s(x, y)=x+y \\
t(x, y)=x-y
\end{gathered}
$$

for all $(x, y) \in G \times G$, and let $k$ be the function from $G \times G$ into $G \times G$ defined by

$$
k(x, y)=(x,-y)
$$

for all $(x, y) \in G \times G$. Finally, for each $a \in G$, let $i_{a}$ be the function from $G$ to $G \times G$ defined by

$$
i_{a}(x)=(a, x)
$$

for all $x \in G$. Clearly $i_{a}$ is continuous for any topology on $G$ and the cartesian product topology it defines on $G \times G$.
2.7 Theorem. Let $G$ be a topological group, and let $a \in G$. The functions $x \rightarrow-x, x \rightarrow a+x$, and $x \rightarrow x+a$ are homeomorphisms from $G$ to $G$. Consequently, for any subset $X$ of $G, \overline{-\bar{X}}=-\bar{X}, \overline{a+\bar{X}}=a+\bar{X}$, $\overline{X+a}=\bar{X}+a$, and for any open [closed] subset $P$ of $G,-P$ and $a+P$ are open [closed].

Proof. Since $j^{-1}=j, j$ is a homeomorphism. The function

$$
s \circ i_{a}: x \rightarrow a+x
$$

is continuous as $s$ and $i_{a}$ are, and its inverse $s \circ i_{-a}$ is similarly continuous. Thus $x \rightarrow a+x$ is a homeomorphism, and similarly $x \rightarrow x+a$ is a homeomorphism. -
2.8 Theorem. A topology $\mathcal{T}$ on a group $G$ is a group topology if and only if

$$
(x, y) \rightarrow x-y
$$

is continuous from $G \times G$ to $G$, where $G$ is furnished with $\mathcal{T}$ and $G \times G$ the cartesian product topology determined by $\mathcal{T}$.

Proof. Necessity: By hypothesis, $s$ and $j$ are continuous. Hence $k$ is continuous, and as $t=s \circ k, t$ is also continuous. Sufficiency: By hypothesis $t$ is continuous. Hence as $j=t \circ i_{0}, j$ is also continuous. Consequently, $k$ is continuous, so as $s=t \circ k, s$ is also continuous.

A neighborhood of a point [subset] of a topological space $T$ is any subset of $T$ that contains an open subset containing that point [subset]. Thus a subset of $T$ is open if and only if it is a neighborhood of each of its points.
2.9 Theorem. Let $G$ be a topological group.
(1) If $V$ is a neighborhood of zero, there is a neighborhood $U$ of zero such that $U+U \subseteq V$.
(2) If $V$ is is a neighborhood of zero, so is $-V$.
(3) Every [open] neighborhood $U$ of zero contains a symmetric [open] neighborhood of zero, namely, $U \cap(-U)$.

Proof. (1) follows from the continuity of addition at ( 0,0 ), (2) follows from 2.7, and (3) follows from (2).
2.10 Corollary. Let $G$ be a topological group. If $U$ is a neighborhood of zero and $n \geq 1$, there is a symmetric neighborhood $V$ of zero such that $V+\cdots+V(n$ terms $) \subseteq U$.

Proof. The assertion follows by induction from 2.9.•
2.11 Theorem. Let $A$ be a topological ring.
(1) For each $b \in A$, the functions $x \rightarrow x b$ and $x \rightarrow b x$ are continuous from $A$ to $A$; if $b$ is invertible, they are homeomorphisms.
(2) $(x, y) \rightarrow y x$ is continuous from $A \times A$ to $A$.
(3) If $f$ and $g$ are functions from a topological space $T$ to $A$ that are continuous at $t \in T$, then $f+g,-f$, and $f g$ are continuous at $t$.
(4) If $A$ is a commutative ring with identity and if $h \in A\left[X_{1}, \ldots, X_{n}\right]$, the ring of polynomials in $n$ indeterminates over $A$, then the polynomial function $\left(x_{1}, \ldots, x_{n}\right) \rightarrow h\left(x_{1}, \ldots, x_{n}\right)$ from $A \times \cdots \times A(n$ terms) to $A$ is continuous.

Proof. The proof of (1) is similar to that of 2.7. (2) The function $m$ from $A \times A$ to $A$, defined by $m(x, y)=x y$, and the function $q$ from $A \times A$ to $A \times A$, defined by $q(x, y)=(y, x)$, are continuous, so $m \circ q$ is also continuous. (3)

Let $f \times g$ be the function from $T$ to $A \times A$ defined by $(f \times g)(s)=(f(s), g(s))$. As $f$ and $g$ are continuous at $t$, so is $f \times g ; f+g$ and $f g$ are simply the composites of that function with addition and multiplication. (4) follows by induction from (3).
2.12 Theorem. Let $E$ be a topological $A$-module.
(1) For each $b \in E, \lambda \rightarrow \lambda b$ is continuous from $A$ to $E$, and for each $\beta \in A, x \rightarrow \beta x$ is continuous from $E$ to $E$; if $\beta$ is invertible, $x \rightarrow \beta x$ is a homeomorphism.
(2) If $f$ is a function from a topological space $T$ to $E$ that is continuous at $t \in T$, then for each $\lambda \in A, \lambda f$ is continuous at $t$.

The proof is similar to that of 2.11 .
2.13 Definition. Let $G_{1}, G_{2}$, and $G$ be commutative groups. A function $f$ from $G_{1} \times G_{2}$ to $G$ is $\mathbb{Z}$-bilinear if for each $a \in G_{1}$, the function $y \rightarrow$ $f(a, y)$ is a homomorphism from $G_{2}$ to $G$, and for each $b \in G_{2}$, the function $x \rightarrow f(x, b)$ is a homomorphism from $G_{1}$ to $G$.

For example, multiplication of a ring and scalar multiplication of a module are $\mathbb{Z}$-bilinear functions on the underlying additive groups.

If $f$ is $\mathbb{Z}$-bilinear from $G_{1} \times G_{2}$ to $G$, clearly

$$
\begin{gathered}
f(x, 0)=0=f(0, y) \\
f(-x, y)=-f(x, y)=f(x,-y) \\
f(-x,-y)=f(x, y)
\end{gathered}
$$

for all $x \in G_{1}, y \in G_{2}$.
2.14 Theorem. Let $G_{1}, G_{2}$, and $G$ be commutative topological groups, and let $f$ be a $\mathbb{Z}$-bilinear function from $G_{1} \times G_{2}$ to $G$. If, for each $a \in G_{1}$, the function $y \rightarrow f(a, y)$ is continuous at zero from $G_{2}$ to $G$, if, for each $b \in G_{2}$, the function $x \rightarrow f(x, b)$ is continuous at zero from $G_{1}$ to $G$, and if $f$ is continuous at $(0,0)$, then $f$ is continuous from $G_{1} \times G_{2}$ to $G$.

Proof. Let $\left(a_{1}, a_{2}\right) \in G_{1} \times G_{2}$, and let $Y$ be a neighborhood of $f\left(a_{1}, a_{2}\right)$ in $G$. We are to show that there exist neighborhoods $W_{1}$ of $a_{1}$ and $W_{2}$ of $a_{2}$ such that $f\left(x_{1}, x_{2}\right) \in Y$ for all $\left(x_{1}, x_{2}\right) \in W_{1} \times W_{2}$. By 2.7 there is a neighborhood $T$ of zero in $G$ such that $f\left(a_{1}, a_{2}\right)+T=Y$, and by 2.10 there is a neighborhood $W$ of zero in $G$ such that $W+W+W \subseteq T$. By hypothesis there exist neighborhoods $U_{1}$ and $V_{1}$ of zero in $G_{1}$ and neighborhoods $U_{2}$ and $V_{2}$ of zero in $G_{2}$ such that $f\left(a_{1}, u_{2}\right) \in W$ for all $u_{2} \in U_{2}, f\left(u_{1}, a_{2}\right) \in W$ for all $u_{1} \in U_{1}$, and $f\left(v_{1}, v_{2}\right) \in W$ for all $\left(v_{1}, v_{2}\right) \in V_{1} \times V_{2}$. Let $W_{1}=$ $a_{1}+\left(U_{1} \cap V_{1}\right), W_{2}=a_{2}+\left(U_{2} \cap V_{2}\right)$. By $2.7 W_{1}$ and $W_{2}$ are neighborhoods
of $a_{1}$ and $a_{2}$ respectively. Let $x_{1} \in W_{1}, x_{2} \in W_{2}$. Then $x_{1}-a_{1} \in U_{1} \cap V_{1}$ and $x_{2}-a_{2} \in U_{2} \cap V_{2}$, so

$$
\begin{aligned}
f\left(x_{1}, x_{2}\right)= & f\left(a_{1}, a_{2}\right)+f\left(x_{1}-a_{1}, a_{2}\right)+f\left(x_{1}-a_{1}, x_{2}-a_{2}\right)+ \\
& +f\left(a_{1}, x_{2}-a_{2}\right) \in f\left(a_{1}, a_{2}\right)+W+W+W \\
& \subseteq f\left(a_{1}, a_{2}\right)+T=Y .
\end{aligned}
$$

2.15 Theorem. If a topology $\mathcal{T}$ on a ring $A$ satisfies (TR 1) and (TR 2) of Definition 1.1, then $\mathcal{T}$ satisfies (TR 3) if and only if it satisfies the following two conditions:
(TR 4) $\quad(x, y) \rightarrow x y$ is continuous at $(0,0)$
(TR 5) For each $b \in A, x \rightarrow b x$ and $x \rightarrow x b$ are continuous at zero.
The condition is necessary by (1) of 2.11 and sufficient by 2.14 .
2.16 Theorem. Let $A$ be a topological ring, $E$ an $A$-module. If a topology $\mathcal{T}$ on $E$ satisfies (TM 1) and (TM 2) of Definition 2.1, then $\mathcal{T}$ satisfies (TM 3) if and only if it satisfies the following three conditions:
(TM 4) $\quad(\lambda, x) \rightarrow \lambda x$ from $A \times E$ to $E$ is continuous at $(0,0)$
(TM 5) For each $b \in E, \lambda \rightarrow \lambda b$ from $A$ to $E$ is continuous at zero
(TM 6) For each $\beta \in A, x \rightarrow \beta x$ from $E$ to $E$ is continuous at zero.
The condition is necessary by (1) of 2.12 and sufficient by 2.14 .
Analogues of 1.5-1.7 hold for modules:
2.17 Theorem. Let $A$ be a topological ring, let $E$ be an $A$-module, let $\left(E_{\lambda}\right)_{\lambda \in L}$ be a family of topological $A$-modules, and let $\left(f_{\lambda}\right)_{\lambda \in L}$ be a family of functions such that for each $\lambda \in L, f_{\lambda}$ is a homomorphism from $E$ to $E_{\lambda}$. The weakest topology on $E$ for which each $f_{\lambda}$ is continuous is an $A$-module topology.

The proof is similar to that of 1.6.
2.18 Corollary. The cartesian product of a family of topological $A$ modules is a topological $A$-module.
2.19 Corollary. If $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ is a family of $A$-module topologies on an $A$-module $E$, then $\sup \left\{\mathcal{T}_{\lambda}: \lambda \in L\right\}$ is an $A$-module topology.

## Exercises

2.1 (a) If $\mathcal{T}$ is a topology on a ring $A$ with identity such that (TR 1) and (TR 3) hold, then (TR 2) holds. (b) If $A$ is a topological ring with identity and if $\mathcal{T}$ is a topology on a unitary $A$-module $E$ such that (TM 1) and (TM 3) hold, then (TM 2) holds.
2.2 Let $\mathcal{T}$ be the set of all subsets $P$ of $\mathbb{Z}$ such that for each $a \in P$, there exists $q \geq 1$ such that $a+\mathbb{N} q \subseteq P$. Show that $\mathcal{T}$ is a topology on the trivial ring whose additive group is $\mathbb{Z}$ that satisfies (TR 1 ) and (TR 3) but not (TR 2).
2.3 Let $T$ be the set of all subsets $P$ of $\mathbb{R}$ such that for each $a \in P$ there exists a nonzero integer $q$ such that $a+\mathbb{Z} q \subseteq P$. (a) $\mathcal{T}$ is a topology on $\mathbb{R}$ satisfying (TR 1), (TR 2), and (TR 4), but not (TR 5). (b) The topology induced on $\mathbb{Q}$ by $\mathcal{T}$ is a ring topology, but multiplicative inversion on $\mathbb{Q}^{*}$ is not continuous at 1 .
2.4 If $N$ is a norm on a ring $A$ with identity, then $A^{\times}$is a topological group, i.e., multiplicative inversion is continuous on $A^{\times}$.
2.5 (a) An additive group topology on a trivial ring [module] is a ring [module] topology. (b) If $A$ is a discrete topological ring, (i.e., its topology is the discrete topology) and if $E$ is an $A$-module, an additive group topology on $E$ satisfying (TM 6) is an $A$-module topology.
2.6 If $K$ is a nondiscrete topological field and if $E$ is a nonzero $K$-vector space, then the discrete topology on $E$ is an additive group topology satisfying (TM 4) and (TM 6) but not (TM 5).

## 3 Neighborhoods of Zero

We recall that a set $\mathcal{F}$ of subsets of a set $E$ is a filter on $E$ if $E \in \mathcal{F}, \emptyset \notin \mathcal{F}$, the intersection of any two members of $\mathcal{F}$ again belongs to $\mathcal{F}$, and any subset of $E$ containing a member of $\mathcal{F}$ also belongs to $\mathcal{F}$. For example, in a topological space $T$, the set of all neighborhoods of a point [subset] of $T$ is a filter.

A set $\mathcal{B}$ of subsets of $E$ is a filter base on $E$ if the set of all subsets $F$ of $E$ for which there exists $B \in \mathcal{B}$ such that $B \subseteq F$ is a filter, called the filter generated by $\mathcal{B}$. Thus $\mathcal{B}$ is a filter base if and only if $\mathcal{B} \neq \emptyset, \emptyset \notin \mathcal{B}$, and the intersection of two members of $\mathcal{B}$ contains a member of $\mathcal{B}$. Consequently, a filter base on $E$ is also a filter base on any set containing $E$. In a topological space $T$, a fundamental system of neighborhoods of a point [subset] of $T$ is any filter base generating the filter of neighborhoods of that point [subset]. For example, the open neighborhoods of a point in a topological space form a fundamental system of neighborhoods of that point.

If $\mathcal{V}$ is the filter of neighborhoods of zero for a group topology on a group $G$, then by 2.7 , for each $a \in G, a+\mathcal{V}$ is the filter of neighborhoods
of $a$. Consequently, a group topology is completely determined by the filter of neighborhoods of zero; that is, distinct group topologies have distinct filters of neighborhoods of zero. For commutative groups, the following theorem gives necessary and sufficient conditions for a filter to be the filter of neighborhoods of zero for a group topology on $G$ :
3.1 Theorem. If $\mathcal{V}$ is the filter of neighborhoods of zero for a group topology on a group $G$, then
(TGN 1) For each $V \in \mathcal{V}$, there exists $U \in \mathcal{V}$ such that $U+U \subseteq V$
(TGN 2) If $V \in \mathcal{V}$, then $-V \in \mathcal{V}$.
Conversely, if $\mathcal{V}$ is a filter on a commutative group $G$ satisfying (TGN 1) and (TGN 2), then there is a unique group topology on $G$ for which $\mathcal{V}$ is the filter of neighborhoods of zero.

Proof. The first statement is part of 2.9. Conversely, let $\mathcal{V}$ be a filter on a commutative group $G$ satisfying (TGN 1) and (TGN 2). We have just seen that there is only one candidate for a group topology having $\mathcal{V}$ as its filter of neighborhoods of zero; since a set is open if and only if it is a neighborhood of each of its points, that candidate is the set $\mathcal{T}$ of all subsets $O$ of $G$ satisfying
($\left.^{*}\right) \quad$ For each $a \in O$ there exists $V \in \mathcal{V}$ such that $a+V \subseteq O$.
Clearly $\emptyset$ and $G$ satisfy ( ${ }^{*}$ ), and the union of a family of subsets satisfying $\left(^{*}\right)$ again satisfies ( ${ }^{*}$ ). Let $O_{1}, O_{2} \in \mathcal{T}$, and let $a \in O_{1} \cap O_{2}$. There exist $V_{1}, V_{2} \in \mathcal{V}$ such that $a+V_{1} \subseteq O_{1}$ and $a+V_{2} \subseteq O_{2}$; then $V_{1} \cap V_{2} \in \mathcal{V}$, and $a+\left(V_{1} \cap V_{2}\right) \subseteq O_{1} \cap O_{2}$. Thus $O_{1} \cap O_{2}$ satisfies ( ${ }^{*}$ ). Hence $\mathcal{T}$ is indeed a topology.

Next we shall show that for each $V \in \mathcal{V}, 0 \in V$. By (TGN 1) there exists $U \in \mathcal{V}$ such that $U+U \subseteq V$, and by (TGN 2 ), $U \cap(-U) \in \mathcal{V}$, so there exists $a \in U \cap(-U)$. Then $a$ and $-a$ belong to $U$, so $0=a+(-a) \in U+U \subseteq V$.

From this we may establish that for each $a \in G$ and each $V \in \mathcal{V}, a+V$ is a neighborhood of $a$ for $\mathcal{T}$. Let

$$
O=\{b \in G: \text { there exists } U \in \mathcal{V} \text { such that } b+U \subseteq a+V\}
$$

Clearly $a \in O$. By the preceding paragraph, $O \subseteq a+V$. To show that $O$ satisfies (*), let $b \in O$. By definition, there exists $U \in \mathcal{V}$ such that $b+U \subseteq a+V$. By (TGN 2) there exists $W \in \mathcal{V}$ such that $W+W \subseteq U$. Then $b+W \subseteq O$, for if $w \in W, b+w+W \subseteq b+W+W \subseteq b+U \subseteq a+V$. Thus $O \in \mathcal{T}$, and hence $a+V$ is a neighborhood of $a$ for $\mathcal{T}$.

To show that $a+\mathcal{V}$ is the filter of neighborhoods of $a$ for $\mathcal{T}$, therefore, we need only show that if $W$ is a neighborhood of $a$ for $\mathcal{T}$, there exists
$U \in \mathcal{V}$ such that $a+U=W$. As $W$ is a neighborhood of $a$, there exists $O$ satisfying (*) such that $a \in O \subseteq W$. By definition, there exists $V \in \mathcal{V}$ such that $a+V \subseteq O$. Let $U=-a+W$. Then $V \subseteq-a+O \subseteq U$, so $U \in \mathcal{V}$, and $a+U=W$.

Finally, to show that $T$ is a group topology, let $a, b \in G$. By 2.8 it suffices to show that $(x, y) \rightarrow x-y$ is continuous at $(a, b)$, or equivalently, that for any $V \in \mathcal{V}$, there exists $U \in \mathcal{V}$ such that if $x \in a+U$ and $y \in b+U$, then $x-y \in a-b+V$. By 2.9 there exists a symmetric $U \in \mathcal{V}$ such that $U+U \subseteq V$. If $x=a+u$ and $y=b+v$ where $u, v \in U$, then

$$
\begin{aligned}
x-y & =(a+u)-(b+v)=(a-b)+(u-v) \\
& \in a-b+U+U \subseteq a-b+V .
\end{aligned}
$$

3.2 Corollary. If $\mathcal{V}$ is a fundamental system of neighborhoods of zero for a group topology on a group $G$, then
(TGB 1) For each $V \in \mathcal{V}$ there exists $U \in \mathcal{V}$ such that $U+U \subseteq V$
(TGB 2) For each $V \in \mathcal{V}$ there exists $U \in \mathcal{V}$ such that $U \subseteq-V$.
Conversely, if $\mathcal{V}$ is a filter base on a commutative group $G$ such that (TGB 1) and (TGB 2) hold, then there is a unique group topology on $G$ for which $\mathcal{V}$ is a fundamental system of neighborhoods of zero.

In the proof of 3.1, the hypothesis of commutativity was needed for the equality $(a+u)-(b+v)=(a-b)+(u-v)$. A generalization of 3.1 to noncommutative groups is given in Exercise 3.1.

In view of 3.2 , to specify a group topology on a commutative group, we need only specify a filter base $\mathcal{V}$ satisfying (TGB 1) and (TGB 2). This method, in fact, is the most frequent way of defining a group topology. For example, if $\mathcal{V}$ is a filter base of subgroups of a commutative group $G$, then $\mathcal{V}$ is a fundamental system of neighborhoods of zero for a group topology on $G$.
3.3 Theorem. Let $G$ be a topological group, let $\mathcal{V}$ be a fundamental system of neighborhoods of zero, and let $A \subseteq G$.
(1) The open symmetric neighborhoods of zero form a fundamental system of neighborhoods of zero.
(2) For any [open] neighborhood $V$ of zero, $A+V$ is a neighborhood [an open neighborhood] of $A$.
(3) $\bar{A}=\cap\{A+V: V \in \mathcal{V}\}$; in particular, $\overline{\{0\}}=\cap\{V: V \in \mathcal{V}\}$.
(4) The closed symmetric neighborhoods of zero form a fundamental system of neighborhoods of zero.

Proof. (1) follows from (3) of 2.9, and (2) follows from 2.7. To prove (3), we may, without loss of generality, assume that each member of $\mathcal{V}$ is
symmetric, in view of 2.9. First let $b \in \bar{A}$, and let $V$ be a symmetric neighborhood of zero. Then $A \cap(b+V) \neq \emptyset$, so for some $v \in V, b+v \in A$, whence $b \in A+V$. Conversely, let $b \in \cap\{A+V: V \in \mathcal{V}\}$, and let $W$ be a neighborhood of $b$. By 2.7 there exists $V \in \mathcal{V}$ such that $b+V \subseteq W$ and there exists $a \in A$ such that $b \in a+V$, so as $V$ is symmetric, $a \in A \cap(b+V) \subseteq$ $A \cap W$. Thus $b \in \bar{A}$.
(4) If $V$ is a neighborhood of zero, there is a neighborhood $U$ of zero such that $U+U \subseteq V$ by 2.9 , and by (3) $\bar{U} \subseteq U+U \subseteq V$. Thus every neighborhood of zero contains a closed neighborhood of zero. If $U$ is a closed neighborhood of zero, $U \cap(-U)$ is a closed symmetric neighborhood of zero contained in $U$ by 2.7 . •

A topological space $T$ is regular if $T$ is Hausdorff and for each $a \in T$ the closed neighborhoods of $a$ form a fundamental system of neighborhoods of $a$.
3.4 Theorem. Let $G$ be a topological group. The following statements are equivalent:
$1^{\circ} \quad\{0\}$ is closed.
$2^{\circ}\{0\}$ is the intersection of the neighborhoods of zero.
$3^{\circ} G$ is Hausdorff.
$4^{\circ} \quad G$ is regular.
Proof. $1^{\circ}$ and $2^{\circ}$ are equivalent by (3) of 3.3 , and $3^{\circ}$ and $4^{\circ}$ are equivalent by (4) of 3.3 . We therefore need only show that $2^{\circ}$ implies $3^{\circ}$. Let $x, y \in$ $G, x \neq y$. Then $x-y \neq 0$, so by $2^{\circ}$ there exists a neighborhood $V$ of zero such that $x-y \notin V$. By 2.9 there is a symmetric neighborhood $U$ of zero such that $U+U \subseteq V$. Then $x+U$ and $y+U$ are disjoint neighborhoods of $x$ and $y$ respectively, for if $z \in(x+U) \cap(y+U)$, then

$$
x-y=-(z-x)+(z-y) \in U+U \subseteq V
$$

a contradiction.
3.5 Theorem. Let $A$ be a ring. If $\mathcal{V}$ is a fundamental system of neighborhoods of zero for a ring topology on $A$, then $\mathcal{V}$ satisfies (TGB 1), (TGB 2) and the following conditions:
(TRN 1) For each $V \in \mathcal{V}$ there exists $U \in \mathcal{V}$ such that $U U \subseteq V$
(TRN 2) For each $V \in \mathcal{V}$ and each $b \in A$ there exists $U \in \mathcal{V}$ such that $b U \subseteq V$ and $U b \subseteq V$.

Conversely, if $\mathcal{V}$ is a filter base on $A$ satisfying (TGB 1), (TGB 2), (TRN 1), and (TRN 2), then there is a unique ring topology on $A$ for which $\mathcal{V}$ is a fundamental system of neighborhoods of zero.

Proof. Conditions (TRN 1) and (TRN 2) restate (TR 4) and (TR 5) of 2.15. Hence the theorem follows from 3.2 and 2.15.

The most frequent way of defining a ring topology on a ring $A$ is to specify a filter base satisfying the conditions of 3.5 . Those conditions are satisfied, for example, by a filter base of ideals of $A$. Any ring topology having a fundamental system of neighborhoods of zero consisting of ideals is called an ideal topology.
3.6 Theorem. Let $A$ be a topological ring, $E$ and $A$-module. If $\mathcal{V}$ is a fundamental system of neighborhoods of zero for an $A$-module topology on $E$, then $\mathcal{V}$ satisfies (TGB 1), (TGB 2), and the following conditions:
(TMN 1) For each $V \in \mathcal{V}$ there exist a neighborhood $T$ of zero in $A$ and $U \in \mathcal{V}$ such that $T U \subseteq V$
(TMN 2) For each $V \in \mathcal{V}$ and each $b \in E$ there exists a neighborhood $T$ of zero in $A$ such that $T b \subseteq V$
(TMN 3) For each $V \in \mathcal{V}$ and each $\beta \in A$ there exists $U \in \mathcal{V}$ such that $\beta U \subseteq V$.
Conversely, if $\mathcal{V}$ is a filter base on $E$ satisfying (TGB 1), (TGB 2), (TMN 1), (TMN 2), and (TMN 3), then there is a unique A-module topology on $E$ for which $\mathcal{V}$ is a fundamental system of neighborhoods of zero.

Proof. Conditions (TMN 1)-(TMN 3) restate (TM 4)-(TM 6) of 2.16. Hence the theorem follows from 3.2 and 2.16.

## Exercises

3.1 Let $G$ be a group, denoted multiplicatively, and let $e$ be its neutral element. Modify the proof of 3.1 to establish the following: (a) If $\mathcal{V}$ is the filter of neighborhoods of $e$ for a group topology on $G$, then
(TGN 1) For each $V \in \mathcal{V}$ there exists $U \in \mathcal{V}$ such that $U U \subseteq V$
(TGN 2) If $V \in \mathcal{V}$, then $V^{-1} \in \mathcal{V}$
(TGN 3) If $V \in \mathcal{V}$, then for each $b \in G, b V b^{-1} \in \mathcal{V}$.
(b) Conversely, if $\mathcal{V}$ is a filter base on $G$ satisfying (TGN 1)-(TGN 3), then there is a unique group topology on $G$ for which $\mathcal{V}$ is the filter of neighborhoods of $e$.
3.2 There is a unique topology on the additive group $\mathbb{R}$ for which $x \rightarrow a+x$ is continuous for each $a \in \mathbb{R}$ and the sets $V_{n}$, defined by $V_{n}=\{x \in \mathbb{R}$ :
$|x|<2^{-n}$ and $x \neq \pm 2^{k}$ for all $\left.k \in \mathbb{Z}\right\}$ for each $n \geq 1$, form a fundamental system of neighborhoods of zero. For this topology, $x \rightarrow-x$ is continuous, but $(x, y) \rightarrow x+y$ is not continuous at $(0,0)$.
3.3 Let $\mathcal{T}$ be an additive group topology on a ring $A$. The subset $B$ of $A$, consisting of all $b \in A$ such that $x \rightarrow b x$ and $x \rightarrow x b$ are continuous at zero, is a subring of $A$; furthermore, if $A$ has an identity, $B^{\times}=B \cap A^{\times}$.
3.4 If $\mathcal{T}$ is a ring topology on a finite ring $A$, there is an ideal $J$ of $A$ such that the neighborhoods of zero for $\mathcal{T}$ are precisely the subsets of $A$ containing $J$.
3.5 Let $K$ be a nondiscrete topological field and let $E$ be a $K$-vector space. If $\mathcal{V}$ is a filter base of subspaces of $E$ whose intersection is $\{0\}$, then $\mathcal{V}$ is a fundamental system of neighborhoods of zero for a Hausdorff additive group topology on $E$ and satisfies (TMN 1) and (TMN 3) but not (TMN 2).
3.6 Let $p$ be a prime, let $\mathbb{Q}$ be furnished with the $p$-adic absolute value, let $S$ be the unit ball of $\mathbb{Q}$, let $E$ be the subspace of the $\mathbb{Q}$-vector space $\mathbb{Q}^{\mathbb{N}}$ generated by $S^{\mathbb{N}}$, and let $\mathcal{V}$ be the filter of neighborhoods of zero in $S^{\mathbb{N}}$ for the cartesian product topology. Then $\mathcal{V}$ is a fundamental system of neighborhoods of zero for a Hausdorff additive group topology on $E$ and satisfies (TMN 1) and (TMN 2) but not (TMN 3). [Show that (TMN 3) fails if $\beta=1 / p$.]
3.7 Let $E$ be the $\mathbb{R}$-vector space $\mathbb{R}^{\mathbb{N}}$ of all sequences of real numbers indexed by $\mathbb{N}$. For each $r \in \mathbb{R}_{>0}$, let

$$
V_{r}=\left\{\left(x_{n}\right)_{n \geq 0} \in E:\left|x_{n}\right|<r \text { for all } n \in \mathbb{N}\right\} .
$$

Then $\left\{V_{r}: r>0\right\}$ is a fundamental system of neighborhoods of zero for a Hausdorff additive group topology on $E$ and satisfies (TMN 1) and (TMN 3) but not (TMN 2).
3.8 Let $K$ be a nondiscrete Hausdorff topological field, let $L$ be a proper extension field of $K$, let $L_{d}$ be $L$ furnished with the discrete topology, and regard $L$ as a one-dimensional vector space over $L_{d}$. The filter of all neighborhoods of zero in $K$ is a fundamental system of neighborhoods of zero for a Hausdorff additive group topology on $L$ and satisfies (TMN 1) and (TMN 2) but not (TMN 3).

## 4 Subrings, Ideals, Submodules, and Subgroups

The closure of a subring, ideal, submodule, or subgroup is again one:
4.1 Theorem. If $H$ is a subgroup of a topological group $G$, then $\bar{H}$ is a subgroup.

Proof. The continuous function $(x, y) \rightarrow x-y$ from $G \times G$ to $G$ takes $H \times H$ into $H$ and hence takes the closure $\bar{H} \times \bar{H}$ of $H \times H$ into the closure $\bar{H}$ of $H$. Thus $\bar{H}$ is a subgroup.
4.2 Theorem. If $B$ is a subring [ideal, left ideal, right ideal] of a topological ring $A$, so is $\bar{B}$. If $A$ is a dense subring of a topological ring $A^{\prime}$ and if $J$ is an ideal [left ideal, right ideal] of $A$, then the closure of $J$ in $A^{\prime}$ is an ideal [left ideal, right ideal].

The proof is similar to that of 4.1.
4.3 Theorem. If $M$ is a submodule of a topological module $E$, so is $\bar{M}$.

The proof is similar to that of 4.1.
We shall call a Hausdorff topological group, ring, or module simply a Hausdorff group, ring, or module.
4.4 Theorem. Let $A$ be a Hausdorff ring, and let $B$ be a subring of $A$.
(1) If $B$ is commutative, so is $\bar{B}$.
(2) A multiplicative identity of $B$ is also a multiplicative identity of $\bar{B}$.
(3) The center of $A$ is closed.

Proof. As $A$ is Hausdorff, continuous functions from a topological space $T$ to $A$ agree on a closed subset of $T$. (1) As $(x, y) \rightarrow y x$ is continuous from $A \times A$ to $A$ by (2) of 2.11, it agrees with $(x, y) \rightarrow x y$ on a closed subset of $A \times A$ containing $B \times B$ and hence on $\bar{B} \times \bar{B}$; thus $\bar{B}$ is commutative. (2) Assume that $B$ has a multiplicative identity $e$. As the continuous functions $x \rightarrow x e, x \rightarrow e x$, and the identity function agree on a closed subset of $A$ containing $B$, they agree on $\bar{B}$; thus $e$ is the identity of $\bar{B}$. (3) Let $C$ be the center of $A$. As the functions of (1) agree on a closed subset of $A \times A$ containing $A \times C$, they agree on its closure $A \times \bar{C}$; thus $\bar{C} \subseteq C$, so $C$ is closed.

The conclusions of 4.4 need not hold in a non-Hausdorff topological ring. Indeed, they do not hold in a noncommutative ring furnished with the trivial topology, for in such a topological ring $A$, the closure of every nonempty subset is $A$.
4.5 Theorem. The connected component $C$ of zero in a topological ring $A$ is a closed ideal, and $a+C$ is the connected component of $a$ for each $a \in A$.

Proof. The second assertion follows from 2.7. Hence if $a \in C$, then $C \cap(a+C) \neq \emptyset$, so $C \cup(a+C)$ is a connected set containing zero, and thus $a+C \subseteq C$. Therefore $C+C \subseteq C$. Also $-C$ is a connected subset of $A$ containing zero by 2.7 , so $-C \subseteq C$. Hence $C$ is an additive subgroup. For
each $b \in A, b C$ and $C b$ are connected sets containing zero by (1) of 2.11 , so $b C \subseteq C$ and $C b \subseteq C$. Thus $C$ is a (closed) ideal. -

A topological space $T$ is totally disconnected if for each $t \in T,\{t\}$ is the connected component of $t$. By 4.5, a topological ring is totally disconnected if and only if $\{0\}$ is the connected component of zero. As connected components are closed, a totally disconnected ring is Hausdorff by 3.4.

A proper subset of a set $X$ is any subset of $X$ other than $X$ itself. Thus, for example, $\emptyset$ is a proper subset of every nonempty set.
4.6 Corollary. If $A$ is a topological ring having no proper nonzero closed ideals, then the topology of $A$ is either Hausdorff and connected, or Hausdorff and totally disconnected, or the trivial topology.

Proof. If $A$ is not Hausdorff, then $\overline{\{0\}}$ is $A$ by 4.2 and hypothesis, so for each $a \in A$

$$
\overline{\{a\}}=\overline{a+\{0\}}=a+\overline{\{0\}}=A
$$

by 2.7 ; therefore $A$ is the only nonempty closed subset, so the topology of $A$ is $\{A, \emptyset\}$. By 4.5, the topology of $A$ is either connected or totally disconnected.

A topological ring having no nonzero proper ideals satisfies the hypothesis of 4.6. In particular:
4.7 Corollary. A ring topology on a division ring is either Hausdorff and connected, or Hausdorff and totally disconnected, or the trivial topology.

The ring of all linear operators on a finite-dimensional vector space over a division ring also has no proper nonzero ideals, but if the dimension of the vector space exceeds one, it does have proper nonzero left and right ideals.
4.8 Theorem. An open subgroup $H$ of a topological group $G$ is closed.

Proof. Each left coset of $H$ is open by 2.7 ; as $H$ is the complement of the union of all left cosets of $H$ other than $H$ itself, $H$ is closed. -
4.9 Theorem. If a subgroup $H$ of a topological group $G$ has an interior point, then $H$ is open.

Proof. By 2.7 there exist $a \in H$ and an open neighborhood $U$ of zero such that $a+U \subseteq H$. The subgroup $H$ is a neighborhood of each of its points $h$, as

$$
h \in h+U=(h-a)+(a+U) \subseteq H .
$$

Thus $H$ is open. •
4.10 Corollary. The subgroup of a topological group $G$ generated by a neighborhood of zero is both open and closed.
4.11 Theorem. Let $H$ be a subgroup of a topological group $G$. If for some $a \in H$ there is a neighborhood $V$ of $a$ such that $V \cap H$ is closed in the topological space $V$, then $H$ is closed.

Proof. By 2.7 and 2.9 there is a symmetric open neighborhood $U$ of zero such that $a+U \subseteq V$. Clearly $(a+U) \cap H$ is a closed subset of $a+U$. As

$$
(a+U) \cap H=(a+U) \cap(a+H)=a+(U \cap H)
$$

and as $x \rightarrow a+x$ is a homeomorphism from $G$ to $G, U \cap H$ is a closed subset of $U$. Let $x \in \bar{H}$. Then there exists $h \in H \cap(x+U)$, so $x \in h+U$ as $U$ is symmetric. As $h+U$ is open and as $h \in H$,

$$
\begin{aligned}
(h+U) \cap \bar{H} & \subseteq \overline{(h+U) \cap H}=\overline{(h+U) \cap(h+H)} \\
& =\overline{h+(U \cap H)}=h+\overline{U \cap H}
\end{aligned}
$$

by 2.7. Thus

$$
\begin{aligned}
& x \in(h+U) \cap \bar{H} \subseteq(h+\overline{U \cap H}) \cap(h+U) \\
& =h+(\overline{U \cap H} \cap U)=h+(U \cap H) \subseteq H .
\end{aligned}
$$

4.12 Corollary. A locally compact subgroup $H$ of a Hausdorff group $G$ is closed.

Proof. If $V$ is a neighborhood of zero such that $V \cap H$ is compact, then $V \cap H$ is closed in $G$ and hence in $V$. •
4.13 Corollary. If a subgroup $H$ of a topological group $G$ has an isolated point, then $H$ is discrete. If $G$ is Hausdorff and if $H$ is a discrete subgroup, then $H$ is closed.

Proof. Let $a \in H$ be such that $\{a\}=(a+U) \cap H$ for some neighborhood $U$ of zero. Then for each $h \in H,(h-a)+H=H$, so

$$
\begin{aligned}
(h+U) \cap H & =[(h-a)+(a+U)] \cap[(h-a)+H] \\
& =(h-a)+[(a+U) \cap H]=(h-a)+\{a\}=\{h\} .
\end{aligned}
$$

Thus $H$ is discrete. The second assertion follows from 4.12. -
In contrast, if $G$ is a topological group whose topology is not Hausdorff, then $\{0\}$ is a compact, discrete subgroup of $G$ that is not closed.
4.14 Theorem. Let $G$ be a topological group, and let $K$ be a compact subset, $F$ a closed subset of $G$.
(1) Every neighborhood of $K$ contains a closed neighborhood of $K$; if $G$ is locally compact, every neighborhood of $K$ contains a compact neighborhood of $K$.
(2) For any neighborhood $U$ of $K$ there is a neighborhood $W$ of zero such that $K+W \subseteq U$ and $W+K \subseteq U$.
(3) If $K \cap F=\emptyset$, there is a neighborhood $V$ of zero such that

$$
(K+V) \cap(F+V)=\emptyset=(V+K) \cap(V+F) .
$$

Proof. (1) Let $U$ be a neighborhood of $K$. By 2.7 and (4) of 3.3, for each $x \in K$ there is a closed neighborhood $V_{x}$ of zero such that $x+V_{x} \subseteq U$. Since $\left\{x+V_{\boldsymbol{x}}^{\circ}: x \in K\right\}$ is an open cover of $K$ (where $V_{x}^{\circ}$ denotes the interior of $V_{x}$ ), there exist $x_{1}, \ldots, x_{n} \in K$ such that if

$$
W=\bigcup_{i=1}^{n}\left(x_{i}+V_{x_{i}}\right)
$$

then $K \subseteq W$. Thus $W$ is a closed neighborhood of $K$ contained in $U$. If $G$ is locally compact, we may assume that each $V_{\boldsymbol{x}}$ is compact, in which case $W$ is also.
(2) For each $x \in K$, let $V_{x}$ be a neighborhood of zero such that $x+V_{x} \subseteq U$, and let $W_{x}$ be an open neighborhood of zero such that $W_{x}+W_{x} \subseteq V_{x}$. Then $\left\{x+W_{x}: x \in K\right\}$ is an open cover of $K$, so there exist $x_{1}, \ldots, x_{n} \in K$ such that

$$
\bigcup_{i=1}^{n}\left(x_{i}+W_{x_{i}}\right) \supseteq K
$$

Let

$$
W_{1}=\bigcap_{i=1}^{n} W_{x_{i}} .
$$

If $x \in K$ and $y \in W_{1}$, then $x=x_{i}+w$ for some $i \in[1, n]$ and some $w \in W_{x_{i}}$, so

$$
x+y=x_{i}+w+y \in x_{i}+W_{x_{i}}+W_{x_{i}} \subseteq x_{i}+V_{x_{i}} \subseteq U .
$$

Thus $K+W_{1} \subseteq U$. Similarly, there exists a neighborhood $W_{2}$ of zero such that $W_{2}+K \subseteq U$. Finally, let $W=W_{1} \cap W_{2}$.
(3) By (2) applied to the neighborhood $G \backslash F$ of $K$, there is a neighborhood $W$ of zero such that $(K+W) \cap F=\emptyset=(W+K) \cap F$. Clearly

$$
(K+V) \cap(F+V)=\emptyset=(V+K) \cap(V+F)
$$

where $V$ is any symmetric neighborhood of zero such that $V+V \subseteq W$. -
If $P$ is a topological space, the connected component $C_{x}$ of $x \in P$ is contained in every subset of $P$ that is both open and closed and contains $x$, but, in general, $C_{x}$ is not the intersection of all such subsets. If, however, $P$ is compact, $C_{x}$ is the intersection of all open and closed subsets containing $x$, a fact we prove under the additional assumption that $P$ is a subspace of a topological group:
4.15 Theorem. If $P$ is a compact subset of a topological group $G$, for each $x \in P$ the connected component of $x$ in the topological space $P$ is the intersection of all open and closed subsets of $P$ that contain $x$.

Proof. For each symmetric neighborhood $V$ of zero, we define $\left(A_{x}, V, k\right) k \geq 0$ recursively by

$$
\begin{gathered}
A_{x, V, 0}=\{x\} \\
A_{x, V, k+1}=\left(A_{x, V, k}+V\right) \cap P
\end{gathered}
$$

and we define

$$
A_{x, V}=\bigcup_{k=0}^{\infty} A_{x, V, k}
$$

First, $A_{x, V}$ is open in $P$, for if $y \in A_{x, V, k}$, the neighborhood $(y+V) \cap P$ of $y$ in $P$ is contained in $A_{x, V, k+1}$. Second, $A_{x, V}$ is closed in $P$, for if $y \in P \backslash A_{x, V}$, then

$$
((y+V) \cap P) \cap A_{x, V}=\emptyset
$$

otherwise, there would exist $v \in V$ such that $y+v \in P \cap A_{x, V, h}$ for some $k \geq 0$, whence

$$
y \in\left(A_{x, V, k}+V\right) \cap P=A_{x, V, k+1} \subseteq A_{x, V}
$$

a contradiction.
Let $A_{x}=\cap\left\{A_{x, V}: V\right.$ is a symmetric neighborhood of zero $\}$; it suffices to prove that $A_{\boldsymbol{x}}$ is connected. In the contrary case, $A_{\boldsymbol{z}}=B \cup C$ where $B$ and $C$ are nonempty closed subsets of $P$ such that $x \in B$ and $B \cap C=\emptyset$. As $B$ is closed and hence compact, there is a neighborhood $U$ of zero such that $(B+U) \cap(C+U)=\emptyset$ by (3) of 4.14. Let $W$ be an open symmetric neighborhood of zero such that $W+W \subseteq U$, and let

$$
H=P \backslash((B+W) \cup(C+W))
$$

Then $H$ is a closed and hence compact subset of $P$ by 2.7 . We shall show that if $V$ is any symmetric neighborhood of zero such that $V \subseteq W$, then

$$
H \cap A_{\boldsymbol{x}, V} \neq \emptyset .
$$

Indeed, as

$$
A_{x}, V \supseteq A_{\boldsymbol{x}}=B \cup C
$$

and as

$$
C \subseteq P \backslash(B+W)
$$

there is a largest integer $m$ such that $A_{x, V, m} \subseteq B+W$. Thus there exists

$$
y \in A_{x, V, m+1} \backslash(B+W) \subseteq P \backslash(B+W)
$$

Also

$$
\begin{aligned}
A_{x, V, m+1} & =\left(A_{x, V, m}+V\right) \cap P \subseteq(B+W+V) \cap P \\
& \subseteq(B+U) \cap P \subseteq P \backslash(C+U) \subseteq P \backslash(C+W)
\end{aligned}
$$

Thus $y \in H \cap A_{x, V}$. Consequently, as $\left\{A_{x, V}: V\right.$ is a symmetric neighborhood of zero contained in $W$ \} is a filter base of closed subsets of compact $P$, $A_{x} \cap H \neq \emptyset$, a contradiction of the identity $A_{x}=B \cup C$. Thus $A_{x}$ is connected.
4.16 Theorem. Let $G$ be a locally compact group. If the connected component $C$ of zero is compact, then the compact open subgroups of $G$ form a fundamental system of neighborhoods of $C$.

Proof. We shall first prove that if $Q$ is a compact neighborhood of $C$, there is a neighborhood $U$ of $C$ contained in $Q$ that is both open and closed in $G$. Indeed, let $B=Q \backslash Q^{\circ}$ (where $Q^{\circ}$ is the interior of $Q$ ), the boundary of $Q$, a compact set. Let $\mathcal{L}$ be the set of all subsets of $Q$ that contain zero and are both open and closed in the topological space $Q$. By 4.15, $C=\cap \mathcal{L}$. If $L \cap B \neq \emptyset$ for all $L \in \mathcal{L}$, then by compactness,

$$
\emptyset \neq \bigcap_{L \in \mathcal{L}} L \cap B=C \cap B \subseteq Q^{\circ} \cap\left(Q \backslash Q^{\circ}\right)=\emptyset
$$

a contradiction. Hence there exists $U \in \mathcal{L}$ such that $U \cap B=\emptyset$, whence $U \subseteq Q^{\circ}$. As $U$ is closed in compact $Q, U$ is closed in $G$; as $U$ is an open subset of topological space $Q$ that is contained in $Q^{\circ}, U$ is open in $Q^{\circ}$ and hence in $G$.

To prove the theorem, let $P$ be a neighborhood of $C$. By (1) of 4.14 there is a compact neighborhood $Q$ of $C$ contained in $P$, and by the preceding there is an open and closed subset $U$ that contains $C$ and is contained in $Q$. Since $U$ is compact and open, by (2) of 4.14 there is a a neighborhood $V$ of zero such that $U+V \subseteq U$. Let $W$ be a symmetric neighborhood of zero such that $W \subseteq U \cap V$. Then

$$
W+W \subseteq U+V \subseteq U
$$

and an inductive argument establishes that for all $n \geq 1$,

$$
W+W+\cdots+W(n \text { terms }) \subseteq U
$$

Thus the subgroup $H$ of $G$ generated by $W$ is contained in $U$ and hence in $P$. By 4.10, $H$ is both open and closed and hence compact.
4.17 Corollary. If $G$ is a totally disconnected locally compact group, the compact open subgroups of $G$ form a fundamental system of neighborhoods of zero.
4.18 Theorem. If $E$ is a topological module over a topological ring $A$ and if $K$ is a compact subset of $E$, then for each neighborhood $V$ of zero in $E$ there is a neighborhood $U$ of zero in $A$ such that $U K \subseteq V$.

Proof. For each $c \in E,(\lambda, x) \rightarrow \lambda x$ is continuous at ( $0, c$ ), so there exist an open neighborhood $P_{c}$ of $c$ and an open neighborhood $U_{c}$ of zero in $A$ such that $U_{c} P_{c} \subseteq V$. Since $\left\{P_{c}: c \in K\right\}$ is an open cover of $K$, there is a finite subset $M$ of $K$ such that $U_{c \in M} P_{c} \supseteq K$. Let $U=\cap_{c \in M} U_{c}$, an open neighborhood of zero in $A$. Then $U K \subseteq V$. -
4.19 Corollary. If $K$ is a compact subset of a topological ring $A$, for any neighborhood $V$ of zero there is a neighborhood $U$ of zero such that $U K \subseteq V$ and $K U \subseteq V$.

Proof. $A$ is clearly a topological left and right module over itself, so by 4.18 there exist open neighborhoods $U_{1}$ and $U_{2}$ of zero such that $U_{1} K \subseteq V$ and $K U_{2} \subseteq V$; let $U=U_{1} \cap U_{2}$.
4.20 Theorem. If $A$ is a compact totally disconnected ring, the open ideals of $A$ form a fundamental system of neighborhoods of zero, that is, the topology of $A$ is an ideal topology.

Proof. By 4.17 the compact open additive subgroups form a fundamental system of neighborhoods of zero. Let $H$ be a compact open additive subgroup. By 4.19 there is an open neighborhood $U$ of zero such that $A U \subseteq H$ and $U \subseteq H$, and there is an open symmetric neighborhood $L$ of zero such
that $L \subseteq U$ and $L A \subseteq U$. Then $L, A L, L A$, and $A L A$ are all subsets of $H$, so the ideal $J$ of $A$ generated by $L$, which is simply the additive group generated by $L \cup A L \cup L A \cup A L A$, is contained in $H$, and $J$ is open by 4.10.
4.21 Theorem. If $A$ is a locally compact totally disconnected ring, the compact open subrings of $A$ form a fundamental system of neighborhoods of zero.

Proof. By 4.17 we need only show that a compact open additive subgroup $H$ contains an open subring. By 4.19 there is an open neighborhood $U$ of zero such that $U \subseteq H$ and $U H \subseteq H$. Then $U U \subseteq U H \subseteq H$, and an inductive argument establishes that for each $n \geq 1$,

$$
U U \ldots U(n \text { terms }) \subseteq H
$$

Consequently, the subring $B$ generated by $U$ is contained in $H$, and $B$ is open and closed (and hence compact) by 4.10. -

We conclude with a useful theorem relating the neighborhoods of zero in a topological group to those in a dense subgroup.
4.22 Theorem. If $G$ is a dense subgroup of a Hausdorff group $G_{1}$, the closures in $G_{1}$ of a fundamental system of neighborhoods of zero in $G$ form a fundamental system of neighborhoods of zero in $G_{1}$.

Proof. Let $V$ be a neighborhood of zero in $G$. Then there is an open neighborhood $U$ of zero in $G_{1}$ such that $U \cap G \subseteq V$. Hence

$$
U=U \cap \bar{G} \subseteq \overline{U \cap G} \subseteq \bar{V}
$$

so $\bar{V}$ is a neighborhood of zero in $G_{1}$. Conversely, any neighborhood of zero in $G_{1}$ contains a closed neighborhood $W$ by 3.4, and $W$ contains the closure $\overline{W \cap G}$ of the neighborhood $W \cap G$ of zero in $G$. •

## Exercises

4.1 A closed discrete subset of a connected locally compact group is countable. [Use 4.10.]
4.2 Let $S$ be a subset of a Hausdorff topological ring $A$. (a) The centralizer of $S$, consisting of all $x \in A$ such that $x s=s x$ for all $s \in S$, is closed. (b) The left [right] annihilator of $S$, consisting of all $x \in A$ such that $x s=0$ [ $s x=0$ ] for all $s \in S$, is closed.
4.3 Let $J$ be a left ideal of a topological ring $A$. For each $x \in J$, the left annihilator of $x$ in $A$ (Exercise 4.2) is open if either (a) $J$ is discrete for its
induced topology, or (b) $A$ is locally connected and $J$ totally disconnected for its induced topology.
4.4 If $A$ is a nondiscrete topological ring having no nonzero zero-divisors and if the center of $A$ is open, then $A$ is commutative.
4.5 If $A$ is a closed subring of a topological ring $B$ and if

$$
A_{0}=\{x \in B: x A \subseteq A \text { and } A x \subseteq A\}
$$

then $A_{0}$ is closed and is the largest subring of $B$ of which $A$ is an ideal.
4.6 Let $K$ be a commutative topological ring with identity, and let $A$ be a topological $K$-algebra. Let $A_{1}$ be the $K$-algebra obtained by adjoining an identity to $A$; thus $A_{1}=K \times A$, with addition, multiplication, and scalar multiplication defined by

$$
\begin{aligned}
(\lambda, x)+(\mu, y) & =(\lambda+\mu, x+y) \\
(\lambda, x)(\mu, y) & =(\lambda \mu, \lambda y+\mu x+x y) \\
\alpha(\lambda, x) & =(\alpha \lambda, \alpha x)
\end{aligned}
$$

Show that $A_{1}$, furnished with the cartesian product topology, is a topological $K$-algebra.
4.7 (Correl [1958]) (a) Let $K$ be a commutative topological ring with identity, $A$ a topological $K$-algebra. The open $K$-submodules of $A$ form a fundamental system of neighborhoods of zero for a weaker $K$-algebra topology on $A$. (b) In particular, if $A$ is a topological ring, the open additive subgroups of $A$ form a fundamental system of neighborhoods of zero for a weaker ring topology on $A$.

## 5 Quotients and Projective Limits of Rings and Modules

Let $f$ be a function from $S$ to $T$. We shall say that $f$ is injective or an injection if for all $x, y \in S, f(x)=f(y)$ implies that $x=y$, that $f$ is surjective or a surjection if the range $f(S)$ of $f$ is $T$, and that $f$ is bijective or a bijection if $f$ is both injective and surjective.

If $f$ is a function from one group [ring, $A$-module, $A$-algebra] to another, $f$ is a monomorphism [epimorphism, isomorphism] is $f$ is an injective [surjective, bijective] homomorphism.

Let $f$ be a function from a topological space $S$ to a set $T$. Of all the topologies on $T$ for which $f$ is continuous, there is a strongest, namely, $\left\{O \subseteq T: f^{-1}(O)\right.$ is open in $\left.S\right\}$, for that collection of subsets of $T$ is easily seen to be a topology on $T$.

Let $H$ be a subgroup of a group $G$. The canonical surjection from $G$ to $G / H$ is the surjection $\phi_{H}$ defined by $\phi_{H}(x)=x+H$ for all $x \in H$; if $H$ is a
normal subgroup, $\phi_{H}$ is an epimorphism, called the canonical epimorphism from $G$ to $G / H$. Similarly, if $J$ is an ideal of a ring or algebra $A, \phi_{J}$ is called the canonical epimorphism from $A$ to $A / J$, and if $M$ is a submodule of a module $E, \phi_{M}$ is called the canonical epimorphism from $E$ to $E / M$.
5.1 Definition. Let $J$ be an ideal of a topological ring or algebra $A$. The quotient topology of $A / J$ is the strongest topology on $A / J$ for which the canonical epimorphism $\phi_{J}$ from $A$ to $A / J$ is continuous.

We similarly define the quotient topology of $E / M$ where $M$ is a submodule [subgroup] of a topological module [group] $E$.

The following theorems, stated for quotient rings determined by ideals of topological rings, are also valid (with essentially the same proof) for quotient modules [groups] determined by submodules [normal subgroups] of topological modules [groups].

A function $f$ from a topological space $S$ to a topological space $T$ is open if for every open subset $O$ of $S, f(O)$ is open in $T$.
5.2 Theorem. If $J$ is an ideal of a topological ring $A$, the canonical epimorphism $\phi_{J}$ from $A$ to $A / J$ is continuous and open.

Proof. By 5.1, $\phi_{J}$ is continuous. If $O$ is an open subset of $A, \phi_{J}^{-1}\left(\phi_{J}(O)\right)$ $=O+J$, an open subset of $A$ by (2) of 3.3 , so $\phi_{J}(O)$ is open in $A / J$. •

We shall use the following theorem in proving that the quotient topology of a quotient ring of a topological ring is a ring topology:
5.3 Theorem. Let $R, S$, and $T$ be topological spaces, let $h$ be a continuous open surjection from $R$ to $S$, and let $q$ be a function from $S$ to $T$. If $q \circ h$ is continuous [open], then $q$ is continuous [open].

Proof. If $O$ is an open subset of $T$ and if $q \circ h$ is continuous, then

$$
q^{-1}(O)=h\left(h^{-1}\left(q^{-1}(O)\right)=h\left((q \circ h)^{-1}(O)\right)\right.
$$

an open subset of $S$. If $O$ is an open subset of $S$ and if $q \circ h$ is open, then

$$
q(O)=q\left(h\left(h^{-1}(O)\right)\right)=(q \circ h)\left(h^{-1}(O)\right),
$$

an open subset of $T$. -
5.4 Theorem. If $J$ is an ideal of a topological ring $A$, the quotient topology of $A / J$ is a ring topology.

Proof. Let $\phi_{J} \times \phi_{J}$ be the function from $A \times A$ to $(A / J) \times(A / J)$ defined by $\left(\phi_{J} \times \phi_{J}\right)(x, y)=\left(\phi_{J}(x), \phi_{J}(y)\right)$ for all $(x, y) \in A \times A$. As $\phi_{J}$ is a continuous open surjection by 5.2 , so is $\phi_{J} \times \phi_{J}$. If $q$ is either subtraction
or multiplication from $A \times A$ to $A$, and if $q_{J}$ is the corresponding function from $(A / J) \times(A / J)$ to $A / J$, then

$$
q_{J} \circ\left(\phi_{J} \times \phi_{J}\right)=\phi_{J} \circ q .
$$

As $q$ is continuous, so is $\phi_{J} \circ q$; hence $q_{J}$ is continuous by 5.3. -
5.5 Theorem. If $\mathcal{V}$ is a fundamental system of neighborhoods of zero in a topological ring $A$ and if $J$ is an ideal of $A$, then $\phi_{J}(\mathcal{V})$ is a fundamental system of neighborhoods of zero for the quotient topology of $A / J$.

Proof. As $\phi_{J}$ is open, $\phi_{J}(V)$ is a neighborhood of zero in $A / J$ for each $V \in \mathcal{V}$. Conversely, if $U$ is a neighborhood of zero in $A / J$, then as $\phi_{J}$ is continuous, $\phi_{J}^{-1}(U)$ is a neighborhood of zero in $A$, so there exists $V \in \mathcal{V}$ such that $V \subseteq \phi_{J}^{-1}(U)$, whence

$$
\phi_{J}(V) \subseteq \phi_{J}\left(\phi_{J}^{-1}(U)\right)=U . \bullet
$$

5.6 Corollary. If the topology of a topological ring $A$ is an ideal topology, then for any ideal $J$ of $A$, the quotient topology of $A / J$ is an ideal topology.
5.7 Theorem. Let $J$ be an ideal of a topological ring $A$.
(1) $A / J$ is Hausdorff if and only if $J$ is closed.
(2) $A / J$ is discrete if and only if $J$ is open.

Proof. (1) follows from 3.4, 5.1, and the identity

$$
\phi_{J}^{-1}((A / J) \backslash\{J\})=A \backslash J
$$

(2) follows from 2.7, 5.1, and the identity

$$
\phi_{J}^{-1}(\{J\})=J . \bullet
$$

If $B$ is a subring and $J$ an ideal of a ring $A$ such that $J \subseteq B$, then the quotient ring $B / J$ is actually a subring of $A / J$. Happily, if $A$ is a topological ring, the quotient topology of $B / J$ is identical with the topology induced on the subring $B / J$ of $A / J$ by the quotient topology of $A / J$ :
5.8 Theorem. Let $B$ be a subring and $J$ an ideal of a topological ring $A$ such that $J \subseteq B$. The quotient topology of $B / J$ is identical with the topology induced on the subring $B / J$ of $A / J$ by the quotient topology of A/J.

Proof. Let $\phi_{B, J}$ and $\phi_{A, J}$ be the canonical epimorphism from $B$ to $B / J$ and from $A$ to $A / J$ respectively. First, let $O$ be open for the quotient
topology of $B / J$. Then $\phi_{B, J}^{-1}(O)$ is open in $B$, so $\phi_{B, J}^{-1}(O)=B \cap Q$ for some open subset $Q$ of $A$. To show that $O$ is open for the topology induced on $B / J$ by the quotient topology of $A / J$, it suffices to show that

$$
O=(B / J) \cap \phi_{A, J}(Q)
$$

as $\phi_{A, J}$ is open. Clearly

$$
O \subseteq(B / J) \cap \phi_{A, J}(Q)
$$

Conversely, let $\beta \in(B / J) \cap \phi_{A, J}(Q)$. Then $\beta=b+J$ for some $b \in B$ and $\beta=q+J$ for some $q \in Q$. Hence $q-b \in J$, so $q \in J+B=B$. Consequently,

$$
q \in B \cap Q=\phi_{B, J}^{-1}(O)
$$

so $\beta=q+J \in O$.
Second, let $O$ be open in $B / J$ for the topology on $B / J$ induced by the quotient topology of $A / J$. Then $O=(B / J) \cap P$ for some open subset $P$ of $A / J$. Clearly

$$
\phi_{B, J}^{-1}(O)=B \cap \phi_{A, J}^{-1}(P),
$$

an open subset of $B$, so $O$ is open for the quotient topology of $B / J$. -
5.9 Corollary. Let $B$ be a subring and $J$ an ideal of a topological ring $A$. The quotient topology of $(B+J) / J$ is identical with the topology induced on it by the quotient topology of $A / J$.
5.10 Definition. Let $f$ be a function from a topological ring [module, group] $A$ to another $B$. The function $f$ is a topological isomorphism if $f$ is both an isomorphism and a homeomorphism; $f$ is a topological homomorphism is $f$ is a continuous homomorphism and is also an open mapping from $A$ onto its range $f(A)$; $f$ is a topological epimorphism [monomorphism] if $f$ is a surjective [injective] topological homomorphism.

Thus $f$ is a topological epimorphism if and only if $f$ is a continuous open epimorphism. If $J$ is an ideal of a topological ring $A, \phi_{J}$ is a topological epimorphism from $A$ to $A / J$ by 5.2. If $f$ is a homomorphism from $A$ to $B$ and if $f_{1}$ is the epimorphism obtained from $f$ by restricting its codomain to its range, then clearly $f$ is a topological homomorphism if and only if $f_{1}$ is a topological epimorphism.
5.11 Theorem. Let $f$ be a homomorphism from a topological ring $A$ to a topological ring $B$, and let $J$ be an ideal contained in the kernel $K$ of $f$. The homomorphism $g$ from $A / J$ to $B$ satisfying $g \circ \phi_{J}=f$ is continuous [open, a topological homomorphism] if and only if $f$ is. In particular, if $J=K, g$ is a topological isomorphism [monomorphism] if and only if $f$ is a topological epimorphism [homomorphism].

The assertion follows from 5.2 and 5.3.
5.12 Corollary. If $H$ and $J$ are ideals of a topological ring $A$ such that $J \subseteq H$, then the canonical epimorphism $f: x+J \rightarrow x+H$ from $A / J$ to $A / H$ is a topological epimorphism.

The assertion follows from 5.11 applied to $\phi_{H}$.
5.13 Corollary. If $H$ and $J$ are ideals of a topological ring such that $J \subseteq$ $H$, the canonical isomorphism $g$ from $(A / J) /(H / J)$ to $A / H$ is a topological isomorphism.

The assertion follows by applying 5.11 to the epimorphism of 5.12 .
5.14 Theorem. Let $A$ be a dense subring of a topological ring $B$, and let $J$ be a closed ideal of $A, \bar{J}$ its closure in $B$. Then $g: x+J \rightarrow x+\bar{J}$ is a topological isomorphism from $A / J$ to the dense subring $(A+\bar{J}) / \bar{J}$ of $B / \bar{J}$. If $J$ is an open ideal of $A$, then $\bar{J}$ is an open ideal of $B$, and $g$ is an isomorphism from $A / J$ to $B / \bar{J}$.

Proof. $\bar{J}$ is indeed an ideal of $B$ by 4.2. The kernel of the restriction to $A$ of $\phi_{\bar{J}}$ is $\bar{J} \cap A=J$, so $g$ is a continuous isomorphism from $A / J$ to $(A+\bar{J}) / \bar{J}$ by 5.11. As $A$ is dense in $B$ and as $\phi_{\bar{J}}$ is continuous, $\phi_{\bar{J}}(A)$ (which is $(A+\bar{J}) / \bar{J})$ is dense in $B / \bar{J}$.

To show that $g$ is open, let $O$ be an open subset of $A / J$ and let $P=$ $\phi_{J}^{-1}(O)$. Then $g(O)=\phi_{\bar{J}}(P)$, and $P+J=P$. As $P$ is open in $A, P=U \cap A$ for some open subset $U$ of $B$. We shall show that $(U+\bar{J}) \cap A=P$. Indeed, let $u+h \in A$ where $u \in U$ and $h \in \bar{J}$. As $U$ is a neighborhood of $u$, there exists a symmetric neighborhood $V$ of zero such that $u+V \subseteq U$. As $h \in \bar{J}$, $(V+h) \cap J \neq \emptyset$, so there exists $z \in V$ such that $z+h \in J$. Consequently,

$$
u+h=(u-z)+(z+h) \in(u+V)+J \subseteq U+J
$$

Thus for some $j \in J$,

$$
u+h-j \in U \cap A=P
$$

since $u+h \in A$, so $u+h \in P+J=P$. Therefore

$$
g(O)=\phi_{\bar{J}}(P)=\phi_{\bar{J}}(U) \cap((A+\bar{J}) / \bar{J})
$$

an open subset of $(A+\bar{J}) / \bar{J}$, for if $x+\bar{J} \in \phi_{\bar{J}}(U)$ where $x \in A$, then

$$
x \in \phi_{\bar{J}}^{-1}\left(\phi_{\bar{J}}(U)\right) \cap A=(U+\bar{J}) \cap A=P
$$

whence $x+\bar{J} \in \phi_{\bar{J}}(P)=g(O)$. The final assertion follows from 4.22, 4.9, and (2) of 5.7. •
5.15 Corollary. If $A$ is a subring of a topological ring $B$, if $J$ is a closed ideal of $A$, and if $\bar{A}$ and $\bar{J}$ are the closures of $A$ and $J$ respectively in $B$, then $g: x+J \rightarrow x+\bar{J}$ is a topological isomorphism from $A / J$ to the dense subring $(A+\bar{J}) / \bar{J}$ of $\bar{A} / \bar{J}$.

Proof. We need only let $B=\bar{A}$ in 5.14.
5.16 Theorem. If $C$ is the connected component of zero in a topological ring $A$, then $A / C$ is totally disconnected.

Proof. It suffices to show that if $D$ is a closed subset of $A / C$ such that $\phi_{C}^{-1}(D)$ is disconnected, then $D$ is disconnected; for then, if the connected component $K$ of zero in $A / C$ contained more than one point, $\phi_{C}^{-1}(K)$ would properly contain $C$ and hence be disconnected, so $K$ would also be disconnected, a contradiction. Let $X$ and $Y$ be nonempty closed subsets of $\phi_{C}^{-1}(D)$ (and hence of $A$ ) such that $X \cup Y=\phi_{C}^{-1}(D)$ and $X \cap Y=\emptyset$. For each $x \in X, x+C$ is a connected subset of $\phi_{C}^{-1}(D)$ and hence is contained in $X$; thus

$$
X=X+C=\phi_{C}^{-1}\left(\phi_{C}(X)\right),
$$

and similarly

$$
Y=\phi_{C}^{-1}\left(\phi_{C}(Y)\right) .
$$

Therefore

$$
\phi_{C}(X) \cap \phi_{C}(Y)=\phi_{C}(X \cap Y)=\emptyset
$$

and

$$
(A / C) \backslash \phi_{C}(X)=\phi_{C}(A \backslash X)
$$

an open set by 5.2 ; thus $\phi_{C}(X)$ is closed in $A / C$, and similarly $\phi_{C}(Y)$ is also closed. As

$$
\phi_{C}(X) \cup \phi_{C}(Y)=\phi_{C}\left(\phi_{C}^{-1}(D)\right)=D
$$

we conclude that $D$ is disconnected. -
5.17 Theorem. Let $J$ be a closed ideal of a locally compact ring $A$, and let $C$ be the connected component of zero in $A$.
(1) $A / J$ is a locally compact ring.
(2) $C$ is the intersection of all open subrings of $A$.
(3) $A / J$ is totally disconnected if and only if $J \supseteq C$.
(4) $A$ is connected if and only if the additive subring generated by each neighborhood of zero is $A$.

Proof. (1) follows from 5.2, 5.4, and (1) of 5.7. In particular, $A / C$ is a totally disconnected locally compact ring by 5.16 , so $\{C\}$ is the intersection
of all open subrings of $A / C$ by 4.21 . But if $L$ is an open subring of $A / C$, $\phi_{C}^{-1}(L)$ is an open subring of $A$. Therefore the intersection of all open subrings of $A$ is contained in and thus, by 4.8, identical with $\phi_{C}^{-1}(\{C\})$, which is $C$.
(3) If $J$ does not contain $C, \phi_{J}(C)$ is a connected subset of $A / J$ containing more than one point. To prove the converse, assume that $J \supseteq C$. By $5.13, A / J$ is topologically isomorphic to $(A / C) /(J / C)$; replacing $A$ and $J$ respectively by $A / C$ and $J / C$, we may by 5.16 further assume that $A$ is totally disconnected. But then by $4.21,5.2$ and 5.5 , the open subrings of $A / J$ form a fundamental system of neighborhoods of zero, so $A / J$ is totally disconnected. (4) follows from (2), 4.9, and 4.8. -
5.18 Theorem. Let $f$ be a homomorphism from a topological group $G$ to a topological group $H$, and let $\mathcal{V}$ be a fundamental system of neighborhoods of zero in $G$.
(1) $f$ is continuous if and only if $f$ is continuous at zero.
(2) $f$ is open if and only if for every $V \in \mathcal{V}, f(V)$ is a neighborhood of zero in $H$.

Proof. (1) Assume $f$ is continuous at zero. Let $a \in G$, and let $U$ be a neighborhood of $f(a)$ in $H$. Then $U=f(a)+V$ for some neighborhood $V$ of zero in $H$, and $f^{-1}(V)$ is a neighborhood of zero in $G$ by hypothesis. Consequently, $a+f^{-1}(V)$ is a neighborhood of $a$, and as $f$ is a homomorphism,

$$
f\left(a+f^{-1}(V)\right)=f(a)+f\left(f^{-1}(V)\right) \subseteq f(a)+V=U
$$

Therefore $f$ is continuous at $a$.
(2) The condition is clearly necessary: Sufficiency: To show that $f$ is open, let $O$ be an open subset of $G$. For each $x \in O$ there exists $V_{x} \in \mathcal{V}$ such that $x+V_{x} \subseteq O$. As $f$ is a homomorphism, for each $x \in O$,

$$
f(x)+f\left(V_{x}\right)=f\left(x+V_{x}\right) \subseteq f(O)
$$

and by hypothesis, $f(x)+f\left(V_{x}\right)$ is a neighborhood of $f(x)$. Thus $f(O)$ is a neighborhood of each of its points, and so $f(O)$ is open in $H$.

A direction $\leq$ on a set $L$ is a reflexive, transitive, cofinal relation. Thus for all $\lambda \in L, \lambda \leq \lambda$; for all $\lambda, \mu, \nu \in L$, if $\lambda \leq \mu$ and $\mu \leq \nu$, then $\lambda \leq \nu$; and for all $\lambda, \mu \in L$ there exists $\gamma \in L$ such that $\lambda \leq \gamma$ and $\mu \leq \gamma$. A directed set is a set furnished with a direction.
5.19 Definition. Let $\left(E_{\lambda}\right)_{\lambda \in L}$ be a family of nonempty sets indexed by a directed set $L$, and for each pair ( $\lambda, \mu$ ) of elements of $L$ such that
$\lambda \leq \mu$, let $f_{\lambda \mu}$ be a function from $E_{\mu}$ to $E_{\lambda}$. We shall say that $\left(E_{\lambda}\right)_{\lambda \in L}$ is a projective family of sets relative to ( $f_{\lambda \mu}$ ) if

$$
\begin{equation*}
f_{\lambda \mu} \circ f_{\mu \nu}=f_{\lambda \nu} \tag{PF}
\end{equation*}
$$

for all $\lambda, \mu, \nu \in L$ such that $\lambda \leq \mu \leq \nu$. If (PF) holds, the projective limit of $\left(E_{\lambda}\right)_{\lambda \in L}$ relative to $\left(f_{\lambda \mu}\right)$, denoted by $\varliminf_{\lambda \in L}\left(E_{\lambda}, f_{\lambda \mu}\right)$, or simply $\varliminf_{\lambda \in L} E_{\lambda}$ if no confusion results, is the set of all $x \in \prod_{\lambda \in L} E_{\lambda}$ such that

$$
f_{\lambda \mu}\left(p r_{\mu}(x)\right)=p r_{\lambda}(x)
$$

for all $\lambda, \mu \in L$ satisfying $\lambda \leq \mu$ (where for each $\alpha \in L, p r_{\alpha}$ is the canonical projection from $\prod_{\lambda \in L} E_{\lambda}$ to $E_{\alpha}$ ).
5.20 Theorem. If $\left(E_{\lambda}\right)_{\lambda \in L}$ is a projective family of Hausdorff topological spaces relative to continuous functions $\left(f_{\lambda \mu}\right), \varliminf_{\lambda \in L} E_{\lambda}$ is a closed subset of $\prod_{\lambda \in L} E_{\lambda}$.

Proof. Let $E=\prod_{\lambda \in L} E_{\lambda}$. For all $\lambda, \mu \in L$ such that $\lambda \leq \mu$, the set $A_{\lambda \mu}$ of all $x \in E$ such that $f_{\lambda \mu}\left(p r_{\mu}(x)\right)=p r_{\lambda}(x)$ is closed since $f_{\lambda \mu} \circ p r_{\mu}$ and $p r_{\lambda}$ are continuous functions from $E$ to $E_{\lambda}$. By definition,

$$
\varliminf_{\lambda \in L} E_{\lambda}=\bigcap_{\lambda \leq \mu} A_{\lambda \mu}
$$

and hence is closed.
If $\left(E_{\lambda}\right)_{\lambda \in L}$ is a projective family of rings [ $A$-modules, groups] relative to homomorphisms $\left(f_{\lambda \mu}\right)$, it is easy to see that $\varliminf_{\lambda \in L} E_{\lambda}$ is a subring $[A-$ submodule, subgroup] of the ring [ $A$-module, group] $\prod_{\lambda \in L} E_{\lambda}$.

As before, the following theorems are stated only for topological rings, but their analogues for $A$-modules or groups are also valid, with essentially the same proof.
5.21 Theorem. Let $A$ be a Hausdorff ring, and let $\left(J_{\lambda}\right)_{\lambda \in L}$ be a family of closed ideals of $A$ indexed by a directed set $L$ such that for all $\lambda, \mu \in L$, if $\lambda \leq \mu$, then $J_{\lambda} \supseteq J_{\mu}$. Let

$$
g: A \rightarrow \prod_{\lambda \in L}\left(A / J_{\lambda}\right)
$$

be the function defined by

$$
g(x)=\left(x+J_{\lambda}\right)_{\lambda \in L}
$$

and for all $\lambda, \mu \in L$ such that $\lambda \leq \mu$, let $f_{\lambda \mu}$ be the canonical epimorphism from $A / J_{\mu}$ to $A / J_{\lambda}$ defined by

$$
f_{\lambda \mu}\left(x+J_{\mu}\right)=x+J_{\lambda}
$$

for all $x \in A$. For each $\lambda \in L$ let $A / J_{\lambda}$ be furnished with a ring topology $\tau_{\lambda}$ such that the canonical epimorphism $\phi_{\lambda}$ from $A$ to $A / J_{\lambda}$ is continuous, and let $\prod_{\lambda \in L}\left(A / J_{\lambda}\right)$ be topologized with the cartesian product topology determined by $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$. Under the following conditions, $g$ is a topological isomorphism from $A$ to a dense subring $A_{0}$ of $\varliminf_{\lambda \in L}\left(A / J_{\lambda}\right)$ :
(1) For all $\lambda, \mu \in L$ such that $\lambda \leq \mu, f_{\lambda \mu}$ is continuous.
(2) For every neighborhood $U$ of zero in $A$, there exists $\lambda \in L$ such that $J_{\lambda} \subseteq U$.
(3) For every neighborhood $U$ of zero in $A$, there exists $\beta \in L$ such that $\phi_{\beta}(U)$ is a neighborhood of zero for $\mathcal{T}_{\beta}$.

Proof. For each $x \in A$, clearly

$$
f_{\lambda \mu}\left(p r_{\mu}(g(x))\right)=p r_{\lambda}(g(x))
$$

whenever $\lambda \leq \mu$, so $g(x) \in \varliminf_{\lambda \in L}\left(A / J_{\lambda}\right)$. The kernel of $g$ is $\bigcap_{\lambda \in L} J_{\lambda}$, so by (2) $g$ is a monomorphism. As $\phi_{\lambda}$ is continuous from $A$ to $A / J_{\lambda}$ for each $\lambda \in L, g$ is also continuous. To show that $g$ is an open mapping from $A$ to $A_{0}$, it suffices by 5.18 to show that if $U$ is a neighborhood of zero in $A, g(U)$ is a neighborhood of zero in $A_{0}$. By (4) of 3.3 there is a closed symmetric neighborhood $V$ of zero such that $V+V \subseteq U$. By (2) and (3) there exist $\lambda, \beta \in L$ such that $J_{\lambda} \subseteq V$ and $\phi_{\beta}(V)$ is a neighborhood for zero for $\mathcal{T}_{\beta}$. As $L$ is directed, there exists $\mu \in L$ such that $\lambda \leq \mu$ and $\beta \leq \mu$. As $f_{\beta \mu}$ is continuous by (1) and as $\phi_{\mu}(V)=f_{\beta \mu}^{-1}\left(\phi_{\beta}(V)\right), \phi_{\mu}(V)$ is a neighborhood of zero in $A / J_{\mu}$ for $\mathcal{T}_{\mu}$. Therefore $A_{0} \cap p r_{\mu}^{-1}\left(\phi_{\mu}(V)\right)$ is a neighborhood of zero in $A_{0}$. But

$$
A_{0} \cap p r_{\mu}^{-1}\left(\phi_{\mu}(V)\right) \subseteq g(U)
$$

for if $g(x) \in p r_{\mu}^{-1}\left(\phi_{\mu}(V)\right)$ where $x \in A$, then

$$
\phi_{\mu}(x)=x+J_{\mu}=p r_{\mu}(g(x)) \in \phi_{\mu}(V)
$$

so

$$
x \in \phi_{\mu}^{-1}\left(\phi_{\mu}(V)\right)=V+J_{\mu} \subseteq V+J_{\lambda} \subseteq V+V \subseteq U
$$

whence $g(x) \in g(U)$.
To show, finally, that $A_{0}$ is dense in $\varliminf_{\lambda \in L}\left(A / J_{\lambda}\right)$, let $U$ be a nonempty open subset of $\varliminf_{\lambda \in L}\left(A / J_{\lambda}\right)$, and let $z \in U$. Then there is a family $\left(U_{\lambda}\right)_{\lambda \in L}$
of sets and a finite subset $K$ of $L$ such that $U_{\lambda}=A / J_{\lambda}$ for all $\lambda \in L \backslash K$, $U_{\lambda}$ is an open subset of $A / J_{\lambda}$ for all $\lambda \in K$, and, if $V=\prod_{\lambda \in L} U_{\lambda}$, then

$$
z \in V \cap \varliminf_{\lambda \in L}\left(A / J_{\lambda}\right) \subseteq U
$$

As $L$ is directed, there exists $\beta \in L$ such that $\lambda \leq \beta$ for all $\lambda \in K$. Let $a \in A$ be such that $a+J_{\beta}=p r_{\beta}(z)$. For each $\lambda \in K$,

$$
p r_{\lambda}(g(a))=a+J_{\lambda}=f_{\lambda \beta}\left(a+J_{\beta}\right)=f_{\lambda \beta}\left(p r_{\beta}(z)\right)=p r_{\lambda}(z) \in U_{\lambda} .
$$

Hence $g(a) \in V \cap A_{0} \subseteq U \cap A_{0}$. •
A common example of a projective limit is that arising from the special case of 5.21 where $\mathcal{J}$ is a filter base of closed ideals indexed by itself with direction $\leq$ defined to be $\supseteq$, where $A / J$ is given its quotient topology for all $J \in \mathcal{J}$, and where $f_{J, K}$ is the canonical homomorphism from $A / K$ to $A / J$ whenever $J \supseteq K$. Unless otherwise indicated, these are the underlying assumptions in any discussion of $\varliminf_{J \in \mathcal{J}}(A / J)$ whenever $\mathcal{J}$ is a filter of closed ideals of a topological ring $A$. Thus $\lim _{J \in \mathcal{J}}(A / J)$ is the subring of $\Pi_{J \in \mathcal{J}}(A / J)$ consisting of all $\left(x_{J}+J\right)_{J \in \mathcal{J}}$ such that for all $J, K \in \mathcal{J}$ satisfying $J \supseteq K, x_{J}+K=x_{K}+K$. In this case, the mapping $g: x \rightarrow$ $(x+J)_{J \in \mathcal{J}}$ from $A$ to $\varliminf_{J \in \mathcal{J}}(A / J)$ is called the canonical homomorphism.
5.22 Corollary. If $A$ is a Hausdorff topological ring and $\mathcal{J}$ a filter base of closed ideals of $A$ such that every neighborhood of zero contains a member of $\mathcal{J}$, then the canonical homomorphism $g$ from $A$ to $\varliminf_{J \in \mathcal{J}}(A / J)$ is a topological isomorphism from $A$ to a dense subring $A_{0}$ of $\varliminf_{J \in \mathcal{J}}(A / J)$.
5.23 Theorem. Let $A$ be a compact, totally disconnected ring. There is a fundamental system of neighborhoods of zero $\mathcal{J}$ consisting of open ideals; for any such $\mathcal{J}, A$ is topologically isomorphic to $\varliminf_{J \in \mathcal{J}}(A / J)$.

Proof. The first assertion is a restatement of 4.20 . For any such $\mathcal{J}$, the range of the canonical homomorphism g from $A$ to $\varliminf_{J \in \mathcal{J}}(A)$ is compact and hence closed as $g$ is continuous. Therefore by $5.22, g$ is a topological isomorphism. -
5.24 Corollary. A topological ring $A$ is compact and totally disconnected if and only if it is topologically isomorphic to the projective limit of a projective family of discrete finite rings.

Proof. Necessity: If $J$ is an open ideal of $A, A / J$ is discrete by (2) of 5.7, but $A / J$ is also compact as it is the continuous image of compact $A$; hence $A / J$ is finite. The assertion therefore follows from 5.23. Sufficiency: By 5.20 the projective limit $A$ of a family of finite, discrete rings is a closed subset
of their cartesian product, a compact ring by Tikhonov's theorem that is totally disconnected. Therefore $A$ is also a compact, totally disconnected ring.

Corollary 5.24 may be used to prove half of a theorem illustrating the power, in the context of topological rings, of the assumption that a ring has an identity element: A compact ring is totally disconnected if and only if it is a topological subring of a compact ring with identity.
5.25. Theorem. If $A$ is a compact, totally disconnected ring, $A$ is a topological subring of a compact ring with identity.

Proof. A finite ring $B$ of $m$ elements is a subring of a ring with identity having $m^{2}$ elements; indeed, $B$ may be regarded as an algebra over $\mathbb{Z} /(m)$ isomorphic to a subalgebra of $(\mathbb{Z} /(m)) \times B$, where addition is defined componentwise and multiplication by

$$
(\lambda, x)(\mu, y)=(\lambda \mu, \lambda y+\mu x+x y) .
$$

By $5.24 A$ is topologically isomorphic to a subring of the cartesian product of a family of discrete finite rings, and hence to a subring of the cartesian product of a family of discrete finite rings with identity.

The converse of 5.25 will be proved in $\S 32$.

## Exercises

5.1 If $X$ and $Y$ are connected [compact] subsets of a topological [Hausdorff] ring, then $X+Y$ and $X Y$ are connected [compact].
5.2 If $J$ is an ideal of a topological ring $A$ and if $J$ and $A / J$ are both Hausdorff, then $A$ is Hausdorff.
5.3 If $C$ is an ideal of a topological ring $A$, then $C$ is the connected component of zero if and only if $C$ is connected and $A / C$ is totally disconnected.
5.4 Let $C$ be the connected component of zero in a topological ring $A$. (a) If $J$ is an ideal of $A$ contained in $C$, then $C / J$ is the connected component of zero in $A / J$. [Use Exercise 5.3.] (b) $C$ is the smallest of the ideals $J$ of $A$ such that $A / J$ is totally disconnected.
5.5 If $J$ is an ideal of a topological ring $A$ and if $J$ and $A / J$ are both connected, then $A$ is connected. [Use Exercise 5.4.]
5.6 If $J$ is a closed ideal of a locally compact ring $A$, then $A$ is compact if and only if $J$ and $A / J$ are compact.
5.7 If $C$ is the connected component of zero in a locally compact ring $A$ and if $J$ is a closed ideal of $A$, then $(C+J) / J$ is the connected component of zero in $A / J$. [Use 5.17 and Exercise 5.3.]
5.8 (a) If $r \in \mathbb{R}_{>0}$, the topological group $\mathbb{R} / r \mathbb{Z}$ is compact. [Show that it is the continuous image of a compact subset of $\mathbb{R}$.] (b) Exhibit a topological isomorphism from the compact additive group $\mathbb{R} / 2 \pi \mathbb{Z}$ to the compact multiplicative group $\{z \in \mathbb{C}:|z|=1\}$.
5.9 If $\left(A_{\lambda}\right)_{\lambda \in L}$ is a family of topological rings and if $J_{\lambda}$ is an ideal of $A_{\lambda}$ for each $\lambda \in L$, exhibit a topological isomorphism

$$
f:\left(\prod_{\lambda \in L} A_{\lambda}\right) /\left(\prod_{\lambda \in L} J_{\lambda}\right) \rightarrow \prod_{\lambda \in L}\left(A_{\lambda} / J_{\lambda}\right) .
$$

5.10 Let $\mathbb{Q}$ be furnished with the usual topology it inherits from $\mathbb{R}$, and let $E$ be the projective limit of the additive groups $(\mathbb{Q} / n \mathbb{Z})_{n \geq 1}$. The canonical mapping $g: \mathbb{Q} \rightarrow E$, defined by

$$
g(x)=(x+n \mathbb{Z})_{n \geq 1},
$$

is a continuous monomorphism from the additive topological group $\mathbb{Q}$ to $E$. Let $\mathcal{T}$ be the topology on $\mathbb{Q}$ making $g$ a topological isomorphism from $\mathbb{Q}$ to $g(\mathbb{Q})$. Then $\mathcal{T}$ is an additive group topology on the one-dimensional $\mathbb{Q}$-vector space $\mathbb{Q}$ satisfying (TM 5) and (TM 6) of 2.16 but not (TM 4).

## CHAPTER II

## METRIZABILITY AND COMPLETENESS

Our first main result is that the First Axiom of Countability is not only necessary but also sufficient for a Hausdorff group topology on a group $G$ to be metrizable, in which case the topology may be defined by a metric $d$ satisfying $d(a+x, a+y)=d(x, y)$ for all $a, x, y \in G$. Such a metric on a commutative group defines a group topology, and the definition of a Cauchy sequence depends only on that topology. This enables us to define completeness for arbitrary Hausdorff commutative groups and to show that each such group is a dense subgroup of an essentially unique complete Hausdorff commutative group. To establish this, we assume familiarity with the theorem that each metric space is a dense subspace of an essentially unique complete metric space in considering first the case of metrizable commutative groups. These results may easily be applied to show that every Hausdorff ring [module] is a dense subring [submodule] of an essentially unique complete Hausdorff ring [module]. We conclude by discussing conditions for and consequences of the continuity of inversion in a topological ring with identity.

## 6 Metrizable Groups

A metric space satisfies the First Axiom of Countability, that is, each point has a countable fundamental system of neighborhoods. Happily, the converse holds for Hausdorff group topologies: If one point (and hence each point) in a Hausdorff group $G$ has a countable fundamental system of neighborhoods, then the topology is not only metrizable, but there exists a metric $d$ defining the topology that satisfies

$$
d(a+x, a+y)=d(x, y)
$$

for all $a, x, y \in G$. To establish this and other results, we need the following theorem:
6.1 Theorem. Let $G$ be a group, denoted additively, and let $\left(U_{n}\right)_{n \in \mathbb{Z}}$ be a family of symmetric subsets of $G$ such that

$$
G=\bigcup_{n \in \mathbb{Z}} U_{n}
$$

and for all $k \in \mathbb{Z}$,

$$
\begin{gathered}
0 \in U_{k} \\
U_{k+1}+U_{k+1}+U_{k+1} \subseteq U_{k} .
\end{gathered}
$$

Let $g: G \rightarrow \mathbb{R}$ be defined by

$$
\begin{aligned}
& g(x)=0 \text { if } x \in \bigcap_{n \in \mathbb{Z}} U_{n} \\
& g(x)=2^{-k} \text { if } x \in U_{k} \backslash U_{k+1} .
\end{aligned}
$$

For all $x, y \in G$,
(1) $g(x) \geq 0$, and $g(x)=0$ if and only if $x \in \bigcap_{n \in \mathbb{Z}} U_{n}$
(2) $g(-x)=g(x)$
(3) $U_{k}=g^{-1}\left(\left[0,2^{-k}\right]\right)$ for all $k \in \mathbb{Z}$
and, if each $U_{n}$ is a subgroup,
(4) $g(x+y) \leq \sup \{g(x), g(y)\}$.

Let $f: G \rightarrow \mathbb{R}$ be defined by

$$
f(x)=\inf \left\{\sum_{i=1}^{p} g\left(z_{i}\right): z_{1}, z_{2}, \ldots, z_{p} \in G \text { and } z_{1}+z_{2}+\cdots+z_{p}=x\right\} .
$$

For all $x, y \in G$,
(5) $f(x) \geq 0$, and $f(x)=0$ if and only if $x \in \bigcap_{n \in \mathbb{Z}} U_{n}$
(6) $f(-x)=f(x)$
(7) $f(x+y) \leq f(x)+f(y)$
(8) $|f(x)-f(y)| \leq f(x-y)$
(9) $U_{k} \subseteq f^{-1}\left(\left[0,2^{-k}\right]\right) \subseteq U_{k-1}$ for all $k \in \mathbb{Z}$
and, if each $U_{n}$ is a subgroup,
(10) $f(x)=g(x)$, whence $f(x+y) \leq \sup \{f(x), f(y)\}$.

Proof. The assertions concerning $g$ are evident. We shall first prove by induction that for any sequence $\left(z_{i}\right)_{1 \leq i \leq p}$ of elements of $G$,

$$
\begin{equation*}
\frac{1}{2} g\left(z_{1}+z_{2}+\cdots+z_{p}\right) \leq \sum_{i=1}^{p} g\left(z_{i}\right) . \tag{*}
\end{equation*}
$$

The assertion clearly holds if $p=1$ or if $\sum_{i=1}^{p} g\left(z_{i}\right)=0$; indeed, in the latter case,

$$
z_{i} \in \bigcap_{n \in \mathbb{Z}} U_{n}
$$

for all $i \in[1, p]$, whence for every $k \in \mathbb{Z}$,

$$
z_{1}+z_{q}+\cdots+z_{p} \in U_{k+1}+U_{k+2}+\cdots+U_{k+p} \subseteq U_{k}
$$

Assume that $\left(^{*}\right)$ holds for any sequence of $p$ terms whenever $p<q$, and let $z_{1}, \ldots, z_{q} \in G$ be such that $a>0$ where $a=\sum_{i=1}^{q} g\left(z_{i}\right)$. Let $h$ be the smallest of the integers $k$ such that

$$
\sum_{i=1}^{k} g\left(z_{i}\right)>\frac{a}{2}
$$

Then

$$
\sum_{i=1}^{h-1} g\left(z_{i}\right) \leq \frac{a}{2}
$$

and

$$
\sum_{i=h+1}^{q} g\left(z_{i}\right)=a-\sum_{i=1}^{h} g\left(z_{i}\right)<\frac{a}{2},
$$

so by our inductive hypothesis,

$$
\begin{gathered}
g\left(z_{1}+z_{2}+\cdots+z_{h-1}\right) \leq a, \\
g\left(z_{h+1}+\cdots+z_{q}\right)<a
\end{gathered}
$$

and, of course,

$$
g\left(z_{h}\right) \leq a .
$$

Let $k$ be the smallest integer such that $2^{-k} \leq a$. Thus

$$
\begin{gathered}
z_{1}+z_{2}+\cdots+z_{h-1} \in U_{h}, \\
z_{h} \in U_{k}, \\
z_{h+1}+\cdots+z_{q} \in U_{k},
\end{gathered}
$$

so

$$
z_{1}+z_{2}+\cdots+z_{q} \in U_{k}+U_{k}+U_{k} \subseteq U_{k-1}
$$

whence

$$
\frac{1}{2} g\left(z_{1}+z_{2}+\cdots+z_{q}\right) \leq 2^{-(k-1)-1}=2^{-k} \leq a=\sum_{i=1}^{q} g\left(z_{i}\right) .
$$

Thus $\left(^{*}\right)$ holds for any $p \geq 1$.

Clearly $f(x) \geq 0$ and $f(x)=0$ if $x \in \bigcap_{n \in \mathbb{Z}} U_{n}$. Conversely, suppose that $f(x)=0$, and let $k \in \mathbb{Z}$. Then there exist $z_{1}, \ldots, z_{p} \in G$ such that $z_{1}+z_{2}+\cdots+z_{p}=x$ and

$$
\sum_{i=1}^{p} g\left(z_{i}\right) \leq 2^{-(k+1)}
$$

so by $\left({ }^{*}\right)$

$$
g(x) \leq 2 \cdot 2^{-(k+1)}=2^{-k}
$$

and therefore $x \in U_{k}$. Thus (5) holds. Also, (6) follows from (2), and (7) from the definition of $f$. By (7),

$$
f(x)=f((x-y)+y) \leq f(x-y)+f(y),
$$

and similarly by (6),

$$
f(y)=f((y-x)+x) \leq f(y-x)+f(x)=f(x-y)+f(x)
$$

so (8) follows.
To establish (9), we first note that if $x \in U_{k}$,

$$
f(x) \leq g(x) \leq 2^{-k}
$$

Assume $f(x) \leq 2^{-k}$. Then there exist $z_{1}, \ldots, z_{p} \in G$ such that $x=z_{1}+$ $z_{2}+\cdots+z_{p}$ and

$$
\sum_{i=1}^{p} g\left(z_{i}\right)<2^{-k+1}
$$

By (*),

$$
\frac{1}{2} g(x)<2^{-k+1}
$$

so $g(x)<2^{-k+2}$ and therefore $g(x) \leq 2^{-k+1}$. Consequently, $x \in U_{k-1}$ by (3).

Finally, assume that each $U_{k}$ is a subgroup. We have already seen that $f(x) \leq g(x)$ for all $x \in G$ and $f(x)=g(x)=0$ for all $x \in \bigcap_{n \in \mathbb{Z}} U_{n}$. Assume that $x \in U_{n} \backslash U_{n+1}$. If $\left(z_{i}\right)_{1 \leq i \leq p}$ is any sequence such that $z_{1}+z_{2}+\cdots+z_{p}=$ $x$, then not all $z_{i}$ can belong to $U_{n+1}$, so there exists $j \in[1, p]$ such that $g\left(z_{j}\right)>2^{-(n+1)}$ and hence $g\left(z_{j}\right) \geq 2^{-n}$, and consequently

$$
\sum_{i=1}^{p} g\left(z_{i}\right) \geq 2^{-n}=g(x)
$$

by (3). Thus $f(x) \geq g(x)$.
6.2 Theorem. If $F$ is a closed subset of a topological group $G$ and if $a \in G \backslash F$, there is a continuous function $h$ from $G$ to $[0,1]$ such that $h(a)=0$ and $h(x)=1$ for all $x \in F$. In particular, the topology of a Hausdorff group is completely regular.

Proof. If $h_{1}$ has the desired properties for zero and $F+(-a)$, then $h: x \rightarrow$ $h_{1}(x-a)$ has the desired properties for $a$ and $F$. Therefore we may assume that $a=0$. By 2.10 there is a decreasing family $\left(U_{n}\right)_{n \in \mathbb{Z}}$ of symmetric neighborhoods of zero such that

$$
\begin{gathered}
U_{n}=G \text { if } n<0, \\
U_{0} \subseteq G \backslash F
\end{gathered}
$$

and, for all $n \geq 0$,

$$
U_{n+1}+U_{n+1}+U_{n+1} \subseteq U_{n}
$$

Let $f$ be the function associated to $\left(U_{n}\right)_{n \in \mathbb{Z}}$ by 6.1. By (8) and (9) of that theorem, if $x-y \in U_{k}$, then $|f(x)-f(y)| \leq 2^{-k}$, so $f$ is continuous from $G$ to $\mathbb{R}$. If $x \in F$, then $x \in G \backslash U_{0}$, so by (9), $f(x)>\frac{1}{2}$. Consequently, $h$, defined by

$$
h(x)=\inf \{2 f(x), 1\},
$$

has the desired properties.
6.3 Definition. A metric $d$ on a group $G$ is left invariant if

$$
d(a+x, a+y)=d(x, y)
$$

for all $a, x, y \in G$. Similarly, $d$ is right invariant if

$$
d(x+a, y+a)=d(x, y)
$$

for all $a, x, y \in G$, and $d$ is an invariant metric if $d$ is both left and right invariant. A metric $d$ on a set $E$ is an ultrametric if

$$
d(x, z) \leq \sup \{d(x, y), d(y, z)\}
$$

for all $x, y, z \in E$.
6.4 Theorem. Let $G$ be a Hausdorff group. If there is a countable fundamental system of neighborhoods of zero, there is a left [right] invariant metric on $G$ defining its topology. If there is a countable family of open subgroups that is a fundamental system of neighborhoods of zero, there is a left [right] invariant ultrametric on $G$ defining its topology.

Proof. By 2.10 there is a fundamental sequence $\left(U_{n}\right)_{n \geq 1}$ of symmetric neighborhoods of zero such that $U_{n+1}+U_{n+1}+U_{n+1} \subseteq \bar{U}_{n}$ for all $n \geq 1$.

Let $U_{n}=G$ for all $n \leq 0$. Let $f$ be the function associated to $\left(U_{n}\right)_{n \in \mathbb{Z}}$ by 6.2. By that theorem, the functions $d_{1}$ and $d_{2}$, defined by

$$
\begin{aligned}
& d_{1}(x, y)=f(-x+y) \\
& d_{2}(x, y)=f(x-y)
\end{aligned}
$$

are easily seen to be the desired left and right invariant metrics defining the topology of $G$. If, in addition, each $U_{n}$ is a subgroup, then by (10) of 6.1, $d_{1}$ and $d_{2}$ are ultrametrics.
6.5 Definition. A function $N$ from a commutative group $G$ to $\mathbb{R}_{\geq 0}$ is a norm if $N$ satisfies (N 1)-(N 3) and (N 5) of Definition 1.2, and $N$ is an ultranorm if, in addition,

$$
\begin{equation*}
N(x+y) \leq \sup \{N(x), N(y)\} \tag{N6}
\end{equation*}
$$

for all $x, y \in G$.
Clearly ( N 6 ) implies ( N 2 ).
An ultranorm on a ring is a norm that is an ultranorm on the underlying additive group.
6.6 Theorem. Let $G$ be a commutative group. An invariant [ultra-] metric $d$ on $G$ defines a[n] [ultra]norm $N_{d}$ on $G$ by

$$
N_{d}(x)=d(x, 0)
$$

and an [ultra]norm $N$ on $G$ defines an invariant [ultra]metric $d_{N}$ by

$$
d_{N}(x, y)=N(x-y) .
$$

Thus $d \rightarrow N_{d}$ is a bijection from the set of all invariant [ultra]metrics on $G$ to the set of all [ultra]norms on $G$, and its inverse is $N \rightarrow d_{N}$. Any invariant metric on $G$ defines a group topology.

Proof. The proof of the first statement is easy. The second follows from the identities

$$
d_{N_{d}}(x, y)=N_{d}(x-y)=d(x-y, 0)=d(x, y)
$$

and

$$
N_{d_{N}}(x)=d_{N}(x, 0)=N(x) .
$$

The proof of the third is contained in the proof of 1.3. -
Consequently, the topology defined by a norm on a commutative group $G$ is the topology defined by its associated invariant metric. From 6.4 and 6.6 we obtain:
6.7 Theorem. Let $G$ be a commutative Hausdorff group. The following statements are equivalent:
$1^{\circ}$ There is a countable fundamental system of neighborhoods of zero [consisting of subgroups].
$2^{\circ}$ The topology of $G$ is given by a[n] [ultra]metric.
$3^{\circ}$ The topology of $G$ is given by an invariant [ultra]metric.
$4^{\circ}$ The topology of $G$ is given by a[n] [ultra]norm.
In contrast with the situation in topology, where two metrics on a set may define the same topology but yield different Cauchy sequences, any two invariant metrics on a commutative group that define the same topology yield the same Cauchy sequences, which may be identified solely in terms of the topology they define:
6.8 Theorem. Let $d$ be an invariant metric on a commutative group $G$. A sequence $\left(x_{n}\right)_{n \geq 1}$ in $G$ is a Cauchy sequence for $d$ if and only if for each neighborhood $U$ of zero there exists $p \geq 1$ such that for all $m, n \geq p$, $x_{m}-x_{n} \in U$, and $\left(x_{n}\right)_{n \geq 1}$ converges to $a \in G$ if and only if for each neighborhood $U$ of zero there exists $p \geq 1$ such that for all $m \geq p, x_{m}-a \in$ $U$.

The proof follows readily from the identity $d(x, y)=d(x-y, 0)$.
Consequently, we may make the following definition:
6.9 Definition. A commutative metrizable group is complete if every Cauchy sequence for an invariant metric on $G$ defining its topology converges. A topological group $\widehat{G}$ is a completion of $G$ if $\widehat{G}$ is a complete metrizable group of which $G$ is a dense subgroup.

To show that every metrizable commutative group has a completion, we shall use the following facts from the theory of metric spaces. (1) Every metric space has an essentially unique completion: that is, if $\rho$ is a metric on $T$, there exist a set $\widehat{T}$ containing $T$ and a complete metric $\widehat{\rho}$ on $\widehat{T}$ extending $\rho$ such that $T$ is a dense subset of $\widehat{T}$; and if $\sigma$ is a complete metric on a set $S$ containing $T$ that extends $\rho$ and if $T$ is dense in $S$, then there is an isometry $f$ from $S$ to $\widehat{T}$ such that $f(t)=t$ for all $t \in T$. (2) A uniformly continuous function from a dense subset $D$ of a metric space $S$ to a complete metric space $T$ is the restriction to $D$ of a unique uniformly continuous function from $S$ to $T$. (3) Let $\rho$ be a metric on $T$. The function $\rho_{\times}$from $(T \times T) \times(T \times T)$ to $\mathbb{R}_{\geq 0}$, defined by

$$
\rho_{\times}((x, y),(u, v))=\rho(x, u)+\rho(y, v)
$$

is a metric on $T \times T$ yielding the cartesian product topology defined by the topology given by $\rho$. Consequently, if $\widehat{T}$ with metric $\widehat{\rho}$ is the completion of $T$ with metric $\rho, \widehat{T} \times \widehat{T}$ with metric $\widehat{\rho_{\times}}$is the completion of $T \times T$ with metric $\rho_{\mathrm{x}}$. Furthermore, $\rho$ is uniformly continuous from $T \times T$ to $\mathbb{R}$, since

$$
\begin{aligned}
|\rho(x, y)-\rho(u, v)| & \leq|\rho(x, y)-\rho(u, y)|+|\rho(u, y)-\rho(u, v)| \\
& \leq \rho(x, u)+\rho(y, v)=\rho_{\times}((x, y),(u, v))
\end{aligned}
$$

6.10 Theorem. If $d$ is an invariant [ultra]metric on a commutative topological group $G$ defining its topology, then $G$ has a completion $\widehat{G}$ whose topology is defined by a unique invariant [ultra]metric $\widehat{d}$ that extends $d$.

Proof. Let $\widehat{G}$ with metric $\widehat{d}$ be the completion of the metric space $G$ with metric $d$. By statement (3), $\widehat{G} \times \widehat{G}$ with metric $\widehat{d_{\times}}$is the completion of $G \times G$ for metric $d_{\times}$. Let $s$ be the function from $G \times G$ to $G$ defined by

$$
s(x, y)=x+y
$$

Then $s$ is uniformly continuous for the metrics $d_{\times}$and $d$, for

$$
\begin{aligned}
d((s(x, y), s(u, v)) & =d(x+y, u+v)=d(x+y-u-v, 0) \\
& =d(x-u+y-v, 0)=d(x-u, v-y) \\
& \leq d(x-u, 0)+d(0, v-y)=d(x, u)+d(y, v) \\
& =d_{\times}((x, y),(u, v))
\end{aligned}
$$

Consequently $s$ has a unique continuous extension $\widehat{s}$ from $\widehat{G} \times \widehat{G}$ to $\widehat{G}$. We define addition on $\widehat{G}$ by

$$
x+y=\widehat{s}(x, y)
$$

for all $x, y \in \widehat{G}$.
The functions $f$ and $g$ from $\widehat{G} \times \widehat{G} \times \widehat{G}$ to $\widehat{G} \times \widehat{G}$, defined by

$$
f(x, y, z)=(x, \widehat{s}(y, z))
$$

and

$$
g(x, y, z)=(\widehat{s}(x, y), z)
$$

are both continuous, so $\widehat{s} \circ f$ and $\hat{s} \circ g$ are also continuous. As addition on $G$ is associative, they agree on the dense subset $G \times G \times G$ of $\widehat{G} \times \widehat{G} \times \widehat{G}$; hence they agree on $\widehat{G} \times \widehat{G} \times \widehat{G}$, that is, addition on $\widehat{G}$ is associative. A similar argument establishes that addition is commutative on $\widehat{G}$ and that the zero element of $G$ is the zero element for addition on $\widehat{G}$.

The function $j: x \rightarrow-x$ is uniformly continuous from $G$ to $G$, since

$$
d(-x,-y)=d(-x+x+y,-y+x+y)=d(y, x)
$$

Hence $j$ has a unique continuous extension $\widehat{j}$ from $\widehat{G}$ to $\widehat{G}$. Consequently, the function $x \rightarrow \widehat{s}(x, \widehat{j}(x))$ is continuous from $\widehat{G}$ to $\widehat{G}$; as it and the constant zero function agree on $G$, they agree on $\widehat{G}$, that is, $\widehat{j}(x)$ is the additive inverse of $x$ for each $x \in \widehat{G}$. Therefore $\widehat{G}$ is a comutative topological group.

Let $a \in G$. As $L_{a}:(x, y) \rightarrow(a+x, a+y)$ is continuous from $\widehat{G} \times \widehat{G}$ to $\widehat{G} \times \widehat{G}, \widehat{d} \circ L_{a}$ is continuous from $\widehat{G} \times \widehat{G}$ to $\mathbb{R}$. As $\widehat{d} \circ L_{a}$ and $\widehat{d}$ agree on $G \times G$, they agree on $\widehat{\boldsymbol{G}} \times \widehat{\boldsymbol{G}}$, so

$$
\widehat{d}(a+x, a+y)=\widehat{d}(x, y)
$$

for all $x, y \in \widehat{G}$. For any $x, y \in \widehat{G}$, the function $z \rightarrow \widehat{d}(z+x, z+y)$ is continuous on $\hat{G}$; we have just seen that it agrees with the constant function defined by the number $d(x, y)$ on $G$, so

$$
\widehat{d}(z+x, z+y)=\widehat{d}(x, y)
$$

for all $z \in \widehat{G}$. Thus $\widehat{d}$ is an invariant metric. Finally,

$$
h:(x, y, z) \rightarrow \sup \{\widehat{d}(x, y), \widehat{d}(y, z)\}-\widehat{d}(x, z)
$$

is continuous from $\widehat{G} \times \widehat{G} \times \widehat{G}$ to $\mathbb{R}$; so $h^{-1}\left(\mathbb{R}_{\geq 0}\right)$ is closed. If $d$ is an ultrametric, that set contains $G \times G \times G$ and hence is all of $\widehat{G} \times \widehat{G} \times \widehat{G}$, so $\widehat{d}$ is an ultrametric.
6.11 Corollary. If the topology of a commutative topological group $G$ is given by a[n] [ultra]norm $N$, the topology of $\widehat{G}$ is given by a unique [ultra]norm $\widehat{N}$ that extends $N$.
6.12 Theorem. Let $G$ be a commutative metrizable topological group, $H$ a closed subgroup. Then $G / H$ is a metrizable group. If $G$ is complete, so is $G / H$.

Proof. Let $\left(V_{n}\right)_{n \geq 1}$ be a fundamental system of symmetric neighborhoods of zero such that $V_{n+1}+V_{n+1} \subseteq V_{n}$ for all $n \geq 1$. Then $\left(\phi_{H}\left(V_{n}\right)\right)_{n \geq 1}$ is a fundamental system of neighborhoods of the zero element $H$ of $G / \bar{H}$ by the group analogue of 5.5 , so $G / H$ is metrizable by 6.4. Assume that $G$ is complete, and let $\left(\alpha_{n}\right)_{n \geq 1}$ be a Cauchy sequence in $G / H$. Extracting a subsequence if necessary, we may assume that $\alpha_{n+1}-\alpha_{n} \in \phi_{H}\left(V_{n}\right)$ for
all $n \geq 1$. We shall inductively obtain a sequence $\left(x_{n}\right)_{n \geq 1}$ in $G$ such that $x_{n} \in \alpha_{n}$ and $x_{n+1}-x_{n} \in V_{n}$ for all $n \geq 1$. Indeed, assume that $x_{1}, \ldots, x_{m}$ satisfy $x_{n} \in \alpha_{n}$ for all $n \in[1, m-1]$ and $x_{n+1}-x_{n} \in V_{n}$ for all $n \in[1, m-1]$. Let $y \in G$ be such that $\alpha_{m+1}=y+H$. As $\alpha_{m+1}-\alpha_{m} \in \phi_{H}\left(V_{m}\right)$,

$$
y-x_{m} \in \phi_{H}^{-1}\left(\phi_{H}\left(V_{m}\right)\right)=V_{m}+H
$$

so

$$
y-x_{m}=v+h
$$

for some $v \in V_{m}$ and some $h \in H$. Let $x_{m+1}=y-h$. Then $x_{m+1} \in \alpha_{m+1}$ and

$$
x_{m+1}-x_{m}=v \in V_{m} .
$$

Thus a sequence with the desired properties exists. For any $n \geq 1, p \geq 1$,

$$
\begin{gathered}
x_{n+p} \subseteq x_{n+p-1}+V_{n+p-1} \subseteq x_{n+p-2}+V_{n+p-2}+V_{n+p-1} \subseteq \cdots \\
\subseteq x_{n}+V_{n}+V_{n+1}+\cdots+V_{n+p-1} \subseteq x_{n}+V_{n-1} .
\end{gathered}
$$

Thus by 6.8, $\left(x_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $G$ and hence converges to some $c \in G$, so $\left(\alpha_{n}\right)_{n \geq 1}$ converges to $c+H \in G / H$. •

We have seen from 6.7, in particular, that if a metric on a group defines a group topology, that topology is also defined by a left [right] invariant metric. A much deeper theorem is that if a complete metric on a group defines a group topology (or even, merely, a topology for which translations are continuous), then the topology it defines is also given by a complete left [right] invariant metric:
6.13 Theorem. If $\mathcal{T}$ is a topology on a group $G$ defined by a complete metric such that for each $a \in G$, the functions $x \rightarrow a+x$ and $x \rightarrow x+a$ are continuous, then $\mathcal{T}$ is a group topology and is defined by a complete left [right] invariant metric.

A proof is given in $\S 7$ of Topological Fields.
Another celebrated theorem concerning metrizable groups is the following "closed graph" theorem:
6.14 Theorem. If $g$ is an epimorphism from a complete metrizable group $G$ to a complete separable metrizable group $H$ whose graph is a closed subset of $G \times H$, then $g$ is continuous.

For a proof, see, for example, Theorem 8.8 of Topological Fields.

## Exercises

6.1 If $d$ is a left invariant metric on a group $G$ and if $H$ is a closed normal subgroup, the function $d_{H}$ from $(G / H) \times(G / H)$ to $\mathbb{R}_{\geq 0}$, defined by

$$
d_{H}(\alpha, \beta)=\inf \{d(a, b): a \in \alpha, b \in \beta\}
$$

is a left invariant metric on $G / H$ defining its quotient topology.
6.2 (Freudenthal [1935]) Let $G$ be a metrizable group. (a) If $f$ is a topological epimorphism from $G$ to a Hausdorff group $H$, then $H$ is metrizable; if $\left(y_{n}\right)_{n \geq 1}$ is a sequence of points in $H$ converging to $b \in H$, then for any $a \in G$ such that $f(a)=b$ there is a sequence $\left(x_{k}\right)_{k \geq 1}$ in $G$ converging to $a$ such that $\left(f\left(x_{k}\right)\right)_{k \geq 1}$ is a subsequence of $\left(y_{n}\right)_{n \geq 1}$. (b) If $K$ is a compact subgroup of $G$ such that $G / K$ is compact, then $G$ is compact.
6.3 ( Ng and Warner [1972]) Let $H$ be a complete metrizable commutative group, and let $s$ be a continuous function from $H$ into $H$ such that $s(0)=0$. If $f$ is a homomorphism from $H$ into the additive group $\mathbb{R}$ such that for some $K>0$,

$$
f(x)^{2} \leq K f(s(x))
$$

for all $x \in H$, then $f$ is continuous. [Suppose that $\left(a_{k}\right)_{k \geq 0}$ is a sequence such that $\lim _{k \rightarrow \infty} a_{k}=0$ but $f\left(a_{k}\right) \geq e>0$ for all $k \geq 0$. Let $m \in \mathbb{N}$ be such that $m \geq K / e$, and define $g: H \times K \rightarrow H$ by

$$
g\left(x_{1}, x_{2}\right)=x_{1}+m \cdot s\left(x_{2}\right) .
$$

Define $\left(g_{k}\right)_{k \geq 0}$ recursively by $g_{0}(x)=x$ for all $x \in H$, and, if $g_{k-1}$ is defined from $H^{k}$ to $H, g_{k}$ is defined from $H^{k+1}$ to $H$ by

$$
g_{k}\left(x_{1}, \ldots, x_{k+1}\right)=g\left(x_{1}, g_{k-1}\left(x_{2}, \ldots, x_{k+1}\right)\right)
$$

Show that

$$
g_{k}\left(x_{1}, \ldots, x_{k}, 0\right)=g_{k-1}\left(x_{1}, \ldots, x_{k}\right)
$$

for all $k \geq 1$. Let $\left(V_{n}\right)_{n \geq 1}$ be a decreasing fundamental sequence of neighborhoods of zero such that $V_{n+1}+V_{n+1} \subseteq V_{n}$ for all $n \geq 1$. Show that there is a subsequence $\left(b_{n}\right)_{n \geq 0}$ of $\left(a_{k}\right)_{k \geq 0}$ such that

$$
g_{n-k+1}\left(b_{k}, \ldots, b_{n}, b_{n+1}\right)-g_{n-k+1}\left(b_{k}, \ldots, b_{n}, 0\right) \in V_{n+1}
$$

for all $k \in[0, n]$. Show that $\left(g_{p-k}\left(b_{k}, \ldots, b_{p}\right)\right)_{p \geq k}$ has a limit $c_{k}$ for each $k \geq 0$ and that

$$
f\left(c_{k}\right) \geq e+e^{-1} f\left(c_{k+1}\right)^{2} .
$$

Infer that for any $r \geq 1$,

$$
\left.f\left(c_{0}\right) \geq r e+e^{1-2^{r}} .\right]
$$

## 7 Completions of Commutative Hausdorff Groups

To extend the definition of completeness to all Hausdorff commutative groups, we need some additional terminology.

Let $E$ be a topological space, $\mathcal{B}$ a filter base on $E$. The filter base $\mathcal{B}$ converges to $c \in E$ if the filter generated by $\mathcal{B}$ contains the filter of neighborhoods of $c$, or equivalently, if every neighborhood of $c$ contains a member of $\mathcal{B}$. If $E$ is Hausdorff, $\mathcal{B}$ converges to at most one point of $E$, for if $U$ and $V$ are disjoint neighborhoods of two points of $E$, the filter generated by $\mathcal{B}$ cannot contain both $U$ and $V$ since then it would contain the empty set $U \cap V$.

If $\left(x_{n}\right)_{n \geq 1}$ is a sequence of points of $E$, the filter base associated to $\left(x_{n}\right)_{n \geq 1}$ is the filter base $\left\{F_{n}: n \geq 1\right\}$, where $F_{n}=\left\{x_{m}: m \geq n\right\}$ for each $n \geq 1$. If $E$ is a topological space, a sequence in $E$ clearly converges to a point of $E$ if and only if the associated filter base does.

A point $c \in E$ is adherent to $\mathcal{B}$ (or a cluster point of $\mathcal{B}$ ) if $c$ belongs to the closure of each member of $\mathcal{B}$; the adherence of $\mathcal{B}$ is the set of all points adherent to $\mathcal{B}$, that is, the intersection of the closures of the members of $\mathcal{B}$. If $\mathcal{B}$ converges to $c$, then $c$ is adherent to $\mathcal{B}$, for if $B \in \mathcal{B}$ and if $U$ is a neighborhood of $c$, then $U \cap B \neq \emptyset$ since $U \cap B$ belongs to the filter generated by $\mathcal{B}$.

If $\left(x_{n}\right)_{n \geq 1}$ is a sequence of points in a topological space $E$, then $c$ is a cluster point of $\left(x_{n}\right)_{n \geq 1}$ if $c$ is a cluster point of the filter base associated to $\left(x_{n}\right)_{n \geq 1}$, or equivalently, if for every neighborhood $U$ of $c$ and every $n \geq 1$ there exists $m \geq n$ such that $x_{m} \in U$.

The image of $\mathcal{B}$ under any function $f$ from $E$ to $F$ is a filter base on $F$. If $F$ is also a topological space, if $\mathcal{B}$ converges to $c$, and if $f$ is continuous at $c$, then $f(\mathcal{B})$ converges to $f(c)$, for if $V$ is any neighborhood of $f(c)$, the neighborhood $f^{-1}(V)$ of $c$ contains a member $B$ of $\mathcal{B}$, so $f(B) \subseteq V$.
7.1 Definition. Let $G$ be a commutative topological group. If $V$ is a neighborhood of zero, a subset $F$ of $G$ is $V$-small if $F+(-F) \subseteq V$, that is, if $x-y \in V$ for all $x, y \in F$. A filter [base] on $G$ is a Cauchy filter [base] if it contains a $V$-small set for every neighborhood $V$ of zero. A filter [base] $\mathcal{B}$ on a subset $E$ of $G$ is a Cauchy filter [base] on $E$ if the filter it generates on $G$ is a Cauchy filter.

If $d$ is an invariant metric on a commutative group $G$, then by 6.8 a sequence in $G$ is a Cauchy sequence for $d$ if and only if its associated filter base is a Cauchy filter base.
7.2 Theorem. Let $\mathcal{B}$ be a filter base on a commutative topological group $G$, and let $c \in G$. Then $\mathcal{B}$ converges to $c$ if and only if $c$ is adherent to $\mathcal{B}$ and $\mathcal{B}$ is a Cauchy filter base.

Proof. Necessity: Let $V$ be a neighborhood of zero, and let $W$ be a symmetric neighborhood of zero such that $W+W \subseteq V$. By hypothesis, there exists $B \in \mathcal{B}$ such that $B \subseteq c+W$. Consequently, $B$ is $V$-small, for

$$
B+(-B) \subseteq(c+W)+[-(c+W)]=W+(-W)=W+W \subseteq V
$$

Therefore $\mathcal{B}$ is a Cauchy filter base. Also, $c$ is adherent to $\mathcal{B}$, for if $U$ is a neighborhood of $c$ and if $B \in B$, then $U \cap B$ contains a member of $\mathcal{B}$ and hence $U \cap B \neq \emptyset$.

Sufficiency: Let $\mathcal{B}$ be a Cauchy filter base to which $c$ is adherent. Let $V$ be a neighborhood of zero; we shall show that $c+V$ contains a member of $\mathcal{B}$. Let $W$ be a neighborhood of zero such that $W+W \subseteq V$, and let $B$ be a $W$-small member of $\mathcal{B}$. As $c \in \bar{B}$, there exists $b \in B \cap(c+W)$. Consequently as $(-b)+B \subseteq W$,

$$
B \subseteq b+W \subseteq c+W+W \subseteq c+V
$$

Thus $\mathcal{B}$ converges to $c$.
7.3 Definition. Let $G$ be a commutative Hausdorff group. A subset $E$ of $G$ is complete if every Cauchy filter on $E$ converges to a point of E. A Hausdorff group $\hat{G}$ is a completion of $G$ if $G$ is a dense topological subgroup of $\widehat{G}$ and $\widehat{G}$ is complete.

The following theorem establishes that Definition 7.3 is an extension of Definition 6.9 to arbitrary Hausdorff groups:
7.4 Theorem. Let $G$ be a commutative metrizable topological group, $d$ an invariant metric defining its topology. Then $G$ is complete if and only if $d$ is a complete metric.

Proof. The condition is necessary, for we have just seen that a sequence is a Cauchy sequence for $d$ if and only if its associated filter base is Cauchy, and by 6.8 a sequence converges for $d$ if and only if the associated filter base converges. Sufficiency: Let $\mathcal{F}$ be a Cauchy filter on $G$ and let $\left(V_{n}\right)_{n \geq 1}$ be a fundamental decreasing sequence of neighborhoods of zero. For each $p \geq 1$ let $F_{p} \in \mathcal{F}$ be $V_{p}$-small, and let

$$
x_{p} \in \bigcap_{k=1}^{p} F_{k} .
$$

If $m \geq p$ and $n \geq p$, then both $x_{m}$ and $x_{n}$ belong to $F_{p}$, so $x_{m}-x_{n} \in V_{p}$. Thus $\left(x_{n}\right)_{n \geq 1}$ is a Cauchy sequence for $d$ by 6.8 and hence converges to a point $c$. To show that $\mathcal{F}$ converges to $c$, let $U$ be a neighborhood of zero,
and let $p \geq 1$ be such that $V_{p}+V_{p} \subseteq U$. As $\left(x_{n}\right)_{n \geq 1}$ converges to $c$, there exists $m \geq p$ such that $x_{n}-c \in V_{p}$ for all $n \geq m$. Hence $F_{m} \subseteq c+U$, for if $x \in F_{m}$, then

$$
\begin{aligned}
x & =\left(x-x_{m}\right)+\left(x_{m}-c\right)+c \in V_{m}+V_{p}+c \\
& \subseteq V_{p}+V_{p}+c \subseteq U+c .
\end{aligned}
$$

7.5 Theorem. Let $E$ be a subset of a Hausdorff commutative group $G$. (1) If $E$ is complete, so is every closed subset of $E$. (2) If $E$ is complete, then $E$ is closed in $G$. (3) If $E$ is compact, then $E$ is complete.

Proof. (1) If $F$ is a closed subset of $E$ and if $\mathcal{F}$ is a Cauchy filter on $F$, then by hypothesis $\mathcal{F}$ converges in the space $E$ to a point $c$ of $E$; as each member of $\mathcal{F}$ is a subset of $F$ and as $c$ is adherent to $\mathcal{F}$ by $7.2, c \in \bar{F}=F$, and also $\mathcal{F}$ converges to $c$ in the space $F$.
(2) Let $c \in \bar{E}$, and let $\mathcal{V}=\{V \cap E: V$ is a neighborhood of $c \in G\}$. Then $\mathcal{V}$ is a filter on $E$ converging to $c$ in the space $G$, so by $7.2 \mathcal{V}$ is a Cauchy filter on $E$ and hence converges to a point of $E$, which must be $c$ as $G$ is Hausdorff.
(3) The assertion follows from 7.2 , since a filter base on a compact space has an adherent point. $\bullet$
7.6 Theorem. If a Hausdorff commutative group $G$ has a complete neighborhood $V$ of zero, then $G$ is complete.

Proof. By (1) of 7.5 and 3.3 , we may assume that $V$ is symmetric. Let $\mathcal{F}$ be a Cauchy filter on $G$. Then $\mathcal{F}$ contains a $V$-small set $L$. Let $a \in L$, and let

$$
\mathcal{F}_{V}=\{F+(-a): F \in \mathcal{F} \text { and } F+(-a) \subseteq V\}
$$

Since $F+(-a) \subseteq V$ if $F \subseteq L, \mathcal{F}_{V}$ is a filter on $V$. Let $U$ be a neighborhood of zero. If $F$ is a $U$-small subset contained in $L$, then $F+(-a)$ is a $U$-small subset of $V$, for

$$
(F+(-a))+[-(F+(-a))]=F+(-F) \subseteq U
$$

Therefore $\mathcal{F}_{V}$ is a Cauchy filter on $V$ and thus converges to some $c \in V$. But then, as $x \rightarrow x+a$ is continuous, $\mathcal{F}_{V}+a$ and hence also $\mathcal{F}$ converge to $c+a$.
7.7 Corollary. A commutative locally compact group is complete. In particular, a discrete commutative group is complete.
7.8 Theorem. Let $G$ be the cartesian product of a family $G_{\lambda \in L}$ of commutative topological groups. (1) If $\mathcal{F}$ is a filter on $G$, then $\mathcal{F}$ is a Cauchy filter if and only if for all $\lambda \in L, \operatorname{pr}_{\lambda}(\mathcal{F})$ is a Cauchy filter on $G_{\lambda}$ (where $p r_{\lambda}$ is the canonical epimorphism from $G$ to $G_{\lambda}$ ). (2) $G$ is complete if and only if $G_{\mu}$ is complete for all $\mu \in L$.

Proof. (1) Let $V=\prod_{\lambda \in L} V_{\lambda}$, where each $V_{\lambda}$ is a neighborhood of zero in $G_{\lambda}$ and $V_{\lambda}=G_{\lambda}$ for all but finitely many $\lambda \in L$. Clearly $F$ is $V$-small if and only if $p r_{\lambda}(F)$ is $V_{\lambda}$-small for all $\lambda \in L$. (2) A filter $\mathcal{F}$ on $G$ converges to $\left(c_{\lambda}\right)_{\lambda \in L}$ if and only if for all $\lambda \in L, p r_{\lambda}(\mathcal{F})$ converges to $c_{\lambda}$. Necessity: Let $\mathcal{F}_{\mu}$ be a Cauchy filter on $G_{\mu}$. For each $F \in \mathcal{F}_{\mu}$, let $F^{\prime}=\prod_{\lambda \in L} F_{\lambda \mu}$, where $F_{\lambda \mu}=\{0\}$ if $\lambda \neq \mu$ and $F_{\mu \mu}=F$, and let $\mathcal{F}=\left\{F^{\prime}: F \in \mathcal{F}_{\mu}\right\}$. Clearly $\mathcal{F}$ is a Cauchy filter base on $G$, and $p r_{\mu}(\mathcal{F})=\mathcal{F}_{\mu}$. Therefore as $\mathcal{F}$ converges, so does $\mathcal{F}_{\mu}$. Sufficiency: By (1), for each $\lambda \in L$ there exists $c_{\lambda} \in G_{\lambda}$ such that $p r_{\lambda}(\mathcal{F})$ converges to $c_{\lambda}$. Therefore $\mathcal{F}$ converges to $\left(c_{\lambda}\right)_{\lambda \in L}$.

### 7.9 Theorem. A commutative Hausdorff group $G$ has a completion.

Proof. By set-theoretic considerations, we need only show that $G$ is topologically isomorphic to a dense subgroup of a complete Hausdorff commutative group. Let $\mathcal{U}$ be the set of all sequences $\left(U_{n}\right)_{n \geq 1}$ such that for all $n \geq 1$, $U_{n}$ is a closed symmetric neighborhood of zero and $U_{n+1}+U_{n+1} \subseteq U_{n}$. For each $U \in \mathcal{U}$, let $U_{n}$ be the $n$th term of $U$, so that $U=\left(U_{n}\right)_{n \geq 1}$. We introduce a direction $\leq$ on $\mathcal{U}$ by

$$
U \leq V \text { if and only if } U_{n} \supseteq V_{n} \text { for all } n \geq 1 .
$$

Clearly $\leq$ is an ordering of $\mathcal{U}$; it is a direction since for any $U, V \in \mathcal{U}$, if $W=\left(U_{n} \cap V_{n}\right)_{n \geq 1}$, then $W \in \mathcal{U}, U \leq W$, and $V \leq W$.

For each $U \in \mathcal{U}$, let

$$
H_{U}=\bigcap_{n=1}^{\infty} U_{n} .
$$

Clearly $H_{U}$ is a closed subgroup of $G$. Let $\phi_{U}$ be the canonical epimorphism from $G$ to $G / H_{U}$. By 3.1, 3.4, 6.4, and the group analogue of 5.5 , $\left(\phi_{U}\left(U_{n}\right)\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero for a metrizable group topology $\tau_{U}$ on $G / H_{U}$ weaker than the quotient topology induced by that of $G$. Indeed, for all $n \geq 1$,

$$
\phi_{U}\left(U_{n+1}\right)+\phi_{U}\left(U_{n+1}\right)=\phi_{U}\left(U_{n+1}+U_{n+1}\right) \subseteq \phi_{U}\left(U_{n}\right),
$$

and

$$
\begin{aligned}
\phi_{U}^{-1}\left(\bigcap_{n=1}^{\infty} \phi_{U}\left(U_{n}\right)\right) & =\bigcap_{n=1}^{\infty} \phi_{U}^{-1}\left(\phi_{U}\left(U_{n}\right)\right)=\bigcap_{n=1}^{\infty}\left(U_{n}+H_{U}\right) \\
& =\bigcap_{n=1}^{\infty} U_{n}=H_{U}
\end{aligned}
$$

by (3) of 3.3, and thus

$$
\bigcap_{n=1}^{\infty} \phi_{U}\left(U_{n}\right)=\left\{H_{U}\right\} .
$$

Therefore by 6.10, $G / H_{U}$ has a completion $\left(\widehat{G / H_{U}}\right)$ for $\mathcal{I}_{U}$.
The hypotheses of the group analogue of 5.21 are satisfied by $\left(H_{U}\right)_{U \in \mathcal{U}}$ : Indeed, let $U, V \in \mathcal{U}$ satisfy $U \leq V$. Clearly $H_{U} \supseteq H_{V}$, and the canonical epimorphism $f_{U, V}$ from $G / H_{V}$ to $G / H_{U}$ is continuous, since for all $n \geq 1$,

$$
\phi_{V}\left(V_{n}\right) \subseteq \phi_{V}\left(U_{n}\right) \subseteq f_{U, V}^{-1}\left(\phi_{U}\left(U_{n}\right)\right)
$$

By (4) of 3.3 and 3.2, for each neighborhood $V$ of zero there exists $U \in \mathcal{U}$ such that $U_{1} \subseteq V$, whence $H_{U} \subseteq V$ and $\phi_{U}(V)$ is a neighborhood of zero for $\mathcal{T}_{U}$. Thus by the group analogue of $5.21, G$ is topologically isomorphic to a subgroup $G_{0}$ of

$$
\varliminf_{U \in \mathcal{U}}\left(G / H_{U}\right),
$$

itself a subgroup of

$$
\prod_{U \in \mathcal{U}}\left(\widehat{G / H_{U}}\right) .
$$

The closure of $G_{0}$ in the latter is thus a completion of $G_{0}$ by 7.8 and 7.5. -
The definition of uniform continuity in the context of metric spaces can be carried over to topological spaces that are subsets of commutative topological groups:
7.10 Definition. Let $G$ and $G^{\prime}$ be commutative topological groups. $A$ function $f$ from a subset $E$ of $G$ to $G^{\prime}$ is uniformly continuous if for every neighborhood $V$ of zero in $G^{\prime}$ there is a neighborhood $U$ of zero in $G$ such that for all $x, y \in E$, if $x-y \in U$, then $f(x)-f(y) \in V$.

For example, for any $a \in G$, the translation $x \rightarrow a+x$ is uniformly continuous from $G$ to $G$.
7.11 Theorem. Let $E$ and $E^{\prime}$ be subsets respectively of commutative topological groups $G$ and $G^{\prime}$. If $f$ is uniformly continuous from $E$ to $E^{\prime}$, then $f$ is continuous, and the image $f(\mathcal{B})$ of any Cauchy filter base $\mathcal{B}$ on $E$ is a Cauchy filter base on $E^{\prime}$.

The proof is easy.
The principal example of a uniformly continuous function is a continuous homomorphism:
7.12 Theorem. Let $f$ be a homomorphism from a commutative topological group $G$ to a commutative topological group $G^{\prime}$. The following statements are equivalent:
$1^{\circ} f$ is continuous at zero.
$2^{\circ} f$ is continuous.
$3^{\circ} f$ is uniformly continuous.
Proof. Assume $1^{\circ}$. Then for any neighborhood $V$ of zero in $G^{\prime}$, there is a neighborhood $U$ of zero in $G$ such that for all $s \in U, f(s) \in V$. Consequently, for all $x, y \in G$, if $x-y \in U$, then

$$
f(x)-f(y)=f(x-y) \in V
$$

Thus $3^{\circ}$ holds.
The proofs of the following three theorems are also easy:
7.13 Theorem. Let $G$ and $G^{\prime}$ be commutative Hausdorff groups, let $E$ and $E^{\prime}$ be subsets of $G$ and $G^{\prime}$ respectively, and let $f$ be a bijection from $E$ to $E^{\prime}$. If both $f$ and $f^{-1}$ are uniformly continuous, then $E$ is complete if and only if $E^{\prime}$ is complete.
7.14 Theorem. If $G$ and $G^{\prime}$ are commutative topological groups and if $f$ is a topological isomorphism from $G$ to $G^{\prime}$, then a subset $E$ of $G$ is complete if and only if $f(E)$ is.
7.15 Theorem. Let $G, H$, and $K$ be commutative topological groups, and let $D, E$, and $F$ be subsets of $G, H$, and $K$ respectively. If $f: D \rightarrow E$ and $g: E \rightarrow F$ are uniformly continuous functions, then $g \circ f$ is uniformly continuous.

The main theorem concerning uniformly continuous functions is the following:
7.16 Theorem. Let $E$ be a subset of a commutative topological group $G$, and let $f$ be a uniformly continuous function from $E$ to a complete commutative Hausdorff group $G^{\prime}$. There is a unique continuous function $g$ from $\bar{E}$ to $G^{\prime}$ extending $f$, and moreover, $g$ is uniformly continuous.

Proof. Since $G^{\prime}$ is Hausdorff, there is at most one continuous extension of $f$ to $\bar{E}$. For each $c \in \bar{E},\{V \cap E: V$ is a neighborhood of $c\}$, which we denote by $\mathcal{V}(c)$, is a convergent filter base on $G$ and hence is a Cauchy filter on $E$. By $7.11, f(\mathcal{V})$ converges to a unique point of $G^{\prime}$, which we denote by $g(c)$. If $c \in E$, then $f(\mathcal{V}(c))$ converges to $f(c)$ as $f$ is continuous, so $g(c)=f(c)$; thus $g$ is an extension of $f$. Consequently, we need only show that $g$ is uniformly continuous.

Let $V^{\prime}$ be a neighborhood of zero in $G^{\prime}$, and let $U^{\prime}$ be a symmetric neighborhood of zero in $G^{\prime}$ such that $U^{\prime}+U^{\prime}+U^{\prime} \subseteq V^{\prime}$. By hypothesis there is a neighborhood $U$ of zero in $G$ such that if $x, y \in E$ and if $x-y \in U$, then $f(x)-f(y) \in U^{\prime}$. Let $V$ be a symmetric neighborhood of zero such that $V+V+V \subseteq U$. We shall show that if $x, y \in \bar{E}$ and if $x-y \in V$, then $g(x)-g(y) \in V^{\prime}$. Since $g(x)$ is adherent to $f(\mathcal{V}(x))$ by 7.2,

$$
g(x) \in \overline{f((V+x) \cap E)} \subseteq f((V+x) \cap E)+U^{\prime}
$$

by (3) of 3.3. Hence there exist $v \in V$ and $u^{\prime} \in U^{\prime}$ such that $v+x \in E$ and $g(x)=f(v+x)+u^{\prime}$. Similarly, there exist $w \in V$ and $z^{\prime} \in U^{\prime}$ such that $w+y \in E$ and $g(y)=f(w+y)+z^{\prime}$. Then

$$
(v+x)-(w+y)=v+(-w)+(x-y) \in V+V+V \subseteq U,
$$

so

$$
f(v+x)-f(w+y) \in U^{\prime}
$$

Therefore

$$
\begin{aligned}
g(x)-g(y) & =f(v+x)+u^{\prime}-\left(f(w+y)+z^{\prime}\right) \\
& =f(v+x)-f(w+y)+u^{\prime}+\left(-z^{\prime}\right) \in U^{\prime}+U^{\prime}+U^{\prime} \subseteq V^{\prime} .
\end{aligned}
$$

7.17 Theorem. Let $H$ be a dense subgroup of a commutative topological group $G$, and let $f$ be a continuous homomorphism from $H$ to a complete commutative Hausdorff group $G^{\prime}$. There is a unique continuous homomorphism $g$ from $G$ to $G^{\prime}$ extending $f$. Moreover, if $G$ is Hausdorff and complete and if $f$ is a topological isomorphism from $H$ to a dense subgroup $H^{\prime}$ of $G^{\prime}$, then $g$ is a topological isomorphism from $G$ to $G^{\prime}$.

Proof. For the first statement, it suffices by 7.12 and 7.16 to show that the unique continuous extension $g$ of $f$ is a homomorphism from the closure $G$ of $H$ to $G^{\prime}$. The funcions $(x, y) \rightarrow g(x+y)$ and $(x, y) \rightarrow g(x)+g(y)$ from $G \times G$ to $G^{\prime}$ are continuous and agree on the dense subset $H \times H$ of $G \times G$. Hence as $G^{\prime}$ is Hausdorff, they agree on $G \times G$, so $g$ is a homomorphism. Suppose further that $G$ is complete and that $f$ is a topological isomorphism from $H$ to a dense subgroup $H^{\prime}$ of $G^{\prime}$. By what we have just proved, there is a unique continuous homomorphism $h$ from $G^{\prime}$ to $G$ extending $f^{-1}$. Then $h \circ g$ is a continuous function from $G$ to $G$ agreeing with the identity function on dense subgroup $H$ and hence on all of $G$. Similarly, $g \circ h$ is the identity function on $G^{\prime}$. Thus $g$ is a continuous isomorphism whose inverse $h$ is continuous, and hence $g$ is a topological isomorphism. -
7.18 Corollary. If $G$ is a dense subgroup of complete, commutative, Hausdorff groups $G_{1}$ and $G_{2}$, then there is a unique topological isomorphism $f$ from $G_{1}$ to $G_{2}$ such that $f(x)=x$ for all $x \in G$.

Consequently by 7.9 , each commutative Hausdorff group $G$ has an essentially unique completion, which we shall normally denote by $\widehat{G}$. If $H$ is a subgroup of $G$, the closure $\bar{H}$ of $H$ in $\widehat{G}$ is a completion of $H$ by (1) of 7.5, so we customarily identify $\widehat{H}$ with $\bar{H}$. Similarly if $\left(G_{\lambda}\right)_{\lambda \in L}$ is a family of Hausdorff groups, we customarily identify the cartesian product of $\left(\widehat{G}_{\lambda}\right)_{\lambda \in L}$ with the completion of the cartesian product of $\left(G_{\lambda}\right)_{\lambda \in L}$, in view of 7.8 . Finally, if $\mathcal{H}$ is a filter base of closed subgroups of $G$ that converges to zero and if $G / H$ is complete for each $H \in \mathcal{H}$, then by the group analogue of 5.22 , 5.20 , and 7.8 , we may identify the $\widehat{G}$ with $\varliminf_{H \in \mathcal{H}} G / H$.
7.19 Theorem. Let $G_{1}$ and $G_{2}$ be Hausdorff groups, and let $f$ be a continuous homomorphism from $G_{1}$ to $G_{2}$. There is a unique continuous homomorphism $\widehat{f}$ from $\widehat{G}_{1}$ to $\widehat{G}_{2}$ extending $f$. Moreover, if $f$ is a topological isomorphism, so is $\widehat{f}$.

The statement is a consequence of 7.17 .
7.20 Theorem. Let $G_{1}$ and $G_{2}$ be Hausdorff groups, and let $f$ be a continuous homomorphism from $G_{1}$ to $G_{2}$. If there is a fundamental system $\mathcal{V}$ of neighborhoods of zero in $G_{1}$ such that $f(V)$ is closed in the topological subgroup $f\left(G_{1}\right)$ of $G_{2}$ for each $V \in \mathcal{V}$, then the kernel of the continuous extension $\widehat{f}: \widehat{G}_{1} \rightarrow \widehat{G}_{2}$ of $f$ is the closure in $\widehat{G}_{1}$ of the kernel $K$ of $f$; in particular, if $f$ is a continuous monomorphism, so is $\hat{f}$.

Proof. Replacing $G_{2}$ with $f\left(G_{1}\right)$ if necessary, we may assume that $f$ is an epimorphism. If $X$ is a subset of $G_{1}$, we shall denote its closure in $G_{1}$ by $\bar{X}$ and its closure in $\widehat{G}_{1}$ by $\widehat{X}$, and similarly for subsets $Y$ of $G_{2}$. Thus, for example, $\widehat{Y} \cap G_{2}=\bar{Y}$.

As the kernel of $\widehat{f}$ is closed, it clearly contains $\widehat{K}$. To show that $\widehat{K}$ contains the kernel of $\widehat{f}$, let $a \in \widehat{G}_{1}$ be such that $\widehat{f}(a)=0$. To show that $a \in \widehat{K}$, it suffices by 4.22 and (3) of 3.3 to show that for any neighborhood $V$ of zero in $G_{1}, a \in \widehat{K}+\widehat{V}$. By hypothesis there is a symmetric neighborhood $W$ of zero in $G_{1}$ such that $W+W \subseteq V$ and $f(W)$ is closed in $G_{2}$. As $a+\widehat{W}$ is a neighborhood of $a$ in $\widehat{G}_{1}$ by 4.22 , there exists $x \in(a+\widehat{W}) \cap G_{1}$; let $w \in \widehat{W}$ be such that $x=a+w$. Then

$$
f(x)=\widehat{f}(a+w)=\widehat{f}(a)+\widehat{f}(w)=\widehat{f}(w) \in \widehat{f}(\widehat{W}) \subseteq \widehat{f(W)}
$$

Thus

$$
f(x) \in \widehat{f(W)} \cap G_{2}=\overline{f(W)}=f(W)
$$

so

$$
x \in f^{-1}(f(W))=K+W \subseteq \widehat{K}+\widehat{W}
$$

Therefore as $\widehat{W}$ is also symmetric,

$$
a=x-w \in \widehat{K}+\widehat{W}+\widehat{W} \subseteq \widehat{K}+\widehat{W+W} \subseteq \widehat{K}+\widehat{V} . \bullet
$$

7.21 Corollary. If $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are Hausdorff group topologies on a commutative group $G$ such that $\mathcal{T}_{1} \supseteq \mathcal{T}_{2}$ and there is a fundamental system of neighborhoods of zero for $\mathcal{T}_{1}$ each of which is closed for $\mathcal{T}_{2}$, then any subset of $G$ that is complete for $\mathcal{T}_{2}$ is also complete for $\mathcal{T}_{1}$.

Proof. For $i=1,2$, let $G_{i}$ be $G$ furnished with $\mathcal{T}_{i}$, and for any subset $X$ of $G$, let $\widehat{X}_{i}$ be its closure in $\widehat{G}_{i}$. The identity map $f$ from $G_{1}$ to $G_{2}$ is continuous, so for any subset $A$ of $G$,

$$
\widehat{f( }\left(\widehat{A_{1}}\right) \subseteq \widehat{f(A)_{2}}=\widehat{A_{2}}
$$

Hence if $A=\widehat{A_{2}}$, then $\widehat{A_{1}}=A$ as $\widehat{f}$ is injective by 7.20 and $f(A)=A . \bullet$

## Exercises

7.1 Let $G$ be a Hausdorff commutative group. (a) If $\mathcal{F}$ is a Cauchy filter on $G$ and if $\mathcal{V}$ is a fundamental system of symmetric neighborhoods of zero, then $\mathcal{F}+\mathcal{V}$ is a Cauchy filter on $G$; moreover, $\mathcal{F}$ converges to $a \in G$ if and only if $\mathcal{F}+\mathcal{V}$ converges to $a$. (b) If $K$ is a closed subgroup of $G$ and if both $K$ and $G / K$ are complete, then $G$ is complete. [Use (a).]
7.2 Let $\mathcal{H}$ be a filter based of closed subgroups of a Hausdorff commutative group $G$ that converges to zero. If $G / H$ is compact for all $H \in \mathcal{H}$, then $\widehat{G}$ is compact. [Use the group analogue of 5.22.]
7.3 Let $G$ be a dense subgroup of a Hausdorff commutative group $G_{1}$. If $H_{1}, \ldots, H_{n}$ are open subgroups of $G$, then in $G_{1}$,

$$
\bar{H}_{1} \cap \cdots \cap \bar{H}_{n}=\overline{H_{1} \cap \cdots \cap H_{n}} .
$$

7.4 Let $f$ be the function defined by $f(x)=x^{2}$ from $\mathbb{Q}$ into $\mathbb{R}$. Then $f$ is continuous, the image under $f$ of every Cauchy filter base on $\mathbb{Q}$ is a Cauchy filter base on $\mathbb{R}$, and $f$ has a continuous extension $\widehat{f}$ from $\widehat{\mathbb{Q}}=\mathbb{R}$ into $\mathbb{R}$, but $f$ is not uniformly continuous.
7.5 Let $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ be a family of complete Hausdorff group topologies on a group $G$. If for all $\alpha, \beta \in L$ there exists $\gamma \in L$ such that $\mathcal{T}_{\alpha} \subseteq \mathcal{T}_{\gamma}$ and $\mathcal{T}_{\beta} \subseteq \mathcal{T}_{\gamma}$, then $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$ is complete

## 8 Completions of Topological Rings and Modules

A topological ring or module is complete if its underlying additive group is.
8.1 Theorem. Let $A$ be a dense subring of a topological ring $B$, and let $f$ be a continuous homomorphism from $A$ to a complete Hausdorff ring $B^{\prime}$. There is a unique continuous homomorphism $g$ from $B$ to $B^{\prime}$ extending $f$. Moreover, if $B$ is Hausdorff and complete and if $f$ is a topological isomorphism from $A$ to a dense subring $A^{\prime}$ of $B^{\prime}$, then $g$ is a topological isomorphism from $B$ to $B^{\prime}$.

Proof. By 7.17 we need only show that the unique continuous extension $g$ of $f$ preserves multiplication. But $(x, y) \rightarrow g(x y)$ and $(x, y) \rightarrow g(x) g(y)$ from $B \times B$ to $B^{\prime}$ are continuous and agree on the dense subset $A \times A$ of $B \times B$; hence as $B^{\prime}$ is Hausdorff, they agree on $B \times B$.

A topological ring $B$ is a completion of a topological ring $A$ if $B$ is complete and if $A$ is a dense topological subring of $B$. The existence of a completion of a Hausdorff ring results from the following theorem:
8.2 Theorem. Let $E, F$, and $G$ be complete Hausdorff abelian groups, and let $A$ and $B$ be dense subgroups of $E$ and $F$ respectively. If $f$ is a continuous $\mathbb{Z}$-bilinear function from $A \times B$ to $G$, then there is a unique continuous $\mathbb{Z}$-bilinear function $g$ from $E \times F$ to $G$ extending $f$.

Proof. For each $x_{0} \in E$, let $\mathcal{U}\left(x_{0}\right)$ be the set of intersections with $A$ of the neighborhoods of $x_{0}$; as $A$ is dense in $E, \mathcal{U}\left(x_{0}\right)$ is a filter on $A$. Similarly, for each $y_{0} \in F$, the set $\mathcal{V}\left(y_{0}\right)$ of intersections with $B$ of the neighborhoods of $y_{0}$ is a filter on $B$. We shall first show that for any neighborhood $T$ of zero in $G$ and any $a \in A, b \in B$, there exist $U \in \mathcal{U}\left(x_{0}\right)$ and $V \in \mathcal{V}\left(y_{0}\right)$ such that for all $x, x^{\prime} \in U$ and all $y, y^{\prime} \in V, f\left(x^{\prime}-x, y^{\prime}-y\right) \in T, f\left(a, y^{\prime}-y\right) \in T$, and $f\left(x^{\prime}-x, b\right) \in T$. Indeed, as $f$ is continuous at $(0,0)$, as $y \rightarrow f(a, y)$ is continuous at zero, and as $x \rightarrow f(x, b)$ is continuous at zero, there exist closed neighborhoods $P$ and $Q$ of zero in $A$ and $B$ respectively such that $f(P \times Q) \subseteq T, f(\{a\} \times Q) \subseteq T$, and $f(P \times\{b\}) \subseteq T$. By 4.22 the closure $\stackrel{\rightharpoonup}{P}$ of $P$ in $E$ is a neighborhood of zero in $E$, so there exists a symmetric neighborhood $P_{1}$ of zero in $E$ such that $P_{1}+P_{1} \subseteq \bar{P}$; similarly there exists a symmetric neighborhood $Q_{1}$ of zero in $F$ such that $Q_{1}+Q_{1} \subseteq \bar{Q}$. Let

$$
\begin{aligned}
& U=\left(x_{0}+P_{1}\right) \cap A \in \mathcal{U}\left(x_{0}\right) \\
& V=\left(y_{o}+Q_{1}\right) \cap B \in \mathcal{V}\left(y_{0}\right)
\end{aligned}
$$

If $x, x^{\prime} \in U$, then

$$
x^{\prime}-x=\left(x^{\prime}-x_{0}\right)-\left(x-x_{0}\right) \in P_{1}+P_{1} \subseteq \bar{P}
$$

so $x^{\prime}-x \in \bar{P} \cap A=P$; similarly, if $y, y^{\prime} \in V$, then $y^{\prime}-y \in Q$. Hence for all $x, x^{\prime} \in U$ and all $y, y^{\prime} \in V, f\left(x^{\prime}-x, y^{\prime}-y\right) \in T, f\left(a, y^{\prime}-y\right) \in T$, and $f\left(x^{\prime}-x, b\right) \in T$.

Next, we shall show that $f\left(\mathcal{U}\left(x_{0}\right) \times \mathcal{V}\left(y_{0}\right)\right)$ is a Cauchy filter base on $G$. Indeed, let $W$ be a neighborhood of zero in $G$, and let $T$ be a symmetric neighborhood of zero such that $T+T+T+T \subseteq W$. By the preceding (with $a=b=0$ ), there exist $U \in \mathcal{U}\left(x_{0}\right)$ and $V \in \mathcal{V}\left(x_{0}\right)$ such that $f\left(x^{\prime}-x, y^{\prime}-y\right) \in$ $T$ for all $x, x^{\prime} \in U$ and all $y, y^{\prime} \in V$. Let $a \in U, b \in V$. Again, by the preceding, there exist $U^{\prime} \in \mathcal{U}\left(x_{0}\right)$ and $V^{\prime} \in \mathcal{V}\left(y_{0}\right)$ such that $U^{\prime} \subseteq U, V^{\prime} \subseteq V$, and for all $x, x^{\prime} \in U^{\prime}$ and all $y, y^{\prime} \in V^{\prime}, f\left(a, y^{\prime}-y\right) \in T$ and $f\left(x^{\prime}-x, b\right) \in T$. Also, as $U^{\prime} \subseteq U$ and $V^{\prime} \subseteq V, f\left(x^{\prime}-x, y^{\prime}-b\right) \in T$ and $f\left(x^{\prime}-a, y^{\prime}-y\right) \in T$. Hence

$$
\begin{aligned}
f\left(x^{\prime}, y^{\prime}\right)-f(x, y)= & f\left(x^{\prime}-x, b\right)+f\left(a, y^{\prime}-y\right)+f\left(x^{\prime}-x, y^{\prime}-b\right)+ \\
& +f\left(x-a, y^{\prime}-y\right) \in T+T+T+T \subseteq W
\end{aligned}
$$

We therefore define $g\left(x_{0}, y_{0}\right)$ to be the limit of $f\left(\mathcal{U}\left(x_{0}\right) \times \mathcal{V}\left(x_{0}\right)\right)$ for all $\left(x_{0}, y_{0}\right) \in E \times F$. As $f$ is continuous, $g$ is an extension of $f$. To show that $g$ is continuous at ( $x_{0}, y_{0}$ ), let $W$ be a closed neighborhood of $g\left(x_{0}, y_{0}\right)$. By the definition of $g\left(x_{0}, y_{0}\right)$, there exist open neighborhoods $U$ of $x_{0}$ and $V$ of $y_{0}$ such that

$$
f((U \cap A) \times(V \cap B)) \subseteq W
$$

But then $g(U \times V)$ is contained in the closure of $f((U \cap A) \times(V \cap B))$ and hence in $W$, for if $u \in U$ and $v \in V$, then $g(u, v)$ is, by definition, the limit of and hence adherent to a filter base of which $f((U \cap A) \times(V \cap B))$ is a member. Thus $g$ is continuous at $\left(x_{0}, y_{0}\right)$.

The functions $\left(x, x^{\prime}, y\right) \rightarrow g\left(x+x^{\prime}, y\right)$ and $\left(x, x^{\prime}, y\right) \rightarrow g(x, y)+g\left(x^{\prime}, y\right)$ are continuous from $E \times E \times F$ to $G$ and coincide on the dense subset $A \times A \times B$ of $E \times E \times F$. Hence they coincide on all of $E \times E \times F$, so

$$
g\left(x+x^{\prime}, y\right)=g(x, y)+g\left(x^{\prime}, y\right)
$$

for all $x, x^{\prime} \in E$ and all $y \in F$. Similarly,

$$
g\left(x, y+y^{\prime}\right)=g(x, y)+g\left(x, y^{\prime}\right)
$$

for all $x \in E$ and all $y, y^{\prime} \in F$. Thus $g$ is $\mathbb{Z}$-bilinear.
8.3 Theorem. Let $A$ be a Hausdorff ring. There is a complete Hausdorff ring $\widehat{A}$ containing $A$ as a dense subring. If $A$ is commutative, so is $\widehat{A}$. If 1 is the identity element for $A, 1$ is also the identity element of $\hat{A}$. If $A$ is also a
dense subring of a complete Hausdorff ring $B$, there is a unique topological isomorphism $h$ from $\widehat{A}$ to $B$ satisfying $h(x)=x$ for all $x \in A$.

Proof. Let $\widehat{A}$ be the completion of the additive group $A$. We need only apply 8.2 to multiplication, viewed as a continuous $\mathbb{Z}$-bilinear function from $A \times A$ to $\widehat{A}$, to conclude that there is a continuous multiplication on $\widehat{A}$ that is distributive over addition and induces on $A$ the given multiplication. Verifying the associativity of multiplication on $\widehat{A}$ and the remaining assertions about multiplication is similar to establishing the $\mathbb{Z}$-bilinearity of $g$ in the proof of 8.2. The final assertion follows from 8.1.
8.4 Theorem. If $f$ is a continuous homomorphism from a Hausdorff ring $A_{1}$ to a Hausdorff ring $A_{2}$, there is a unique continuous homomorphism $\hat{f}$ from $\widehat{A_{1}}$ to $\widehat{A}_{2}$ extending $f$; moreover, if $f$ is a topological isomorphism, so is $\widehat{f}$.

The statement is a consequence of 8.1.
8.5 Theorem. Let $A$ be a topological ring, and let $\mathcal{J}$ be a filter base of closed ideals.
(1) If $A / J$ is complete for each $J \in \mathcal{J}$, then $\varliminf_{J \in \mathcal{J}}(A / J)$ is complete.
(2) If $A$ is Hausdorff, if $\mathcal{J}$ converges to zero, and if some $L \in \mathcal{J}$ is complete, then the canonical homomorphism $g$ from $A$ to $\varliminf_{J \in \mathcal{J}}(A / J)$ is a topological isomorphism.

Proof. (1) follows from 7.8, 5.20, and 7.5. To prove (2), it suffices by 5.22 to prove that the range of $g$ is $\varliminf_{J \in \mathcal{J}}(A / J)$. Let $z \in \varliminf_{J \in \mathcal{J}}(A / J)$. With the notation of $5.19, p r_{L}(z)=a+L$ for some $a \in A$ and hence $p r_{L}(z)$ is complete by the remark following 7.10 and 7.13. Let

$$
\mathcal{J}_{L}=\{J \in \mathcal{J}: J \subseteq L\} .
$$

Then the set of all the subsets $\operatorname{pr}_{J}(z)$ such that $J \in \mathcal{J}_{L}$ of $A$ is a Cauchy filter base on $p r_{L}(z)$, for if $V$ is a neighborhood of zero, there exists $J \in \mathcal{J}_{L}$ such that $J \subseteq V$, so the coset $p r_{J}(z)$ of $J$ is $V$-small. Consequently, as each coset of each $J \in \mathcal{J}$ is closed, there exists

$$
c \in \bigcap_{J \in \mathcal{J}_{L}} p r_{J}(z)
$$

Thus for each $J \in \mathcal{J}_{L}, c$ belongs to the coset $p r_{J}(z)$ of $J$, so

$$
p r_{J}(g(c))=c+J=p r_{J}(z)
$$

and for any $K \in \mathcal{J}$, there exists $J \in \mathcal{J}_{L}$ such that $J \subseteq K$, so

$$
p r_{K}(g(c))=f_{K, J}\left(p r_{J}(g(c))\right)=f_{K, J}\left(p r_{J}(z)\right)=p r_{K}(z)
$$

Thus $g(c)=z$, and the proof is complete.
8.6 Theorem. Let $E$ be a Hausdorff module over a Hausdorff ring $A$. There is a unique scalar multiplication from $\widehat{A} \times \widehat{E}$ to $\widehat{E}$ that makes $\widehat{E}$ into a topological $\widehat{A}$-module and extends the given scalar multiplication of the $A$-module $E$; moreover, if $E$ is a unitary $A$-module, $\widehat{E}$ is a unitary $\widehat{A}$-module.

Proof. By 8.2 there is a continuous scalar multiplication from $\widehat{A} \times \widehat{E}$ to $\widehat{E}$ that extends the given scalar multiplication from $A \times E$ to $E$ and satisfies

$$
\begin{aligned}
& \lambda(x+y)=\lambda x+\lambda y \\
& (\lambda+\mu) x=\lambda x+\mu x
\end{aligned}
$$

for all $x, y \in \widehat{E}$ and all $\lambda, \mu \in \widehat{A}$. A proof similar to that establishing the bilinearity of $g$ in 8.2 establishes the identity

$$
(\lambda \mu) x=\lambda(\mu x)
$$

for all $\lambda, \mu \in \widehat{A}$ and all $x \in \widehat{E}$ and, if $E$ is a unitary $A$-module, the identity $1 x=x$ for all $x \in \widehat{E}$.

Often we regard $\widehat{E}$ as an $A$-module by restricting scalar multiplication from $\widehat{A} \times \widehat{E}$ to $A \times \widehat{E}$. The analogues of 8.4 and 8.5 hold with essentially the same proofs:
8.7 Theorem. Let $A$ be a Hausdorff ring, $E_{1}$ and $E_{2}$ Hausdorff $A$ modules. If $u$ is a continuous homomorphism from $E_{1}$ to $E_{2}$, there is a unique continuous homomorphism $\widehat{u}$ from the $\widehat{A}$-module $\widehat{E}_{1}$ to the $\widehat{A}$-module $\widehat{E}_{2}$ extending $u$; moreover, if $u$ is a topological isomorphism, so is $\widehat{u}$.
8.8 Theorem. Let $E$ be a topological $A$-module, and let $\mathcal{M}$ be a filter base of closed submodules of $E$.
(1) If $E / M$ is complete for each $M \in \mathcal{M}$, then $\varliminf_{M \in \mathcal{M}}(E / M)$ is complete.
(2) If $E$ is Hausdorff, if $\mathcal{M}$ converges to zero, and if some $L \in \mathcal{M}$ is complete, then the canonical homomorphism $g$ from $E$ to $\varliminf_{M \in \mathcal{M}}(E / M)$ is a topological isomorphism.

Finally, the ring analogue of 6.11 holds:
8.9 Theorem. If the topology of a topological ring $A$ is given by a[n] [ultra]norm $N$, the topology of $\widehat{A}$ is given by a[n] [ultra]norm $\widehat{N}$ that extends $N$.

Proof. By 6.11 there is a unique [ultra]norm $\hat{N}$ on the additive group $\widehat{A}$ that extends $N$ and defines the topology of $\widehat{A}$. Moreover, since $\widehat{N}$ is continuous by 1.4 , the function

$$
f:(x, y) \rightarrow \widehat{N}(x) \widehat{N}(y)-\widehat{N}(x y)
$$

is continuous on $\hat{A} \times \hat{A}$, so $f^{-1}\left(\mathbb{R}_{\geq 0}\right)$ is closed and contains $A \times A$ and hence is all of $\widehat{A} \times \widehat{A}$. Thus $\widehat{N}$ is a[n] [ultra]norm on the ring $\widehat{A}$.

## Exercises

8.1 If $A$ is a complete metrizable ring, any homomorphism from $A$ into the topological ring $\mathbb{R}$ is continuous. [Use Exercise 6.3.]
8.2 (a) The only complete separable metrizable ring topology on the field $\mathbb{R}$ is the usual topology. [Use 6.14 and Exercise 8.1.] (b) The only automorphism of the field $\mathbb{R}$ is the identity automorphism.
8.3 (Andrunakievich and Arnautov [1966]) Let $A$ be a Hausdorff ring with identity 1 in which every nonzero left or right ideal is dense and in which there is a neighborhood $V$ of zero such that for every neighborhood $W$ of zero there exists $n \geq 1$ such that $V^{m} \subseteq W$ for all $m \geq n$. Let $a \in A^{*}$. (a) For any neighborhood $U$ of zero there exists $x \in A$ such that $a x+1 \in U$. (b) There exists $n \geq 1$ such that $V^{m+1}+V^{m} \subseteq V$ for all $m \geq n$. (c) There exists $y \in A$ such that $a y+1 \in V^{n}$. [Use (a) and expand ( $\left.a x+1\right)^{n}$.] (d) $\sum_{k=1}^{r}(a y+1)^{k} \in V$ for all $r \geq 1$. [Use induction and (b).] (e) The sequence $\left(s_{p}\right)_{p \geq 1}$, defined by

$$
s_{p}=\sum_{k=0}^{p} y(a y+1)^{k},
$$

is a Cauchy sequence. (f) Let

$$
d=\lim _{p \rightarrow \infty} s_{p} \in \widehat{A}
$$

Then

$$
y a d=y a\left(d-s_{p}\right)+s_{p+1}-s_{p}-y .
$$

[Use geometric series.] (g) $a(-d)=1$. (h) Every nonzero element of $A$ is invertible in $\widehat{A}$.
8.4 Let $A$ be a commutative topological ring with identity whose topology is given by a norm. The following statements are equivalent:
$1^{\circ}$ Every nonzero ideal of $A$ is dense.
$2^{\circ}$ There is a subfield $F$ of $\widehat{A}$ containing $A$.
[Use Exercise 8.3.]

## 9 Baire Spaces

Here we shall use Baire category concepts to establish that a complete, metrizable additive group topology on a ring for which multiplication is separately continuous in each variable is actually a ring topology.
9.1 Definition. Let $E$ be a topological space. A subset $X$ of $E$ is rare (or nowhere dense) if the closure of $X$ has empty interior (that is, if $\bar{X}^{\circ}=\emptyset$ ). A subset $Y$ of $E$ is meager (or a first Baire category subset of $E$ ) if $Y$ is the union of countably many rare subsets.

Clearly any subset of a rare [meager] subset of $E$ is a rare [meager] subset, and the union of countably many meager subsets of $E$ is meager.
9.2 Theorem. The following properties of a topological space $E$ are equivalent:
$1^{\circ}$ The intersection of any countable family of dense open subsets of $E$ is dense.
$2^{\circ}$ No meager subset of $E$ contains a nonempty open subset.
$3^{\circ}$ Every nonempty open subset of $E$ is nonmeager.
$4^{\circ}$ The complement of any meager subset of $E$ is dense.
The proof follows readily from the fact that a subset of $E$ is meager if and only if it is contained in the union of countably many closed sets, each having an empty interior.
9.3 Definition. A topological space $E$ is a Baire space if $E$ satisfies the equivalent properties of Theorem 9.2.

If $d$ is a metric on $E$, the diameter of a nonempty subset $X$ of $E$, denoted by $\operatorname{diam}(X)$, is defined to be $\sup \{d(x, y): x, y \in X\}$.
9.4 Theorem. (1) A locally compact space is a Baire space. (2) A topological space whose topology is given by a complete metric is a Baire space.

Proof. Let $E$ be either locally compact or a complete metric space, let $\left(U_{n}\right)_{n \geq 1}$ be a sequence of dense open subsets of $E$, and let $P$ be a nonempty open subset. We shall show that

$$
\left(\bigcap_{n=1}^{\infty} U_{n}\right) \cap P \neq \emptyset
$$

Since $E$ is regular and since each $U_{n}$ is dense, there is a decreasing sequence $\left(V_{n}\right)_{n \geq 1}$ of nonempty open sets such that $V_{1}=P$ and

$$
\bar{V}_{n+1} \subseteq P \cap V_{n} \cap U_{n}
$$

If $E$ is locally compact, we may further assume that $\bar{V}_{2}$ is compact; then there exists

$$
c \in \bigcap_{n=1}^{\infty} \bar{V}_{n} \subseteq\left(\bigcap_{n=1}^{\infty} U_{n}\right) \cap P
$$

If $d$ is a complete metric defining the topology of $E$, we may further assume that $\operatorname{diam}\left(V_{n}\right) \leq 1 / n$ for all $n \geq 2$; then if $c_{n} \in V_{n}$ for all $n \geq 1,\left(c_{n}\right)_{n \geq 1}$ is a Cauchy sequence for $d$, and if $c$ is its limit,

$$
c \in \bigcap_{n=2}^{\infty} \bar{V}_{n} \subseteq\left(\bigcap_{n=1}^{\infty} U_{n}\right) \cap P . \bullet
$$

9.5 Theorem. Let $E, F$, and $G$ be commutative topological groups, and let $f$ be a $\mathbb{Z}$-bilinear function from $E \times F$ into $G$ such that for each $a \in E, y \rightarrow f(a, y)$ from $F$ to $G$ is continuous at zero, and for each $b \in F$, $x \rightarrow f(x, b)$ from $E$ to $G$ is continuous at zero. If $E$ is metrizable and $F$ a Baire space, then $f$ is continuous.

Proof. By 2.14, it suffices to show that $f$ is continuous at ( 0,0 ). Let $W$ be a neighborhood of zero in $G$, and let $V$ be a closed neighborhood of zero in $G$ such that $V+V \subseteq W$. Let $\left(U_{n}\right)_{n \geq 1}$ be a decreasing fundamental sequence of symmetric neighborhoods of zero in $E$. For each $n \geq 1$, let

$$
T_{n}=\left\{y \in F: f\left(U_{n} \times\{y\}\right) \subseteq V\right\}
$$

Since $x \rightarrow f(x, y)$ is continuous for each $y \in F$,

$$
F=\bigcup_{n=1}^{\infty} T_{n}
$$

Since $V$ is closed and since $y \rightarrow f(x, y)$ is continuous for each $x \in E, T_{n}$ is closed. Then for some $m \geq 1, T_{m}$ has an interior point $t$ as $F$ is a Baire space. Let $T=T_{m}+\left(-T_{m}\right)$; then as $0=t+(-t)$, zero is an interior point of $T$. As $U_{m}$ is symmetric,

$$
f\left(U_{m} \times T\right) \subseteq V+V \subseteq W
$$

Thus $f$ is continuous at $(0,0)$.
9.6 Theorem. If $\mathcal{T}$ is a complete metrizable additive group topology on a ring $A$ such that for each $a \in A, x \rightarrow a x$ and $x \rightarrow x a$ are continuous at zero, then $\mathcal{T}$ is a ring topology.

The assertion follows from 9.4 and 9.5 . Actually, a stronger result is available:
9.7 Theorem. If $\mathcal{T}$ is a topology on a ring $A$ defined by a complete metric such that for each $a \in A, x \rightarrow a+x, x \rightarrow a x$, and $x \rightarrow x a$ are continuous, then $\mathcal{T}$ is a ring topology.

The assertion follows from 6.13 and 9.6.
9.8 Theorem. Let $A$ be a topological ring, and let $E$ be an $A$-module furnished with an additive group topology such that for each $\alpha \in A, x \rightarrow \alpha x$ from $E$ to $E$ is continuous at zero and for each $c \in E, \lambda \rightarrow \lambda c$ from $A$ to $E$ is continuous at zero. If $A$ is metrizable and $E$ a Baire space, or if $A$ is a Baire space and $E$ metrizable, then $E$ is a topological $A$-module.

The assertion follows from 9.4 and 9.5 .

## Exercises

9.1 Let $E$ be a topological space. (a) If $A$ is an open subset of $E$, then $A$ is a meager subset of $E$ if and only if there is a sequence $\left(U_{n}\right)_{n \geq 1}$ of open dense subsets of $A$ such that

$$
\bigcap_{n=1}^{\infty} U_{n}=\emptyset .
$$

(b) If $A$ is a meager open subset of $E$ and if $B$ is an open set of which $A$ is a dense subset, then $B$ is meager.
9.2 A separable metrizable group $G$ that is a nonmeager subset of itself is a Baire space. [If $G$ contains a nonempty meager open set $P$, show that the union of a maximal family of mutually disjoint open meager subsets of $G$ is a dense, meager subset of $G$, and apply Exercise 9.1(b).]
9.3 A subset $A$ of a topological space $E$ is a nonmeager subset of itself if and only if $A$ is a nonmeager subset of $\bar{A}$.
9.4 The cartesian product $E$ of a family $\left(E_{\lambda}\right)_{\lambda \in L}$ of complete metric spaces is a Baire space. [Argue as in the proof of 9.4 by letting $V_{n}$ be the cartesian product of $\left(V_{n, \lambda}\right)_{\lambda \in L}$ where, if $V_{n, \lambda} \neq E_{\lambda}$, then $\operatorname{diam}\left(V_{n, \lambda}\right) \leq 1 / n$.]

## 10 Summability

A net in a set $E$ is a family of elements of $E$ indexed by a directed set. Thus a net in $E$ is simply a function from a directed set to $E$. Let $\left(z_{\alpha}\right)_{\alpha \in D}$ be a net in $E$, and let $\leq$ be the direction of $D$. For each $\beta \in D$ let $F_{\beta}=\left\{z_{\gamma}: \gamma \geq \beta\right\}$. Then $\left\{F_{\beta}: \beta \in D\right\}$ is a filter base on $E$, called the filter base generated by $\left(z_{\alpha}\right)_{\alpha \in D}$. If $E$ is a topological space, the net $\left(x_{\alpha}\right)_{\alpha \in D}$ converges to $c \in E$ if the associated filter base does, that is, if for every neighborhood $V$ of $c$ there exists $\beta \in D$ such that $x_{\gamma} \in V$ for all $\gamma \geq \beta$. Similarly, $c$ is adherent to $\left(z_{\alpha}\right)_{\alpha \in D}$ if $c$ is adherent to the associated filter base, that is, if

$$
c \in \bigcap_{\beta \in D} \bar{F}_{\beta}
$$

If $E$ is a topological group, a net in $E$ is a Cauchy net if the associated filter base is a Cauchy filter base.

Here, we shall primarily be concerned with the directed set $\mathcal{F}(A)$ of all finite subsets of a set $A$, directed by the relation $\subseteq$.
10.1 Definition. Let $G$ be a Hausdorff commutative group, $\left(x_{\alpha}\right)_{\alpha \in A}$ a family of elements of $G$. An element $s$ of $G$ is the sum of $\left(x_{\alpha}\right)_{\alpha \in A}$ if the net $\left(s_{J}\right)_{J \in \mathcal{F}(A)}$ converges to $s$, where for each $J \in \mathcal{F}(A)$,

$$
s_{J}=\sum_{\alpha \in J} x_{\alpha}
$$

The family $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if it has a sum.
Thus $s$ is the sum of $\left(x_{\alpha}\right)_{\alpha \in A}$ if and only if for each neighborhood $V$ of $s$ there exists $J_{V} \in \mathcal{F}(A)$ such that

$$
\sum_{\alpha \in J} x_{\alpha} \in V
$$

for all $J \in \mathcal{F}(A)$ containing $J_{V}$.
The sum $s$ of a summable family $\left(x_{\alpha}\right)_{\alpha \in A}$ of elements of $G$ is usually denoted by

$$
\sum_{\alpha \in A} x_{\alpha} .
$$

10.2 Theorem. If $\left(x_{\alpha}\right)_{\alpha \in A}$ is a family of elements of a Hausdorff commutative group $G$ having a sum $s$, then for any permutation $\sigma$ of $A, s$ is also the sum of $\left(x_{\sigma(\alpha)}\right)_{\alpha \in A}$.

Proof. Let $V$ be a neighborhood of $s$. If

$$
\sum_{\alpha \in J} x_{\alpha} \in V
$$

for all finite subsets $J$ of $A$ containing $J_{V}$, then

$$
\sum_{\alpha \in K} x_{\sigma(\alpha)} \in V
$$

for all finite subsets $K$ of $A$ containing $\sigma^{-1}\left(J_{V}\right)$. •
10.3 Definition. A family $\left(x_{\alpha}\right)_{\alpha \in A}$ of elements of a Hausdorff commutative group $G$ satisfies Cauchy's Condition if for every neighborhood $V$ of zero there is a finite subset $J_{V}$ of $A$ such that

$$
\sum_{\alpha \in K} x_{\alpha} \in V
$$

for every finite subset $K$ of $A$ disjoint from $J_{V}$.
10.4 Theorem. Let $\left(x_{\alpha}\right)_{\alpha \in A}$ be a family of elements of a Hausdorff commutative group G. If $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable, then $\left(x_{\alpha}\right)_{\alpha \in A}$ satisfies Cauchy's Condition. If $G$ is complete, then $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if and only if $\left(x_{\alpha}\right)_{\alpha \in A}$ satisfies Cauchy's Condition.

Proof. Cauchy's Condition is equivalent to the statement that $\left(s_{J}\right)_{J \in \mathcal{F}(A)}$ is a Cauchy net (where $s_{J}=\sum_{\alpha \in J} x_{\alpha}$ for all $J \in \mathcal{F}(A)$ ). Indeed, let $V$ be a neighborhood of zero, and let $W$ be a symmetric neighborhood of zero such that $W+W \subseteq V$. If $\left(x_{\alpha}\right)_{\alpha \in A}$ satisfies Cauchy's Condition, there exists $J_{W} \in \mathcal{F}(A)$ such that $s_{K} \in W$ for all $K \in \mathcal{F}(A)$ disjoint from $J_{W}$. Hence if $J_{1}$ and $J_{2}$ are any finite subsets of $A$ containing $J_{W}$,

$$
\begin{aligned}
s_{J_{1}}-s_{J_{2}}= & \left(s_{J_{1}}-s_{J_{W}}\right)-\left(s_{J_{2}}-s_{J_{W}}\right) \\
& =s_{J_{1} \backslash J_{W}}-s_{J_{2} \backslash J_{W}} \in W+W \subseteq V .
\end{aligned}
$$

Conversely, if $\left(s_{J}\right)_{J \in \mathcal{F}(A)}$ is a Cauchy net, there exists $J_{V} \in \mathcal{F}(A)$ such that

$$
s_{J_{1}}-s_{J_{2}} \in V
$$

for all finite subsets $J_{1}, J_{2}$ of $A$ containing $J_{V}$; hence for any finite subset $K$ of $A$ disjoint from $J_{V}$,

$$
s_{K}=s_{K \cup J_{V}}-s_{J_{V}} \in V
$$

The assertions therefore follow from 7.2 and 7.3.
10.5 Theorem. If $\left(x_{\alpha}\right)_{\alpha \in A}$ is a summable family of elements of thausdorff commutative group $G$, then for every neighborhood $V$ of zero, $x_{\alpha} \in V$ for all but finitely many $\alpha \in A$. If $G$ is complete and if the open subgroups of $G$ form a fundamental system of neighborhoods of zero, then $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if and only if for every neighborhood $V$ of zero, $x_{\alpha} \in V$ for all but finitely many $\alpha \in A$.

Proof. By 10.4 there is a finite subset $K$ of $A$ such that $x_{\alpha} \in V$ whenever $\{\alpha\} \cap K=\emptyset$, that is, whenever $\alpha \in A \backslash K$. Conversely, if $U$ is an open subgroup and if $K$ is a finite subset of $A$ such that $x_{\alpha} \in U$ for all $\alpha \notin K$, then

$$
\sum_{\alpha \in J} x_{\alpha} \in U
$$

for all finite subsets $J$ of $A$ disjoint from $K$. •
10.6 Corollary. If $G$ is a metrizable topological group and if $\left(x_{\alpha}\right)_{\alpha \in A}$ is a summable family of elements of $G$, then $x_{\alpha}=0$ for all but countably many $\alpha \because A$.
10.7 Theorem. If $G$ is a complete Hausdorff commutative group and if $\left(x_{\alpha}\right)_{\alpha \in A}$ is a summable family of elements of $G$, then for any subset $B$ of $A,\left(x_{\alpha}\right)_{\alpha \in B}$ is summable.

Proof. If $\left(x_{\alpha}\right)_{\alpha \in A}$ satisfies Cauchy's Condition, then a fortiori $\left(x_{\alpha}\right)_{\alpha \in B}$ satisfies Cauchy's Condition, so the assertion follows from 10.4.
10.8 Theorem. If $\left(x_{\alpha}\right)_{\alpha \in A}$ is a summable family of elements of a Hausdorff commutative group $G$ and if $\left(A_{\lambda}\right)_{\lambda \in L}$ is a partition of $A$ such that $\left(x_{\alpha}\right)_{\alpha \in A_{\lambda}}$ is summable with sum $s_{\lambda}$ for each $\lambda \in L$, then $\left(s_{\lambda}\right)_{\lambda \in L}$ is summable, and

$$
\sum_{\lambda \in L} s_{\lambda}=\sum_{\alpha \in A} x_{\alpha}
$$

Proof. Let

$$
s=\sum_{\alpha \in A} x_{\alpha}
$$

and let $V$ be a closed neighborhood of zero. For each finite subset $J$ of $A$, let

$$
s_{J}=\sum_{\alpha \in J} x_{\alpha}
$$

By hypothesis there is a finite subset $J_{V}$ of $A$ such that $s-s_{J} \in V$ for every finite subset $J$ of $A$ containing $J_{V}$. Let

$$
K_{V}=\left\{\lambda \in L: A_{\lambda} \cap J_{V} \neq \emptyset\right\}
$$

a finite subset of $L$. To show that

$$
s-\sum_{\lambda \in K} s_{\lambda} \in V
$$

for every finite subset $K$ of $L$ containing $K_{V}$, it suffices by (3) of 3.3 to show that for any neighborhood $W$ of zero,

$$
s-\sum_{\lambda \in K} s_{\lambda} \in V+W
$$

Let $n$ be the number of elements in $K$. By 2.10 there is a symmetric neighborhood $U$ of zero such that $U+U+\cdots+U$ ( $n$ terms) $\subseteq W$. By hypothesis, for each $\lambda \in K$ there is a finite subset $J_{\lambda}$ of $A_{\lambda}$ containing $J_{V} \cap A_{\lambda}$ such that for any finite subset $I_{\lambda}$ of $A_{\lambda}$ containing $J_{\lambda}$,

$$
s_{\lambda}-\sum_{\alpha \in I_{\lambda}} x_{\alpha} \in U
$$

Let

$$
J=\bigcup_{\lambda \in K} J_{\lambda}
$$

a finite subset of $A$. Then $J \supseteq J_{V}$, so as

$$
\sum_{\alpha \in J} x_{\alpha}=\sum_{\lambda \in K}\left(\sum_{\alpha \in J_{\lambda}} x_{\alpha}\right)
$$

we have
$s-\sum_{\lambda \in K} s_{\lambda}=s-\sum_{\alpha \in J} x_{\alpha}-\sum_{\lambda \in K}\left(s_{\lambda}-\sum_{\alpha \in J_{\lambda}} x_{\alpha}\right) \in V+U+\cdots+U \subseteq V+W$.
Thus as $G$ is regular by 3.4 ,

$$
s=\sum_{\lambda \in L} s_{\lambda} .
$$

10.9 Theorem. Let $\left(x_{\alpha}\right)_{\alpha \in A}$ be a family of elements of a Hausdorff commutative group $G$. If $\left\{A_{1}, \ldots, A_{n}\right\}$ is a partition of $A$ and if $\left(x_{\alpha}\right)_{\alpha \in A_{k}}$ is summable for each $k \in[1, n]$, then $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable, and

$$
\sum_{\alpha \in A} x_{\alpha}=\sum_{k=1}^{n}\left(\sum_{\alpha \in A_{k}} x_{\alpha}\right)
$$

Proof. Let $V$ be a neighborhood of zero. By 2.10 there is a symmetric neighborhood $W$ of zero such that $W+W+\cdots+W$ ( $n$ terms) $\subseteq V$. For each $k \in[1, n]$ there is a finite subset $J_{k}$ of $A_{k}$ such that for any finite subset $I_{k}$ of $A_{k}$ containing $J_{k}$,

$$
\sum_{\alpha \in A_{k}} x_{\alpha}-\sum_{\alpha \in I_{k}} x_{\alpha} \in W
$$

Let

$$
J_{V}=\bigcup_{k=1}^{n} J_{k}
$$

If $J$ is a finite subset of $A$ containing $J_{V}$, then for each $k \in[1, n], J \cap A_{k} \supseteq J_{k}$, so

$$
\sum_{\alpha \in A_{k}} x_{\alpha}-\sum_{\alpha \in J \cap A_{k}} x_{\alpha} \in W
$$

and therefore
$\sum_{k=1}^{n}\left(\sum_{\alpha \in A_{k}} x_{\alpha}\right)-\sum_{\alpha \in J} x_{\alpha}=\sum_{k=1}^{n}\left(\sum_{\alpha \in A_{k}} x_{\alpha}-\sum_{\alpha \in J \cap A_{k}} x_{\alpha}\right) \in W+W+\ldots W \subseteq V$.
10.10 Theorem. Let $G$ be the cartesian product of a family $\left(G_{\lambda}\right)_{\lambda \in L}$ of Hausdorff commutative groups. Then $s$ is the sum of a family $\left(x_{\alpha}\right)_{\alpha \in A}$ of elements of $G$ if and only if $p r_{\lambda}(s)$ is the sum of $\left(p r_{\lambda}\left(x_{\alpha}\right)\right)_{\alpha \in A}$ for each $\lambda \in L$.

Proof. For each finite subset $J$ of $A$ and each $\lambda \in L$, let

$$
s_{J}=\sum_{\alpha \in A} x_{\alpha}, \quad s_{\lambda, J}=\sum_{\alpha \in J} p r_{\lambda}\left(x_{\alpha}\right)
$$

Then $p r_{\lambda}\left(s_{J}\right)=s_{\lambda, J}$. Therefore the net $\left(s_{J}\right)_{J \in \mathcal{F}(A)}$ converges to $\left(s_{\lambda}\right)_{\lambda \in L}$ if and only if for each $\lambda \in L$, the net $\left(s_{\lambda, J}\right)_{J \in \mathcal{F}(A)}$ converges to $s_{\lambda}$. $\bullet$
10.11 Theorem. If $f$ is a continuous homomorphism from a Hausdorff commutative group $G$ to a Hausdorff commutative group $G^{\prime}$ and if $\left(x_{\alpha}\right)_{\alpha \in A}$ is a summable family of elements in $G$, then $\left(f\left(x_{\alpha}\right)\right)_{\alpha \in A}$ is summable, and

$$
\sum_{\alpha \in A} f\left(x_{\alpha}\right)=f\left(\sum_{\alpha \in A} x_{\alpha}\right) .
$$

The proof is easy.
10.12 Corollary. If $\left(x_{\alpha}\right)_{\alpha \in A}$ and $\left(y_{\alpha}\right)_{\alpha \in A}$ are summable families of elements of a Hausdorff commutative group $G$, then so are $\left(x_{\alpha}+y_{\alpha}\right)_{\alpha \in A}$, $\left(-x_{\alpha}\right)_{\alpha \in A}$, and ( $\left.m . x_{\alpha}\right)_{\alpha \in A}$ for any integer $m$, and moreover

$$
\begin{aligned}
\sum_{\alpha \in A}\left(x_{\alpha}+y_{\alpha}\right) & =\sum_{\alpha \in A} x_{\alpha}+\sum_{\alpha \in A} y_{\alpha} \\
\sum_{\alpha \in A}\left(-x_{\alpha}\right) & =-\sum_{\alpha \in A} x_{\alpha} \\
\sum_{\alpha \in A} m \cdot x_{\alpha} & =m \cdot \sum_{\alpha \in A} x_{\alpha}
\end{aligned}
$$

Proof. The first equality is a consequence of 10.11 and the continuity of the homomorphism ( $x, y$ ) $\rightarrow x+y$ from $G \times G$ to $G$. -
10.13 Theorem. Let $G$ be a complete commutative topological group whose topology is given by a norm $N$. If $\left(x_{\alpha}\right)_{\alpha \in A}$ is a family of elements of $G$ such that $\left(N\left(x_{\alpha}\right)\right)_{\alpha \in A}$ is a summable family of real numbers, then $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable, and

$$
N\left(\sum_{\alpha \in A} x_{\alpha}\right) \leq \sum_{\alpha \in A} N\left(x_{\alpha}\right) .
$$

Proof. Let

$$
s=\sum_{\alpha \in A} N\left(x_{\alpha}\right) .
$$

If $K$ is any finite subset of $A$, then

$$
N\left(\sum_{\alpha \in K} x_{\alpha}\right) \leq \sum_{\alpha \in K} N\left(x_{\alpha}\right) \leq s .
$$

Consequently, as Cauchy's Condition holds for $\left(N\left(x_{\alpha}\right)\right)_{\alpha \in A}$ by 10.4, it holds also for $\left(x_{\alpha}\right)_{\alpha \in A}$, and therefore $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable, and moreover,

$$
N\left(\sum_{\alpha \in A} x_{\alpha}\right) \leq s . \bullet
$$

10.14 Theorem. Let $G$ be a complete commutative topological group whose topology is given by an ultranorm $N$, and let $\left(x_{\alpha}\right)_{\alpha \in A}$ be a family of elements of $G$.
(1) $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if and only if for every $e>0, N\left(x_{\alpha}\right) \leq e$ for all but finitely many $\alpha \in A$.
(2) If $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable, then

$$
N\left(\sum_{\alpha \in A} x_{\alpha}\right) \leq \sup _{\alpha \in A} N\left(x_{\alpha}\right)<+\infty .
$$

Proof. (1) follows from 10.5. (2) Let

$$
s=\sum_{\alpha \in A} x_{\alpha}, \quad b=\sup _{\alpha \in A} N\left(x_{\alpha}\right) .
$$

By 10.4 there is a finite subset $J$ of $A$ such that $N\left(x_{\alpha}\right) \leq 1$ if $\alpha \in A \backslash J$. Consequently,

$$
b \leq \sup \left\{1, \sup _{\alpha \in J} N\left(x_{\alpha}\right)\right\}<+\infty
$$

If $b=0$, then $x_{\alpha}=0$ for all $\alpha \in A$, so $s=0$. If $b>0$, there is a finite subset $K$ of $A$ such that

$$
N\left(s-\sum_{\alpha \in K} x_{\alpha}\right) \leq b
$$

so

$$
N(s) \leq \sup \left\{N\left(s-\sum_{\alpha \in K} x_{\alpha}\right), N\left(\sum_{\alpha \in K} x_{\alpha}\right)\right\} \leq \sup \left\{b, \sup _{\alpha \in K} N\left(x_{\alpha}\right)\right\}=b . \bullet
$$

10.15 Theorem. Let $E, F$, and $G$ be Hausdorff commutative groups, let $f$ be a continuous $\mathbb{Z}$-bilinear function from $E \times F$ to $G$, and let $\left(x_{\lambda}\right)_{\lambda \in L}$ be a summable family of elements of $E,\left(y_{\mu}\right)_{\mu \in M}$ a summable family of elements of $F$.
(1) For each $a \in E,\left(f\left(a, y_{\mu}\right)\right)_{\mu \in M}$ is summable, and

$$
\sum_{\mu \in M} f\left(a, y_{\mu}\right)=f\left(a, \sum_{\mu \in M} y_{\mu}\right) .
$$

(2) For each $b \in F,\left(f\left(x_{\lambda}, b\right)\right)_{\lambda \in L}$ is summable, and

$$
\sum_{\lambda \in L} f\left(x_{\lambda}, b\right)=f\left(\sum_{\lambda \in L} x_{\lambda}, b\right) .
$$

(3) If $\left(f\left(x_{\lambda}, y_{\mu}\right)\right)_{(\lambda, \mu) \in L \times M}$ is summable, then

$$
\sum_{(\lambda, \mu) \in L \times M} f\left(x_{\lambda}, y_{\mu}\right)=f\left(\sum_{\lambda \in L} x_{\lambda}, \sum_{\mu \in M} y_{\mu}\right) .
$$

(4) If the open subgroups of $G$ form a fundamental system of neighborhoods of zero, then $\left(f\left(x_{\lambda}, y_{\mu}\right)\right)_{(\lambda, \mu) \in L \times M}$ is summable.

Proof. Since $y \rightarrow f(a, y)$ and $x \rightarrow f(x, b)$ are continuous homomorphisms, (1) and (2) follow from 10.11.
(3) Let

$$
x=\sum_{\lambda \in L} x_{\lambda}, \quad y=\sum_{\mu \in M} y_{\mu} .
$$

For each $\lambda \in L,\left(f\left(x_{\lambda}, y_{\mu}\right)\right)_{\mu \in M}$ is summable and

$$
\sum_{\mu \in M} f\left(x_{\lambda}, y_{\mu}\right)=f\left(x_{\lambda}, y\right)
$$

by (1). Also, $\left(f\left(x_{\lambda}, y\right)\right)_{\lambda \in L}$ is summable and

$$
\sum_{\lambda \in L} f\left(x_{\lambda}, y\right)=f(x, y)
$$

by (2). Thus by 10.8 ,

$$
\sum_{(\lambda, \mu) \in L \times M} f\left(x_{\lambda}, y_{\mu}\right)=\sum_{\lambda \in L}\left(\sum_{\mu \in M} f\left(x_{\lambda}, y_{\mu}\right)\right)=\sum_{\lambda \in L} f\left(x_{\lambda}, y\right)=f(x, y) .
$$

(4) By (3) and 10.5 applied to $\widehat{G}$, it suffices to show that if $U$ is a neighborhood of zero in $G$, then $f\left(x_{\alpha}, y_{\beta}\right) \in U$ for all but finitely many $(\alpha, \beta) \in L \times M$. As $f$ is continuous, there exist neighborhoods $V$ and $W$ of zero in $E$ and $F$ respectively such that $f(V \times W) \subseteq U$. By 10.5 there exist finite subsets $S$ of $L$ and $T$ of $M$ such that $x_{\alpha} \in V$ for all $\alpha \in L \backslash S$ and $y_{\beta} \in W$ for all $\beta \in M \backslash T$. For each $\mu \in T,\left(f\left(x_{\alpha}, y_{\mu}\right)\right)_{\alpha \in L}$ is summable by (2), so by 10.5 there is a finite subset $S_{\mu}$ of $L$ such that $f\left(x_{\alpha}, y_{\mu}\right) \in U$ for all $\alpha \in L \backslash S_{\mu}$. Similarly, for each $\lambda \in S,\left(f\left(x_{\lambda}, y_{\beta}\right)\right)_{\beta \in M}$ is summable by (1), so by 10.5 there is a finite subset $T_{\lambda}$ of $M$ such that $f\left(x_{\lambda}, y_{\beta}\right) \in U$ for all $\beta \in M \backslash T_{\lambda}$. Consequently, $f\left(x_{\alpha}, y_{\beta}\right) \in U$ for all

$$
(\alpha, \beta) \notin\left[\bigcup_{\mu \in T}\left(S_{\mu} \times\{\mu\}\right)\right] \cup\left[\bigcup_{\lambda \in S}\left(\{\lambda\} \times T_{\lambda}\right)\right]
$$

a finite subset of $L \times M$. -
Theorem 10.15 applies, in particular, to scalar multiplication of a topological module. In particular, it applies to multiplication in a topological ring:
10.16 Corollary. Let $\left(x_{\lambda}\right)_{\lambda \in L}$ and $\left(y_{\mu}\right)_{\mu \in M}$ be summable families of elements of a Hausdorff ring $A$. For any $c \in A,\left(c x_{\lambda}\right)_{\lambda \in L}$ and $\left(x_{\lambda} c\right)_{\lambda \in L}$ are summable, and

$$
\sum_{\lambda \in L} c x_{\lambda}=c \sum_{\lambda \in L} x_{\lambda}, \quad \sum_{\lambda \in L} x_{\lambda} c=\sum_{\lambda \in L} x_{\lambda} c .
$$

If $\left(x_{\lambda} y_{\mu}\right)_{(\lambda, \mu) \in L \times M}$ is summable,

$$
\sum_{(\lambda, \mu) \in L \times M} x_{\lambda} y_{\mu}=\left(\sum_{\lambda \in L} x_{\lambda}\right)\left(\sum_{\mu \in M} y_{\mu}\right)
$$

If the open additive subgroups of $A$ form a fundamental system of neighborhoods of zero, then $\left(x_{\lambda} y_{\mu}\right)_{(\lambda, \mu) \in L \times M}$ is summable.

## Exercises

10.1 Let $\left(x_{\alpha}\right)_{\alpha \in A}$ be a family of real numbers. (a) If $x_{\alpha} \in \mathbb{R}_{\geq 0}$ for all $\alpha \in A$ and if

$$
s=\sup _{J \in \mathcal{F}(A)} \sum_{\alpha \in J} x_{\alpha}
$$

then $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if and only if $s<+\infty$, in which case

$$
\sum_{\alpha \in A} x_{\alpha}=s
$$

(b) $\left(x_{\alpha}\right)_{\alpha \in A}$ is summable if and only if $\left(\left|x_{\alpha}\right|\right)_{\alpha \in A}$ is summable.
10.2 A family $\left(z_{\alpha}\right)_{\alpha \in A}$ of complex numbers is summable if and only if $\left(\left|z_{\alpha}\right|\right)_{\alpha \in A}$ is summable.
10.3 If $\left(x_{\lambda}\right)_{\lambda \in L}$ and $\left(y_{\mu}\right)_{\mu \in M}$ are summable families of complex numbers, then $\left(x_{\lambda} y_{\mu}\right)_{(\lambda, \mu) \in L \times M}$ is summable. [Use Exercises 10.2 and 10.1.]
10.4 Let $\mathcal{B}(X)$ be the normed ring Example $1, \S 1$, where $X$ is an infinite set. Give an example of a summable family $\left(f_{\alpha}\right)_{\alpha \in X}$ of members of $\mathcal{B}(X)$ whose sum is the constant function 1 such that $\left(N\left(f_{\alpha}\right)\right)_{\alpha \in X}$ is not summable.
10.5 Let $A$ be a normed ring with norm $N$. If $\left(x_{\lambda}\right)_{\lambda \in L}$ and $\left(y_{\mu}\right)_{\mu \in M}$ are summable families of elements of $A$ such that $\left(N\left(x_{\lambda}\right)\right)_{\lambda \in L}$ and $\left(N\left(y_{\mu}\right)\right)_{\mu \in M}$ are summable families of real numbers, then $\left(x_{\lambda} y_{\mu}\right)_{(\lambda, \mu) \in L \times M}$ is summable.

## 11 Continuity of Inversion and Adversion

The definition of a ring topology does not require that inversion on a topological ring $A$ with identity (the function $x \rightarrow x^{-1}$ on $A^{\times}$) be continuous; if it is, we say that $A$ is a topological ring with continuous inversion. It is easy to see that if $A$ is a ring with identity and if $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ is a family of ring topologies on $A$ for which inversion is continuous, then inversion is continuous for $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$. In particular, the supremum of a family of division ring topologies is a division ring topology.

To show that inversion is continuous on $A^{\times}$, it suffices to show that it is continuous at 1 :
11.1 Theorem. Let $\mathcal{T}$ be a topology on a group $G$, denoted multiplicatively, such that for each $c \in G$, the functions $x \rightarrow c x$ and $x \rightarrow x c$ are continuous from $G$ to $G$. If inversion is continuous at 1 , it is continuous everywhere.

Proof. Let $c \in G$, and let $V$ be a neighborhood of $c^{-1}$. Clearly $x \rightarrow$ $c x$ is a homeomorphism, so $c V$ is a neighborhood of 1 . By hypothesis there is a neighborhood $U$ of 1 such that $U^{-1} \subseteq c V$. Also, $x \rightarrow x c$ is a homeomorphism, so $U c$ is a neighborhood of $c$. Clearly

$$
(U c)^{-1}=c^{-1} U^{-1} \subseteq V
$$

Let $A$ be a commutative ring with identity, and let $T$ be the set of all cancellable elements of $A$ (that is, the complement of the set of zerodivisors). A total quotient ring of $A$ is a ring $B$ containing $A$ as a subring such that each $t \in T$ is invertible in $B$ and $B=\{x / t: x \in A, t \in T\}$. The proof that each integral domain $A$ is a subdomain of a field $B$ may be carried over without essential alteration to show that each commutative
ring $A$ has a total quotient ring. Moreover, if $B$ and $B^{\prime}$ are total quotient rings of $A$, there is a unique isomorphism $f$ from $B$ to $B^{\prime}$ such that $f(x)=x$ for all $x \in A$. Consequently, we may speak of the quotient ring $Q(A)$ of $A$.

A subset $S$ of a commutative ring $A$ with identity is multiplicative if $1 \in S, 0 \notin S$, and $x y \in S$ whenever $x \in S$ and $y \in S$. For example, the subset $T$ of cancellable elements is multiplicative. If $S$ is a multiplicative subset of $T$, we denote by $S^{-1} A$ the subring of the total quotient ring $Q(A)$ of $A$ consisting of all the elements $x / s$ where $x \in A$ and $y \in S$; in particular, $Q(A)=T^{-1} A$. If $A$ is an integral domain, then $T=A^{*}$, and $T^{-1} A$, or $Q(A)$, is the quotient field of $A$.

For any Hausdorff ring topology $\mathcal{T}$ on a field $K$ there is a Hausdorff field topology $\mathcal{S}$ on $K$ weaker than $\mathcal{T}$, a consequence of the following theorem:
11.2 Theorem. Let $\mathcal{T}$ be a ring topology on a commutative ring $A$ with identity, and let $S$ be a multiplicative set of cancellable elements of $A$ such that $S$ is a neighborhood of 1 and, for each $s \in S, x \rightarrow s x$ is an open mapping from $A$ to $A$. Of all the ring topologies on $S^{-1} A$ for which inversion is continuous and which induce on $A$ a topology weaker than $\mathcal{T}$, there is a strongest $\mathcal{S}$. If $\mathcal{T}$ is Hausdorff, so is $\mathcal{S}$. If $\mathcal{V}$ is a fundamental system of symmetric neighborhoods of zero for $\mathcal{T}$ such that $1+V \subseteq S$ for each $V \in \mathcal{V}$, then $\tilde{\mathcal{V}}$ is a fundamental system of symmetric neighborhoods of zero for $\mathcal{S}$, where

$$
\tilde{\mathcal{V}}=\{\tilde{V}: V \in \mathcal{V}\}
$$

and for each $V \in \mathcal{V}$,

$$
\tilde{V}=\left\{\frac{v}{1+w}: v, w \in V\right\}
$$

Proof. Clearly $\tilde{\mathcal{V}}$ is a filter base of symmetric subsets of $S^{-1} A$. If $V \in \mathcal{V}$, there exists $U \in \mathcal{V}$ such that $U+U+U U+U U \subseteq V$; easy calculations then establish that $\tilde{U}+\tilde{U} \subseteq \tilde{V}$ and $\tilde{U} \tilde{U} \subseteq \tilde{V}$. If $a \in A, s \in S$, and $V \in \mathcal{V}$, there exists $U \in \mathcal{V}$ such that $a U \subseteq V$ and $U \subseteq V$; as $x \rightarrow s x$ is open, there exists $W \in \mathcal{V}$ such that $W \subseteq U \cap s U$; therefore $a s^{-1} \tilde{W} \subseteq a \tilde{U} \subseteq \tilde{V}$. Thus $\tilde{\mathcal{V}}$ is a fundamental system of neighborhoods of zero for a ring topology $\mathcal{S}$ on $S^{-1} A$.

If $\mathcal{T}$ is Hausdorff, so is $\mathcal{S}$. Indeed, let $a \in A^{*}$ and $s \in S$. Then there exists $U \in \mathcal{V}$ such that $a \notin U$. There exists $W \in \mathcal{V}$ such that $W+W \subseteq U$, and there exists $V \in \mathcal{V}$ such that $s V \subseteq W$ and $a V \subseteq W$. Then $s^{-1} a \notin \tilde{V}$.

To show that inversion is continuous at 1 for $\mathcal{S}$, let $V \in \mathcal{V}$. There exists $U \in V$ such that $U+U \subseteq V$. Then $(1+\tilde{U})^{-1} \subseteq 1+\tilde{V}$, for if $u, v \in U$, then

$$
\left(1+\frac{u}{1+v}\right)^{-1}=\frac{1+v}{1+u+v}=1+\frac{-u}{1+u+v} \in 1+\tilde{V} .
$$

Thus inversion is continuous for $\mathcal{S}$ by 11.1.
Let $\mathcal{S}^{\prime}$ be a ring topology on $S^{-1} A$ for which inversion is continuous and which induces on $A$ a topology weaker than $\mathcal{T}$, and let $T$ be a neighborhood of zero for $\mathcal{S}^{\prime}$. As

$$
(x, y) \rightarrow \frac{x}{1+y}
$$

is continuous at $(0,0)$ for the cartesian product topology determined by $\mathcal{S}^{\prime}$, there is a neighborhood $W$ of zero for $\mathcal{S}^{\prime}$ such that $W(1+W)^{-1} \subseteq T$. By assumption, there exists $V \in \mathcal{V}$ such that $V \subseteq W \cap A$. Hence $\tilde{V} \subseteq T$. Thus $\mathcal{S}$ is stronger than $\mathcal{S}^{\prime}$.
11.3 Corollary. If $\mathcal{T}$ is a Hausdorff ring topology on a field $K$, then of all the field topologies on $K$ weaker than $\mathcal{T}$ there is a strongest $\mathcal{S}$, and $\mathcal{S}$ is Hausdorff.

Proof. We need only let $S=K^{*}$ in 11.2 , for then $S^{-1} K=K$.
11.4 Definition. Circulation or the circle composition on a ring $A$ is the composition o defined by

$$
x \circ y=x+y-x y
$$

for all $x, y \in A$. An element of $A$ is [left, right] advertible if it is [left, right] invertible for 0 .
11.5 Theorem. Let $A$ be a ring. (1) Circulation on $A$ is an associative composition with neutral element zero. (2) Circulation on $A$ is commutative if and only if multiplication is commutative. (3) For any $a, b \in A$, if $a b$ is left [right] advertible, so is ba.

Proof. The proofs of (1) and (2) are easy. (3) If $y \circ a b=0$, then (bya$b a) \circ b a=0$, and similarly if $a b \circ y=0$, then $b a \circ(b y a-b a)=0$. $\bullet$

By (1) of 11.5 , if $x \in A$, there is at most one element $y \in A$ such that $x \circ y=0=y \circ x$. If such an element exists, it is called the adverse of $x$ and denoted by $x^{a}$. We shall denote by $A^{a}$ the group (under $\circ$ ) of all advertible elements of $A$, and call the function $x \rightarrow x^{a}$ from $A^{a}$ to $A^{a}$ (or any larger set) adversion. If $A$ is a topological ring and adversion is continuous on $A^{a}$, we shall say that $A$ is a ring with continuous adversion.

If $A$ is a topological ring, circulation is clearly continuous from $A \times A$ to A. In particular, $x \rightarrow a \circ x$ and $x \rightarrow x \circ a$ are continuous functions from $A$ to $A$ for any $a \in A$, and if $c \in A^{a}$, then $x \rightarrow c \circ x$ and $x \rightarrow x \circ c$ are homeomorphisms from $A$ to $A$.

In a ring with identity, circulation and adversion are essentially disguises of multiplication and inversion, as the following theorem shows. They are introduced since adversion is defined in any ring, whereas inversion is defined only in rings with identity.
11.6 Theorem. Let $A$ be a ring with identity. The function $k$ from $A$ to $A$, defined by

$$
k(x)=1-x
$$

for all $x \in A$, is an isomorphism from the semigroup $A$ under multiplication [circulation] to the semigroup $A$ under circulation [multiplication].

Proof. It is easy to see that

$$
(1-x) \circ(1-y)=1-x y
$$

and that

$$
1-(x \circ y)=(1-x)(1-y)
$$

for all $x, y \in A$. -
In particular, the restriction of $k$ to the group $A^{\times}$[the group $\left.A^{a}\right]$ is an isomorphism from $A^{\times}\left[A^{a}\right]$ to $A^{a}\left[A^{\times}\right]$.

If $A$ is a division ring, then $A^{\times}=A \backslash\{0\}$, so $A^{a}=A \backslash\{1\}$. For any ring, $0 \in A^{a}$, and no nonzero idempotent $e$ belongs to $A^{a}$, for if

$$
e+x-e x=0
$$

then

$$
0=e(e+x-e x)=e^{2}+e x-e^{2} x=e
$$

If $A$ is a trivial ring, then $A^{a}=A$ and, in fact, $x^{a}=-x$ for all $x \in A$.
11.7 Definition. $A$ topological ring $A$ is advertibly open if $A^{a}$ is an open subset of $A$.

Thus if $A$ is a topological ring with identity, $A$ is advertibly open if and only if $A^{\times}$is open. For example, a Hausdorff division ring is advertibly open. The cartesian product of infinitely many topological rings with identity is not advertibly open, however, as every neighborhood of zero contains a nonzero idempotent.

To show that a topological ring $A$ is advertibly open, it suffices to show that $A^{a}$ is a neighborhood of zero:
11.8 Theorem. If $A$ is a topological ring and if $A^{a}$ contains an interior point, then $A^{a}$ is open. If $A$ is a topological ring with identity and if $A^{\times}$ contains an interior point, then $A^{\times}$is open.

Proof. Let $U$ be a nonempty open subset of $A$ contained in $A^{a}$, and let $c \in U$. For any $x \in A^{a}, x \circ c^{a} \circ U$ is an open set containing $x$ and contained in $A^{a}$. $\cdot$

Certain topological conditions imply the continuity of adversion:
11.9 Theorem. If $A$ is a complete, metrizable, advertibly open ring [with identity], then adversion on $A^{a}$ [inversion on $A^{\times}$] is continuous.

Proof. A theorem of topology (see, for example, Theorem 14.9 of Topological Fields) asserts that on any open subset of a complete metric space there is a complete metric defining its induced topology. The assertion therefore follows by applying 6.13 to $A^{a}$. -

A deep theorem asserts that local compactness may replace complete metrizability in 6.13 (for a proof, see $\S 9$ of Topological Fields):
11.10 Theorem. If $\mathcal{T}$ is a locally compact topology on a group $G$, denoted multiplicatively, such that for all $c \in G, x \rightarrow c x$ and $x \rightarrow x c$ are continuous, then $\mathcal{T}$ is a group topology.

Correspondingly, we obtain:
11.11 Theorem. If $A$ is an advertibly open, locally compact ring [with identity], then adversion on $A^{a}$ [inversion on $A^{\times}$] is continuous.

Proof. As $A^{a}$ is open, it is locally compact for its induced topology, so we need only apply 11.10 .

Complete normed rings are advertibly open and have continuous adversion:
11.12 Theorem. Let $A$ be a ring [with identity] topologized by a complete norm $N$. Then $A$ is an advertibly open ring with continuous adversion [inversion]. Specifically, if $N(x)<1$, then $x$ is advertible [ $1-x$ is invertible], $\left(x^{n}\right)_{n \geq 1}$ is summable, and

$$
x^{a}=-\sum_{n=1}^{\infty} x^{n} \quad\left[(1-x)^{-1}=\sum_{n=0}^{\infty} x^{n}\right]
$$

Proof. Let

$$
s_{m}=\sum_{n=1}^{m} x^{n}
$$

for all $m \geq 1$. If $m>p \geq 1$,

$$
N\left(s_{m}-s_{p}\right) \leq \sum_{n=p+1}^{m} N(x)^{n} \leq N(x)^{p+1} \sum_{k=0}^{\infty} N(x)^{k}=N(x)^{p+1}[1-N(x)]^{-1} .
$$

Consequently $\left(x^{n}\right)_{n \geq 1}$ is summable, and clearly

$$
x \circ\left(-\sum_{n=1}^{\infty} x^{n}\right)=x-\sum_{n=1}^{\infty} x^{n}+\sum_{n=1}^{\infty} x^{n+1}=0
$$

The continuity of adversion now follows from 11.9, but an elementary argument also establishes it. By the preceding,

$$
N\left(x^{a}\right) \leq \sum_{n=1}^{\infty} N(x)^{n}=N(x)[1-N(x)]^{-1}
$$

so adversion is continuous at zero and hence everywhere on $A^{a}$ by 11.1. -
To show that adversion is continuous, it suffices to show that its restriction to a dense subgroup of $A^{a}$ is continuous:
11.13 Theorem. Let $\mathcal{T}$ be a topology on a group $G$, denoted multiplicatively, such that $(x, y) \rightarrow x y$ is continuous from $G \times G$, furnished with the cartesian product topology defined by $\mathcal{T}$, to $G$. If the restriction of inversion to a dense subgroup $H$ of $G$ is continuous, then inversion is continuous on G.

Proof. By 11.1 it suffices to show that inversion is continuous at 1. Let $W$ be a neighborhood of 1 . By hypothesis there is a neighborhood $V$ of 1 such that $V V \subseteq W$. Also by hypothesis there is a neighborhood $U$ of 1 such that $(U \cap H)^{-1} \subseteq V \cap H$. Again, there exists by hypothesis a neighborhood $T$ of 1 such that $T T \subseteq U$ and $T \subseteq V$. To show that $T^{-1} \subseteq W$, let $s \in T$. As $s \in \bar{H}$ and as $T s$ is a neighborhood of $s$ in $G, T s \cap H \neq \emptyset$. Thus there exists $t \in T$ such that $t s \in H$. Hence $t s \in U \cap H$, so

$$
s^{-1} t^{-1}=(t s)^{-1} \in V
$$

whence

$$
s^{-1} \in V t \subseteq V T \subseteq V V \subseteq W . \bullet
$$

11.14 Theorem. If $B$ is a Hausdorff ring [with identity] containing a dense advertibly open subring $A$ with continuous adversion, then $B$ is a ring with continuous adversion [inversion].

Proof. Clearly $A^{a}$ is a dense subgroup of its closure in $B^{a}$, which is $\overline{A^{a}} \cap B^{a}$. Consequently by 11.13 , the restriction of adversion to $\overline{A^{a}} \cap B^{a}$ is continuous. By 4.22 and our hypothesis, $\overline{A^{a}}$ is a neighborhood of zero in $B$, so $\overline{A^{a}} \cap B^{a}$ is a neighborhood of zero in $B^{a}$. Consequently, adversion on $B^{a}$ is continuous at zero and hence everywhere by 11.1. -

As we shall shortly see, the completion of a Hausdorff field need not be a field or even an advertibly open topological ring, but at least it has continuous inversion:
11.15 Corollary. If $K$ is a Hausdorff topological division ring, the completion $\widehat{K}$ of $K$ is a topological ring with continuous inversion; in particular, if $\widehat{K}$ is algebraically a division ring, it is a topological division ring.
11.16 Theorem. If $A$ is a complete, Hausdorff ring [with identity] whose open additive subgroups form a fundamental system of neighborhoods of zero, and if $x$ is a topological nilpotent of $A$, then $x$ is advertible [ $1-x$ is invertible], $\left(x^{n}\right)_{n \geq 1}$ is summable, and

$$
x^{a}=-\sum_{n=1}^{\infty} x^{n} \quad\left[(1-x)^{-1}=\sum_{n=0}^{\infty} x^{n}\right]
$$

Proof. By $10.5,\left(x^{n}\right)_{n \geq 1}$ is summable, and clearly

$$
x-\sum_{n=1}^{\infty} x^{n}+x \sum_{n=1}^{\infty} x^{n}=0 .
$$

## Exercises

11.1 (a) The filter base of all nonzero ideals of $\mathbb{Z}$ is a fundamental system of neighborhoods of zero for a ring topology $\mathcal{T}$ on $\mathbb{Q}$ that is not a field topology. (b) For each integer $a>0$, let

$$
V_{a}=\left\{n / q: n \in \mathbb{Z}, q \in \mathbb{Z}^{*}, a \mid n, \text { and }(a, q)=1\right\}
$$

Show that $\left\{V_{a}: a \in \mathbb{Z}, a>0\right\}$ is a fundamental system of neighborhoods of zero for the strongest field topology on $\mathbb{Q}$ weaker than $\mathcal{T}$.
11.2 With the terminology of 11.2 , show that: (a) $A^{\times}$is open for $\mathcal{T}$ if and only if $A$ is open in $S^{-1} A$ for $\mathcal{S}$; (b) $A^{\times}$is open for $\mathcal{T}$ and inversion is continuous on $A^{\times}$if and only if every open subset of $A$ for $\mathcal{T}$ is also open in $S^{-1} A$ for $\mathcal{S}$.
11.3 (Gould [1961]) Let $A$ be a commutative topological ring with identity, $S$ a multiplicative subset of $A$. Of all the ring topologies on $A$ stronger than its given topology $\mathcal{T}$ such that for each $s \in S, x \rightarrow s x$ is an open mapping, there is a weakest $\mathcal{T}_{S}$. If $\mathcal{V}$ is a fundamental system of symmetric neighborhoods of zero for $\mathcal{T}$, then $\{s V: s \in S, V \in \mathcal{V}\}$ is a fundamental system of symmetric neighborhoods of zero for $T_{S}$.
11.4 The supremum of a family of ring topologies on a ring $A$ having continuous adversion is a ring topology having continuous adversion.
11.5 (Warner [1955]) A topological ring $A$ is advertibly complete if every Cauchy filter $\mathcal{F}$ on $A$ for which there exists $a \in A$ such that $\mathcal{F} \circ a$ and $a \circ \mathcal{F}$
converge to zero is convergent. (a) A complete topological ring is advertibly complete. (b) An advertibly open topological ring is advertibly complete. (c) A left or right ideal of an advertibly complete ring is advertibly complete. 11.6 (Warner [1955]) Let $A$ be a ring topologized by a norm $N$. The following statements are equivalent:
$1^{\circ}$ For all $x \in A$, if $N(x)<1$, then $x$ is advertible.
$2^{\circ}$ For all $x \in A$, if $N(x)<1$, then $\left(x^{n}\right)_{n \geq 1}$ is summable.
$3^{\circ} A$ is advertibly open.
$4^{\circ} A$ is advertibly complete
11.7 (a) The cartesian product of advertibly complete rings is advertibly complete. (b) Give an example of an advertibly complete ring that is neither complete nor advertibly open.
11.8 If $X$ is a subset of a topological space $T$, let $X^{\prime}$ be its derived set, which consists of all $t \in T$ such that every neighborhood of $t$ contains infinitely many elements of $X$. Let $A$ be a topological ring. (a) If $0 \in\left(A^{a}\right)^{\prime}$, then $A^{a} \subseteq\left(A^{a}\right)^{\prime}$. (b) Either $A^{a} \cap\left(A^{a}\right)^{\prime}=\emptyset$, or $A^{a} \subseteq\left(A^{a}\right)^{\prime}$.
11.9 If $A$ is a complete Hausdorff ring [with identity] whose open subrings form a fundamental system of neighborhoods of zero, and if the set of topological nilpotents is a neighborhood of zero, then $A$ is an advertibly open ring with continuous adversion [inversion].

## CHAPTER III

## LOCAL BOUNDEDNESS

Normed rings and vector spaces are examples of locally bounded rings and modules, whose elementary properties are presented in §12. Straight division rings and locally retrobounded division rings, which include topological rings whose topology is given by a proper absolute value, are introduced in §13. A condition for a topological ring to be normable and relations between norms and absolute values on a field are discussed in $\S 14$. The simple and elegant theory of Hausdorff finite-dimensional vector spaces over complete straight division rings (in particular, over division rings whose topology is given by a complete absolute value) is presented in $\S 15$. Finally, in $\S 16$ we derive certain classical theorems concerning topological division rings: Pontriagin's theorem on connected locally compact division rings, the Extension Theorem for complete absolute values, the Gel'fand-Mazur Theorem on normed division algebras, and Ostrowski's Theorem identifying all archimedean absolute values.

## 12 Locally Bounded Modules and Rings

Bounded and locally bounded rings and modules constitute a central topic, which we introduce here.
12.1 Definition. Let $E$ be a topological module over a topological ring $A$. A subset $B$ of $E$ is bounded if for every neighborhood $U$ of zero in $E$ there is a neighborhood $V$ of zero in $A$ such that $V . B \subseteq U$.

If $\mathcal{S}$ is a ring topology on $A$ stronger than its given topology $\mathcal{T}$, then $E$ remains a topological module over $A$ when $A$ is retopologized with $\mathcal{S}$, and every subset of $E$ bounded when $A$ is furnished with $\mathcal{T}$ remains bounded when $A$ is furnished with $\mathcal{S}$; in general, there may be additional bounded sets. For example, if $\mathcal{S}$ is the discrete topology on $A$, every subset of $E$ is bounded since ( 0 ). $E \subseteq U$ for any neighborhood $U$ of zero in $E$.

If $\mathcal{T}$ is a ring topology on a ring $A, \mathcal{T}$ is a module topology on the associated left and right $A$-modules $A$, whose scalar multiplications are simply the given multiplication of $A$.
12.2 Definition. A subset $B$ of a topological ring $A$ is left [right] bounded if $B$ is a bounded subset of the right [left] topological $A$-module $A$, and $B$ is bounded if it is both left and right bounded.

Thus $B$ is left [right] bounded if and only if for every neighborhood $U$ of zero there is a neighborhood $V$ of zero such that $B U \subseteq V[U B \subseteq V]$.

Any subset consisting of one element of a topological module [ring] is bounded by (TMN 2 ) of 3.6 [(TRN 2) of 3.5]. More generally:
12.3 Theorem. A compact subset of a topological module or topological ring is bounded.

The assertion is a restatement of 4.18 and 4.19.
Many operations are closed under the formation of bounded sets. For example, any subset of a bounded set is clearly bounded.
12.4 Theorem. Let $E$ be a topological module over a topological ring $A$, and let $B_{1}$ and $B_{2}$ be bounded subsets of $E, C$ a right bounded subset of $A$. Then $\bar{B}_{1}, B_{1}+B_{2}, B_{1} \cup B_{2}$, and C. $B_{1}$ are bounded.

Proof. Let $U$ be a closed neighborhood of zero. There is a neighborhood $V$ of zero in $A$ such that $V . B_{1} \subseteq U$, and as scalar multiplication is continuous,

$$
V \cdot \bar{B}_{1} \subseteq \bar{V} \cdot \overline{B_{1}} \subseteq \overline{V \cdot B_{1}} \subseteq \bar{U}=U
$$

Thus by (4) of $3.3, \bar{B}_{1}$ is bounded.
Let $W$ be a neighborhood of zero such that $W+W \subseteq U$, and let $V_{1}, V_{2}$ be neighborhoods of zero in $A$ such that $V_{1} . B_{1} \subseteq W$ and $V_{2} \cdot B_{2} \subseteq W$. Then

$$
\left(V_{1} \cap V_{2}\right) \cdot\left(B_{1} \cup B_{2}\right) \subseteq V_{1} \cdot B_{1} \cup V_{2} \cdot B_{2} \subseteq W \subseteq U
$$

and

$$
\left(V_{1} \cap V_{2}\right) \cdot\left(B_{1}+B_{2}\right) \subseteq V_{1} B_{1}+V_{2} B_{2} \subseteq W+W \subseteq U
$$

Finally, let $T$ be a neighborhood of zero in $A$ such that $T C \subseteq V$. Then

$$
T .\left(C \cdot B_{1}\right)=(T C) \cdot B_{1} \subseteq V \cdot B_{1} \subseteq U . \bullet
$$

Consequently, the union or sum of finitely many bounded subsets of a topological module is bounded.
12.5 Corollary. If $B$ and $C$ are [left, right] bounded subsets of a topological ring, then so are $\bar{B}, B \cup C, B+C$, and $C B$.
12.6 Theorem. If $u$ is a continuous homomorphism from a topological $A$-module $E$ to a topological $A$-module $F$ and if $B$ is a bounded subset of $E$, then $u(B)$ is a bounded subst of $F$.

Proof. Let $U$ be a neighborhood of zero in $F$. Then $u^{-1}(U)$ is a neighborhod of zero in $E$, so there is a neighborhood $V$ of zero in $A$ such that $V . B \subseteq u^{-1}(U)$. Consequently,

$$
V \cdot u(B)=u(V \cdot B) \subseteq u\left(u^{-1}(U)\right) \subseteq U . \bullet
$$

12.7 Theorem. If $u$ is a topological epimorphism from a topological ring $A$ to a topological ring $A^{\prime}$ and if $B$ is a [left, right] bounded subset of $A$, then $u(B)$ is a left, right] bounded subset of $A^{\prime}$.

Proof. We consider the left bounded case. Let $U$ be a neighborhood of zero in $A^{\prime}$. Then $u^{-1}(U)$ is a neighborhood of zero in $A$, so there is a neighborhood $V$ of zero in $A$ such that $B V \subseteq u^{-1}(U)$. But then $u(V)$ is a neighborhood of zero in $A^{\prime}$, and

$$
u(B) u(V)=u(B V) \subseteq u\left(u^{-1}(U)\right) \subseteq U
$$

In general, the image of a bounded set under a continuous isomorphism need not be bounded. For example, a ring $A$ furnished with the discrete topology is bounded, but $A$ need not be bounded for a nondiscrete ring topology.
12.8 Theorem. If $E$ is the cartesian product of a family $\left(E_{\mu}\right)_{\mu \in M}$ of topological $A$-modules, then a subset $B$ of $E$ is bounded if and only if $p r_{\lambda}(B)$ is a bounded subset of $E_{\lambda}$ for each $\lambda \in M$ (where $p r_{\lambda}$ is the canonical projection from $E$ to $E_{\lambda}$ ).

Proof. The condition is necessary by 12.6. Sufficiency: Let $U$ be the cartesian product of $\left(U_{\mu}\right)_{\mu \in M}$, where $U_{\mu}$ is a neighborhood of zero in $E_{\mu}$ for all $\mu \in M$ and for some finite subset $Q$ of $M, U_{\mu}=E_{\mu}$ for all $\mu \in M \backslash Q$. By assumption, for each $\mu \in Q$ there is a neighborhood $V_{\mu}$ of zero in $A$ such that $V_{\mu} \cdot p r_{\mu}(B) \subseteq U_{\mu}$. Therefore

$$
\left(\bigcap_{\mu \in Q} V_{\mu}\right) \cdot B \subseteq U \cdot \bullet
$$

12.9 Theorem. If $A$ is the cartesian product of a family $\left(A_{\mu}\right)_{\mu \in M}$ of topological rings, then a subset $B$ of $A$ is [left, right] bounded if and only if $p r_{\lambda}(B)$ is [left, right] bounded for all $\lambda \in M$.

The proof is similar to that of 12.8 .
12.10 Theorem. If $F$ is a submodule of a topological $A$-module $E$ and if $B \subseteq F$, then $B$ is a bounded subset of $E$ if and only if it is a bounded subset of $F$.

## Proof. Clearly $V . B \subseteq U$ if and only if $V . B \subseteq U \cap F . \bullet$

12.11 Theorem. If $B$ is a [left, right] bounded subset of a topological ring $A$ and if $A^{\prime}$ is a subring of $A$, then $B \cap A^{\prime}$ is a [left, right] bounded subset of $A^{\prime}$.

Proof. If $B V \subseteq U$, then $\left(B \cap A^{\prime}\right)\left(V \cap A^{\prime}\right) \subseteq U \cap A^{\prime} . \bullet$
In contrast, a bounded subset of a subring of $A$ need not be a bounded subset of $A$ (Exercise 12.7).

The condition given in the following theorem is the original definition of a bounded set in real topological vector spaces.
12.12 Theorem. A necessary condition for a subset $B$ of a topological $A$-module $E$ to be bounded is that for every sequence $\left(x_{n}\right)_{n \geq 1}$ of elements of $B$ and every sequence $\left(\lambda_{n}\right)_{n \geq 1}$ of scalars, if $\lim _{n \rightarrow \infty} \lambda_{n}=0$, then $\lim _{n \rightarrow \infty} \lambda_{n} x_{n}=0$. If $A$ is metrizable, this condition is both necessary and sufficient for $B$ to be bounded.

Proof. If $U$ is a neighborhood of zero in $E$, there is a neighborhood $V$ of zero in $A$ such that $V . B \subseteq U$; if $\lambda_{n} \in V$ for all $n \geq m$, then $\lambda_{n} x_{n} \in U$ for all $n \geq m$. Conversely, assume that $A$ is metrizable, and let $\left(V_{n}\right)_{n \geq 1}$ be a fundamental decreasing sequence of neighborhoods of zero in $A$. Assume that $B$ is not bounded. Then there is a neighborhood $U$ of zero in $E$ such that for each $n \geq 1$ there exist $\lambda_{n} \in V_{n}$ and $x_{n} \in B$ such that $\lambda_{n} x_{n} \notin U$. Then $\lim _{n \rightarrow \infty} \lambda_{n}=0$, but $\left(\lambda_{n} x_{n}\right)_{n \geq 1}$ does not converge to zero.
12.13 Definition. A topological $A$-module $E$ and its topology are called bounded if $E$ is a bounded set; $E$ and its topology are locally bounded if there is a bounded neighborhood of zero (and hence a fundamental system of bounded neighborhoods of zero). Similarly, a topological ring $A$ is [left, right] bounded if $A$ is a [left, right] bounded set, and $A$ is locally [left, right] bounded if $A$ has a [left, right] bounded neighborhood of zero (and hence a fundamental system of [left, right] bounded neighborhoods of zero).
12.14 Theorem. (1) If $M$ is a submodule of a [locally] bounded module $E$, then both $M$ and $E / M$ are [locally] bounded.
(2) If $E$ is the cartesian product of a family $\left(E_{\mu}\right)_{\mu \in M}$ of topological $A$ modules, then $E$ is bounded if and only if each $E_{\mu}$ is bounded, and $E$ is locally bounded if and only if each $E_{\mu}$ is locally bounded and for all but finitely many $\mu \in M, E_{\mu}$ is bounded.
(3) If $E$ is a Hausdorff [locally] bounded $A$-module, then $\hat{E}$ is [locally] bounded.
(4) A [locally] compact module is [locally] bounded.

Proof. (1) follows from 12.6, (2) from 12.8, (3) from 12.5 and 4.22, and (4) from 12.3.
12.15 Theorem. (1) If $J$ is an ideal of a [locally] bounded ring $A$, then $A / J$ is [locally] bounded.
(2) If $\left(A_{\mu}\right)_{\mu \in M}$ is a family of topological rings and if $A$ is their cartesian product, then $A$ is bounded if and only if each $A_{\mu}$ is bounded, and $A$ is locally bounded if and only if each $A_{\mu}$ is locally bounded and for all but finitely many $\mu \in M, A_{\mu}$ is bounded.
(3) If $A$ is a Hausdorff $[$ locally $]$ bounded ring, then $\hat{A}$ is [locally] bounded.
(4) If $A$ is a [locally] bounded ring, so is any subring. (5) A [locally] compact ring is [locally] bounded.
The proof is similar to that of 12.14 .
12.16 Theorem. Let $A$ be a topological ring whose open additive subgroups form a fundamental system of neighborhoods of zero.
(1) If $A$ is [left, right ] bounded, the open [left, right ] ideals of $A$ form a fundamental system of neighborhoods of zero.
(2) If $A$ is locally left [right] bounded, the open subrings of $A$ form a fundamental system of neighborhoods of zero.

A slight modification of the proofs of 4.20 and 4.21 yields (1) and (2) respectively.
12.17 Theorem. Let $A$ be a topological ring with identity possessing a subset $C$ of invertible elements such that $0 \in \bar{C}$. If $V$ is a bounded neighborhood of zero in a unitary topological $A$-module $E$, then $\{\lambda V: \lambda \in$ $C\}$ is a fundamental system of neighborhoods of zero.

Proof. If $\lambda \in A^{\times}$, then $x \rightarrow \lambda x$ is a homeomorphism from $E$ to $E$, so $\lambda V$ is a neighborhood of zero. Let $U$ be any neighborhood of zero in $E$. There exists a neighborhood $W$ of zero in $A$ such that $W . V \subseteq U$, and there exists $\lambda \in C \cap W$, so $\lambda V \subseteq U$. •
12.18 Theorem. If $A$ is a topological ring with identity and if zero is adherent to $A^{\times}$, the only Hausdorf bounded unitary $A$-module is the zero module.

Proof. Let $E$ be a Hausdorff bounded unitary $A$-module. By 12.17, $\{\lambda E$ : $\left.\lambda \in A^{\times}\right\}$is a fundamental system of neighborhoods of zero. But $\lambda E=E$ for all $\lambda \in A^{\times}$, so as $E$ is Hausdorf, $E=(0)$.
12.19 Corollary. If $K$ is a division ring furnished with a ring topology and if $E$ is a nonzero Hausdorff bounded $K$-vector space, then the topology of $K$ is discrete.
12.20 Corollary. If $A$ is a Hausdorff ring with identity and if zero is adherent to $A^{\times}$, then $A$ is left and right unbounded. In particular, the only Hausdorff left or right bounded topology on a division ring is the discrete topology.

By 12.3, we conclude:
12.21 Corollary. A compact division ring is finite.

## Exercises

12.1 If $\left(a_{n}\right)_{n \geq 1}$ is a Cauchy sequence in a topological module $E$, then $\left\{a_{n}: n \geq 1\right\}$ is bounded.
12.2 Let $A$ be a topological ring with identity such that $0 \in \overline{A^{\times}}$, and let $E$ be a locally compact unitary $A$-module. A subset of $E$ is relatively compact (that is, its closure is compact) if and only if it is bounded.
12.3 The topology defined in Exercise 11.1(b) on $\mathbb{Q}$ is a field topology that is not locally bounded.
12.4 Let $A$ be a topological ring with identity, $C$ a subset of $A^{\times}$such that $0 \in \bar{C}$. (a) A subset $B$ of $A$ is left [right] bounded if and only if for every neighborhood $U$ of zero there exists $\lambda \in C$ such that $B \lambda \subseteq U[\lambda B \subseteq U]$. (b) A left [right] bounded subset of $A$ remains left [right] bounded if $A$ is furnished with a weaker ring topology.
12.5 A sequence $\left(B_{n}\right)_{n \geq 1}$ of bounded subsets of a topological module $E$ is a fundamental sequence of bounded subsets if each bounded subset of $E$ is contained in some $B_{n}$. (a) If a topological module $E$ is a Baire space and has a fundamental sequence of bounded subsets, then $E$ is locally bounded. (b) If $A$ is a metrizable ring with identity such that $0 \in \overline{A^{\times}}$and if $E$ is a unitary locally bounded $A$-module, then $E$ has a fundamental sequence of bounded subsets.
12.6 Let $A$ be a topological ring with identity such that $0 \in \overline{A^{\times}}$, and let $E$ be a Hausdorff unitary $A$-module. (a) No proper submodule of $E$ is open. (b) If every neighborhood of zero in $E$ contains a nonzero submodule, then $E$ is not locally bounded. (c) In particular, if $E$ is the cartesian product of infinitely many nonzero Hausdorff unitary $A$-modules, then the cartesian product topology on $E$ is not locally bounded.
12.7 The subring $\mathbb{Z}$ of $\mathbb{Q}$, furnished with its usual discrete topology, is a bounded subset of itself but is not a bounded subset of $\mathbb{Q}$.
12.8 If $A$ is a bounded ring, adversion is uniformly continuous on $A^{a}$. [First, assume that $A$ has an identity.]

## 13 Locally Retrobounded Division Rings

An important class of Hausdorff division rings that includes those whose topology is defined by a proper absolute value is given in the following definition:
13.1 Definition. Let $K$ be a Hausdorff topological division ring. $A$ topological $K$-vector space $E$ is straight if for every nonzero $c \in E, \lambda \rightarrow \lambda c$ is a homeomorphism from $K$ to the one-dimensional subspace $K c$ of $E$. The Hausdorff topological division ring $K$ is straight if every Hausdorff $K$-vector space is straight.
13.2 Theorem. If $K$ is a division ring furnished with a Hausdorff ring topology $\mathcal{T}$ such that every isomorphism from the $K$-vector space $K$ to a Hausdorff one-dimensional $K$-vector space is a homeomorphism, then $\mathcal{T}$ is minimal in the set of all Hausdorff ring topologies on $K$, ordered by inclusion.

Proof. Let $\mathcal{S}$ be a Hausdorff ring topology on $K$ weaker than $\mathcal{T}$. Then $K$, furnished with $\mathcal{S}$, is a topological vector space over $K$, furnished with $\mathcal{T}$. By hypothesis, $\lambda \rightarrow \lambda .1=\lambda$ is a homeomorphism from $K$, furnished with $\mathcal{T}$, to $K$, furnished with $\mathcal{S}$, so $\mathcal{S}=\mathcal{T}$. •
13.3 Theorem. If $K$ is a straight division ring, its topology is minimal among the Hausdorff ring topologies on $K$, that is, there is no ring topology on $K$ strictly weaker than its given topology.

If $K$ is a field furnished with a minimal Hausdorff ring topology, that topology is necessarily a field topology by 11.3 . Thus, for fields, the requirement in Definition 13.1 that the inversion be continuous for the given topology follows from the other requirements of the Definition.
13.4 Theorem. If $K$ is a straight division ring, so are $\widehat{K}$ and any dense division subring of $K$.

Proof. If $c$ is a nonzero element of a Hausdorff $\widehat{K}$-module $E$, then $u_{c}: \lambda \rightarrow$ $\lambda c$ is a topological isomorphism from the $\widehat{K}$-module $\widehat{K}$ to the submodule $\widehat{K} c$ of $E$. Indeed, the restriction $v$ of $u_{c}$ to $K$ is a topological isomorphism from $K$ to $K c$; as $u_{c}$ is continuous, $u_{c}$ is the unique continuous extension of $v$ to $\widehat{K}$; by 8.7 , therefore, $u_{c}$ is a topological isomorphism from $\widehat{K}$ to $\widehat{K} c$. Thus to establish that $\widehat{K}$ is straight, it suffices by 11.15 to prove that $\widehat{K}$ is a division ring.

Let $c$ be a nonzero element of $\widehat{K}$. We have just seen that $\widehat{K} c$ is topologically isomorphic to $\widehat{K}$ and hence is complete and therefore closed. Assume that $\widehat{K} c$ is a proper left ideal of $\widehat{K}$, let $\phi$ be the canonical epimorphism from the $\widehat{K}$-module $\widehat{K}$ to the Hausdorff $\widehat{K}$-module $\widehat{K} / \widehat{K} c$, and let
$e=1+\widehat{K} c \in \widehat{K} / \widehat{K} c$. Then for all $\lambda \in \widehat{K}$,

$$
\phi(\lambda)=\lambda+\widehat{K} c=\lambda(1+\widehat{K} c)=\lambda e=u_{e}(\lambda)
$$

so by the preceding, $\phi$ is a topological isomorphism from $\widehat{K}$ to $\widehat{K} / \widehat{K} c$. Thus $\widehat{K} c=\phi^{-1}(0)=(0)$, so $c=0$, a contradiction. Therefore $\widehat{K} c=\widehat{K}$ for all nonzero $c \in \hat{K}$. Thus every nonzero element of $\widehat{K}$ has a left inverse, so $\widehat{K}$ is a division ring.

Let $L$ be a dense division subring of $K$; then $L$ is also a dense division subring of the straight division ring $\widehat{K}$. If $c$ is a nonzero vector of a Hausdorff $L$-vector space $E$, then $\lambda \rightarrow \lambda c$ from $L$ to $L c$ is simply the restriction to $L$ of the topological isomorphism $\lambda \rightarrow \lambda c$ from $\widehat{K}$ to the subspace $\widehat{K} c$ of $\widehat{E}$, and so is a topological isomorphism. -
13.5 Definition. Let $K$ be a division ring furnished with a ring topology $\mathcal{T}$. A subset $V$ of $K$ that contains zero is retrobounded if $(K \backslash V)^{-1}$ is bounded. The topology $\mathcal{T}$ is locally retrobounded if $\mathcal{T}$ is Hausdorff and the retrobounded neighborhoods of zero form a fundamental system of neighborhoods of zero. A locally retrobounded division ring is a division ring furnished with a locally retrobounded topology.
13.6 Theorem. A division ring $K$ topologized by an absolute value is locally retrobounded.

Proof. If $r>0$ and

$$
V=\{x \in K:|x| \leq r\}
$$

then

$$
(K \backslash V)^{-1}=\left\{y \in K^{*}:|y|<r^{-1}\right\}
$$

13.7 Theorem. If $\mathcal{T}$ is a locally retrobounded topology on a division ring $K$, then every neighborhood of zero is retrobounded, and $\mathcal{T}$ is a locally bounded division ring topology.

Proof. Let $V$ be a neighborhood of zero. By hypothesis there is a retrobounded neighborhood $U$ of zero such that $U \subseteq V$ and $1 \notin U U$. Then

$$
U \subseteq(K \backslash U)^{-1} \cup\{0\}
$$

and hence is bounded, and $V$ is retrobounded since

$$
(K \backslash V)^{-1} \subseteq(K \backslash U)^{-1}
$$

In particular, $\mathcal{T}$ is a locally bounded topology.
Next, we shall show that if $U$ is a neighborhood of zero, the restriction of inversion to $K \backslash U$ is uniformly continuous. Let $V$ be a neighborhood of zero. As $U$ is retrobounded, there is a neighborhood $W$ of zero such that $W(K \backslash U)^{-1} \subseteq V$, and also there is a neighborhood $T$ of zero such that $(K \backslash U)^{-1} T \subseteq W$. Thus

$$
(K \backslash U)^{-1} T(K \backslash U)^{-1} \subseteq V
$$

Hence if $x, y \in K \backslash U$ and if $x-y \in T$, then

$$
y^{-1}-x^{-1}=x^{-1}(x-y) y^{-1} \in(K \backslash U)^{-1} T(K \backslash U)^{-1} \subseteq V .
$$

In particular, if $U$ is a closed neighborhood of zero not containing 1 , inversion is continuous on the open neighborhood $K \backslash U$ of 1 , so inversion is continuous on $K^{*}$ by 11.1.
13.8 Theorem. A nondiscrete locally retrobounded division ring $K$ is straight. In particular, a division ring topologized by a proper absolute value is straight.

Proof. By 13.7 a locally retrobounded division ring is a topological division ring. Let $c$ be a nonzero vector in a Hausdorff vector space $E$ over a locally retrobounded division ring $K$. Since $\lambda \rightarrow \lambda c$ is continuous, we need only show that if $U$ is a neighborhood of zero in $K, U c$ is a neighborhood of zero in $K c$. As $E$ is Hausdorff, there is a neighborhood $Y$ of zero in $E$ such that $c \notin Y$. There exist neighborhoods $W$ of zero in $E$ and $V$ of zero in $K$ such that $V W \subseteq Y$ by 3.6. Since $(K \backslash U)^{-1}$ is bounded by 13.7 and since $K$ is not discrete, there is a nonzero scalar $\lambda$ such that $(K \backslash U)^{-1} \lambda \subseteq V$. By $2.12 \lambda W$ is a neighborhood of zero in $E$; we shall show that $\lambda W \cap K c \subseteq U c$. Indeed, let $\mu c \in W$. If $\lambda \mu \notin U$, then

$$
\mu^{-1}=\left(\mu^{-1} \lambda^{-1}\right) \lambda \in(K \backslash U)^{-1} \lambda \subseteq V
$$

whence

$$
c=\mu^{-1}(\mu c) \in V W \subseteq Y
$$

a contradiction. Hence $\lambda \mu \in U$, so $\lambda \mu c \in U c$. Thus $\lambda W \cap K c \subseteq U c$, and the proof is complete.
13.9 Theorem. The completion $\widehat{K}$ of a locally retrobounded division ring $K$ is a locally retrobounded division ring.

Proof. By 13.8 and $13.4, \widehat{K}$ is a topological division ring, so by 4.22 we need only show that if $V$ is a closed neighborhood of zero in $K$, its closure
$\bar{V}$ in $\widehat{K}$ is retrobounded. Let $U$ be a closed neighborhood of zero in $\widehat{K}$. As $V$ is retrobounded, there is a neighborhood $W$ of zero in $K$ such that

$$
W(K \backslash V)^{-1} \subseteq U \cap K \text { and }(K \backslash V)^{-1} W \subseteq U \cap K
$$

As $\bar{V} \cap(K \backslash V)=V \cap(K \backslash V)=\emptyset, 0 \notin \overline{K \backslash V}$. Thus as $\widehat{K} \backslash \bar{V}$ is open,

$$
\widehat{K} \backslash \bar{V} \subseteq \overline{(\hat{K} \backslash \bar{V}) \cap K}=\bar{K} \backslash V \subseteq \widehat{K}^{*}
$$

Therefore as inversion is a topological automorphism of $\widehat{K}^{*}$ and as multiplication is continuous on $\widehat{K}$,

$$
\begin{array}{r}
\bar{W}(\hat{K} \backslash \bar{V})^{-1} \subseteq \bar{W}(\bar{K} \backslash V)^{-1}=\bar{W}\left(\overline{(K \backslash V)^{-1}} \cap \widehat{K}^{*}\right) \\
\subseteq \bar{W} \overline{(K \backslash V)^{-1}} \subseteq \overline{W(K \backslash V)^{-1}} \subseteq \overline{U \cap K} \subseteq U
\end{array}
$$

and similarly

$$
(\widehat{K} \backslash \bar{V})^{-1} \bar{W} \subseteq U
$$

By $4.22 \bar{W}$ is a neighborhood of zero in $\widehat{K}$. Thus $\bar{V}$ is a retrobounded subset of $\widehat{K}$.
13.10 Theorem. If the topology of a topological division ring $K$ is given by an absolute value $A$, then $\widehat{K}$ is a topological division ring whose topology is given by a unique absolute value $\widehat{A}$ that extends $A$.

Proof. By 13.6 and $13.9, \widehat{K}$ is a division ring, and by 8.9 its topology is defined by a unique norm $\widehat{A}$ that extends $A$. Since $\widehat{A}$ is continuous by 1.4, the function

$$
f:(x, y) \rightarrow \widehat{A}(x) \widehat{A}(y)-\widehat{A}(x y)
$$

is continuous on $\widehat{K} \times \widehat{K}$. As $f(x, y)=0$ for all $(x, y) \in A \times A$, therefore, $f$ is the zero function on $\widehat{A} \times \widehat{A}$. Thus $\widehat{A}$ is an absolute value.
13.11 Theorem. Let $K$ be a division ring [field] furnished with an absolute value $A$. If the topology of a $K$-vector space [ $K$-algebra] $E$ is given by a norm $N$ relative to $A$, then the topology of $\widehat{E}$ is given by a unique norm $\widehat{N}$ relative to $\widehat{A}$ that extends $N$.

Proof. By 6.11 [8.9], the topology of the additive group [ring] $\widehat{E}$ is given by a unique norm $\widehat{N}$ that extends $N$. The functions $(\lambda, x) \rightarrow \widehat{N}(\lambda x)$ and $(\lambda, x) \rightarrow \widehat{A}(\lambda) \widehat{N}(x)$ are continuous from $\widehat{K} \times \widehat{E}$ to $\widehat{E}$ and agree on the dense subset $K \times E$; hence they agree on $\widehat{K} \times \widehat{E}$.
13.12 Theorem. (Approximation Theorem) Let $K$ be a division ring, let $\mathcal{T}_{0}, \mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ be distinct Hausdorff nondiscrete division ring topologies on $K$ such that $\mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ are locally retrobounded and $\mathcal{T}_{i} \nsubseteq \mathcal{T}_{0}$ for all $i \in[1, n]$, let $\widehat{K}_{0}, \widehat{K}_{1}, \ldots, \widehat{K}_{n}$ be the completions of $K$ for $\mathcal{T}_{0}, \mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ respectively, and let

$$
L=\prod_{i=0}^{n} \widehat{K}_{i} .
$$

(1) If $U_{0}, U_{1}, \ldots, U_{n}$ are nonempty open subsets for $\mathcal{T}_{0}, \mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ respectively, then

$$
\bigcap_{i=0}^{n} U_{i} \neq \emptyset
$$

(2) If $K$ is furnished with $\sup _{0 \leq i \leq n} \mathcal{T}_{i}$, then the diagonal mapping $\Delta$ from $K$ to $L$, defined by

$$
\Delta(x)=(x, x, \ldots, x)
$$

for all $x \in K$, is a topological isomorphism from $K$ to the division subring $\Delta(K)$ of $L$, and $\Delta(K)$ is dense in $L$. (3) $\sup _{0 \leq i \leq n} \mathcal{T}_{i}$ is not the discrete topology.

Proof. Clearly $\Delta$ is a topological isomorphism from $K$, furnished with $\sup _{0 \leq i \leq n} \mathcal{T}_{i}$, to $\Delta(K)$. Therefore (2) follows from (1), and (3) follows from (2), for $\mathcal{T}_{0}$ is not discrete by hypothesis, and if $n>0, \Delta(K) \neq \hat{K}$. Thus it suffices to prove (1).

We shall prove (1) by induction on $n$. Clearly (1) is true if $n=0$. Consequently, we shall prove (1) under the assumption that $n>0$ and

$$
\bigcap_{i=0}^{n-1} U_{i}^{\prime} \neq \emptyset
$$

whenever $U_{0}^{\prime}, U_{1}^{\prime}, \ldots, U_{n-1}^{\prime}$ are nonempty open sets for distinct Hausdorff nondiscrete division ring topologies $\mathcal{T}_{0}^{\prime}, \mathcal{T}_{1}^{\prime}, \ldots, \mathcal{T}_{n-1}^{\prime}$ on $K$ such that $\mathcal{T}_{i}^{\prime} \nsubseteq$ $\mathcal{T}_{0}^{\prime}$ for all $i \in[1, n-1]$ and $\mathcal{T}_{1}^{\prime}, \ldots, \mathcal{T}_{n-1}^{\prime}$ are locally retrobounded and $\mathcal{T}_{i}^{\prime} \nsubseteq \mathcal{T}_{0}^{\prime}$ for all $i \in[1, n-1]$.

Let $U_{0}, U_{1}, \ldots, U_{n}$ be nonempty open subsets of $K$ for $\mathcal{T}_{0}, \mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ respectively. By 13.8 and $13.3, \mathcal{T}_{i} \nsubseteq \mathcal{T}_{1}$ for all $i \in[2, n]$, so by our inductive hypothesis applied to $\mathcal{T}_{0}^{\prime}=\mathcal{T}_{1}, \mathcal{T}_{1}^{\prime}=\mathcal{T}_{2}, \ldots, \mathcal{T}_{n-1}^{\prime}=\mathcal{T}_{n}, \cap_{i=1}^{n} U_{i} \neq \emptyset$. Let $\mathcal{T}=\sup _{1 \leq i \leq n} \mathcal{T}_{i}$. We therefore need only prove that $U_{0} \cap U \neq \emptyset$ whenever $U_{0}$ and $U$ are nonempty open subsets of $K$ for $\mathcal{T}_{0}$ and $\mathcal{T}$ respectively. To do so, it suffices to prove $\left(^{*}\right)$ : If $V_{0}$ is a neighborhood of 1 for $\mathcal{T}_{0}$ and $W$ a neighborhood of zero for $\mathcal{T}$, then $V_{0} \cap W \neq \emptyset$. Indeed, let $b \in U$; as $\mathcal{T}_{0}$ is
not discrete, there is a nonzero $a \in b+U_{0}$; then $a^{-1}\left(-b+U_{0}\right)$ is an open neighborhood of 1 for $\mathcal{T}_{0}$ and $a^{-1}(-b+U)$ is an open neighborhood of zero for $\mathcal{T}$, so by ( ${ }^{*}$ ),

$$
a^{-1}\left(-b+U_{0}\right) \cap a^{-1}(-b+U) \neq \emptyset
$$

and therefore $U_{0} \cap U \neq \emptyset$.
To prove (*), we shall first establish by induction that if $m \in[1, n]$ and if $B_{1}, \ldots B_{m}$ are subsets of $K$ bounded for $\mathcal{T}_{1}, \ldots, \mathcal{T}_{m}$ respectively and if $U$ is a neighborhood of zero for $\mathcal{T}_{0}$, then

$$
U \nsubseteq \bigcup_{i=1}^{m} B_{i}
$$

Indeed, the statement is true if $m=1$, for if $U \subseteq B_{1}$, then for any neighborhood $W_{1}$ of zero for $\mathcal{T}_{1}$ there would exist $a \in K^{*}$ such that $a B_{1} \subseteq W_{1}$, whence $a U \subseteq W_{1}$; thus $\mathcal{T}_{1} \subseteq \mathcal{T}_{0}$, a contradiction. Assume that the statement is true if $m<n$, and let $B_{1}, \ldots, B_{m+1}$ be subsets of $K$ bounded for $\mathcal{T}_{1}, \ldots, \mathcal{T}_{m+1}$ respectively and $U$ a neighborhood of zero for $\mathcal{T}_{0}$. Let $V$ be a symmetric neighborhood of zero for $\mathcal{T}_{0}$ such that $V+V \subseteq U$. By our inductive hypothesis there exists

$$
y \in V \backslash \bigcup_{i=1}^{m} C_{i}
$$

where $C_{1}=B_{1}+B_{1}$, and $C_{i}=B_{i}$ for all $i \in[2, m]$; and there exists

$$
z \in V \backslash \bigcup_{i=2}^{m+1} D_{i}
$$

where $D_{i}=B_{i} \cup\left(y+\left(-B_{i}\right)\right)$ for all $i \in[2, m+1]$. If $z \notin B_{1}$, then

$$
z \in U \backslash \bigcup_{i=1}^{m+1} B_{i} .
$$

Assume, therefore, that $z \in B_{1}$, and let $x=y-z \in V+V \subseteq U$. If $x \in B_{1}$, then $y=x+z \in C_{1}$, a contradiction. If $x \in B_{i}$ where $i \in[2, m+1]$, then $z=y-x \in y+\left(-B_{i}\right) \subseteq D_{i}$, a contradiction. Hence

$$
x \in U \backslash \bigcup_{i=1}^{m+1} B_{i}
$$

To prove ( ${ }^{*}$ ), let $V_{0}$ be a neighborhood of 1 for $\mathcal{T}_{0}$ and $W$ a neighborhood of zero for $\mathcal{T}$. Then there exist retrobounded neighborhoods $U_{1}, \ldots, U_{n}$ of zero for $\mathcal{T}_{1}, \ldots, \mathcal{T}_{n}$ respectively such that $\cap_{i=1}^{n} U_{i} \subseteq W$, and there exists a neighborhood $U_{0}$ of zero for $\mathcal{T}_{0}$ such that $-1 \notin U_{0}$ and $\left(1+U_{0}\right)^{-1} \subseteq V_{0}$. For each $i \in[1, n]$ let $B_{i}=-1+\left(K \backslash U_{i}\right)^{-1}$, a set bounded for $\mathcal{T}_{i}$ by hypothesis. By the preceding, there exists

$$
x \in U_{0} \backslash \bigcup_{i=1}^{n} B_{i} .
$$

Then $1+x \neq 0$, and

$$
(1+x)^{-1} \in\left(\bigcap_{i=1}^{n} U_{i}\right) \cap V_{0} \subseteq W \cap V_{0} \cdot \bullet
$$

Theorem 13.12 is called the Approximation Theorem because it implies that if $A_{1}, A_{2}, \ldots, A_{n}$ are pairwise inequivalent proper absolute values on a division ring $K$, if $c_{1}, c_{2}, \ldots, c_{n}$ are elements of $K$, and if $\epsilon>0$, there exists $x \in K$ such that $A_{i}\left(x-c_{i}\right)<\epsilon$ for all $i \in[1, n]$.
13.13 Corollary. Let $K$ be a division ring, $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ a family of distinct Hausdorff nondiscrete division ring topologies on $K$ such that for some $\alpha \in L, \mathcal{T}_{\lambda}$ is locally retrobounded and $\mathcal{T}_{\lambda} \nsubseteq \mathcal{T}_{\alpha}$ for all $\lambda \in L \backslash\{\alpha\}$, and for each $\lambda \in L$, let $\widehat{K}_{\lambda}$ be the completion of $K$ for $\mathcal{T}_{\lambda}$. Then the diagonal mapping

$$
\Delta: K \rightarrow \prod_{\lambda \in L} \widehat{K}_{\lambda}
$$

defined by $\Delta(x)=\left(x_{\lambda}\right)_{\lambda \in L}$, where $x_{\lambda}=x$ for all $\lambda \in L$, is a topological isomorphism from $K$, furnished with $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$, to a dense division subring of $\prod_{\lambda \in L} \widehat{K}_{\lambda}$.

The assertion follows at once from 13.12 in view of the definition of the topology of a cartesian product of topological spaces.
13.14 Corollary. If $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ is a family of distinct topologies on a division ring $K$ defined by proper absolute values, and if $\widehat{K}_{\lambda}$ is the completion of $K$ for $\mathcal{T}_{\lambda}$ for each $\lambda \in L$, then $\widehat{\Delta}$ is a topological isomorphism from the completion $\widehat{K}$ of $K$ for $\sup _{\lambda \in L} \tau_{\lambda}$ to $\prod_{\lambda \in L} \widehat{K}_{\lambda}$.

## Exercises

13.1 A Hausdorff ring topology on a division ring $K$ is sequentially retrobounded if for every sequence $\left(x_{n}\right)_{n \geq 1}$ in $K^{*}$ that contains no bounded subsequence,

$$
\lim _{n \rightarrow \infty} x_{n}^{-1}=0
$$

(a) A metrizable ring topology on $K$ is locally retrobounded if and only if it is sequentially retrobounded. (b) A ring topology on $K$ is metrizable and locally retrobounded if and only if it is locally bounded, sequentially retrobounded, and there is a fundamental sequence of bounded subsets (Exercise 12.5 ).
13.2 Let $K$ be a division ring furnished with a Hausdorff ring topology. (a) $K$ is locally retrobounded if and only if for every filter $\mathcal{F}$ on $K^{*}$, if $K^{*} \backslash B \in \mathcal{F}$ for every bounded subset $B$ of $K$, then $\mathcal{F}^{-1}$ converges to zero. (b) $K$ is locally retrobounded if and only if for every subst $B$ of $K$, if there is a neighborhood $U$ of zero such that $1 \notin U B$, then $B$ is bounded.
13.3 Give an example of a sequence of nonzero rationals converging to zero for the supremum of all the topologies on $\mathbb{Q}$ defined by proper absolute values.
13.4 Let $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ be a family of distinct topologies on a division ring $K$, each defined by a proper absolute value, and let $\widehat{K}$ be the completion of $K$ for $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$. Then $\widehat{K}$ is a ring with continuous inversion; $\widehat{K}$ is a division ring if and only if $L$ has only one element; and $\widehat{K}$ is advertibly open if and only if $L$ is finite.
13.5 Let $\left(\mathcal{T}_{\lambda}\right)_{\lambda \in L}$ be a family of distinct locally retrobounded topologies on a division ring $K$, and let $M \subseteq L$. Let $\Delta_{L}$ and $\Delta_{M}$ be the diagonal mappings from $K$ into $\prod_{\lambda \in L} \widehat{K}_{\lambda}$ and $\prod_{\lambda \in M} \widehat{K}_{\lambda}$ respectively. The identity map $f$ of $K$ is continuous from $K$, furnished with $\mathcal{T}_{L}$, the topology $\sup _{\lambda \in L} \mathcal{T}_{\lambda}$, to $K$, furnished with $\mathcal{T}_{M}$, the topology $\sup _{\lambda \in M} \mathcal{T}_{\lambda}$. Hence $f$ has a continuous extension $\widehat{f}$ from the completion $\widehat{K}_{L}$ of $K$ for $\mathcal{T}_{L}$ to the completion $\widehat{K}_{M}$ of $K$ for $\mathcal{T}_{M}$. Describe explicitly the continuous homomorphism $\widehat{\Delta}_{M} \circ \widehat{f} \circ \widehat{\Delta}_{L}^{-1}$ from $\prod_{\lambda \in L} \widehat{K}_{\lambda}$ to $\prod_{\lambda \in M} \widehat{K}_{\lambda}$. What is its kernel?
13.6 Let $\leq$ be a total ordering on a field $K$ such that for all $x, y, z \in K$, if $x \leq y$, then $x+z \leq y+z$, and, if $z>0, x z \leq y z$. For each $a>0$, let $V_{a}=\{x \in K:-a<x<a\}$. Then $\left\{V_{a}: a>0\right\}$ is a fundamental system of neighborhoods of zero for a locally retrobounded topology on $K$.
13.7 (Baer and Hasse [1931]) If $K$ is a totally disconnected locally retrobounded division ring, the open and closed subsets of $K$ containing zero form a fundamental system of neighborhoods of zero. [If $C$ is open and closed and $0 \notin C$, show that an open and closed subset of $\overline{C^{-1}}$ not containing zero is bounded, open and closed in $K$.]

## 14 Norms and Absolute Values

If $N$ is a norm on a ring $A$, we shall say that a subset $B$ of $A$ is normbounded if there exists $r>0$ such that $N(x) \leq r$ for all $x \in B$.
14.1 Theorem. Let $A$ be a topological ring whose topology is given by a norm $N$. Every norm-bounded subset of $A$ is bounded; in particular, $A$ is a locally bounded ring. If $A$ is a ring with identity and if zero is adherent to $A^{\times}$, the [left, right] bounded subsets of $A$ are precisely the norm-bounded subsets.

Proof. For each $r>0$, let $B_{r}=\{x \in A: N(x) \leq r\}$. Then $B_{r}$ is bounded, for if $s>0, B_{s / r} B_{r} \subseteq B_{s}$ and $B_{r} B_{s / r} \subseteq B_{s}$. Conversely, assume that $0 \in \overline{A^{\times}}$, and let $B$ be left bounded. Then there exists $r>0$ such that $B B_{r} \subseteq B_{1}$, and by hypothesis there exists $a \in B_{r} \cap A^{\times}$. Thus for each $x \in B$,

$$
N(x) \leq N(x a) N\left(a^{-1}\right) \leq N\left(a^{-1}\right) . \bullet
$$

In contrast, any metrizable trivial ring $A$ is a bounded normable ring by 6.7, but $A$ itself need not be bounded in norm.
14.2 Definition. The core of a norm $N$ on a ring $A$ is the set of all $h \in A^{*}$ such that

$$
N(h x)=N(h) N(x)=N(x h)
$$

for all $x \in A$.
14.3 Theorem. If the core $H$ of a norm $N$ on a ring $A$ with identity is not empty, then $H \cap A^{\times}$is a subgroup of $A^{\times}$, and for each $h \in H \cap A^{\times}$, $N\left(h^{n}\right)=N(h)^{n}$ for all $n \in \mathbb{Z}$.

Proof. If $H$ contains an element $k$, then $N(k)=N(k \cdot 1)=N(k) N(1)$, so $N(1)=1$, and therefore $1 \in H$. Let $h \in H \cap A^{\times}$. For any $x \in A$,

$$
N(h) N(x)=N(h x)=N\left(h x h^{-1} h\right)=N(h) N\left(x h^{-1}\right) N(h)
$$

so

$$
N(x) N(h)^{-1}=N\left(x h^{-1}\right)
$$

In particular, choosing $x=1$, we obtain $N(h)^{-1}=N\left(h^{-1}\right)$. Therefore

$$
N(x) N\left(h^{-1}\right)=N\left(x h^{-1}\right) .
$$

Similarly, $N\left(h^{-1}\right) N(x)=N\left(h^{-1} x\right)$. Thus $h^{-1} \in H \cap A^{\times}$. Clearly $H \cap A^{\times}$ is closed under multiplication, and an inductive argument establishes that $N\left(h^{n}\right)=N(h)^{n}$ for all $n \in \mathbb{Z}$. $\bullet$

Here is a criterion for the topology of a topological ring to be given by a norm:
14.4 Theorem. If $A$ is a Hausdorff ring with identity that possesses a left or right bounded neighborhood $V$ of zero [a left or right bounded open additive subgroup $V$ ] and an invertible topological nilpotent $c$ such that $c V=V c$, then the topology of $A$ is given by a[n] [ultra]norm whose core contains an invertible topological nilpotent.

Proof. Replacing $V$ by $V \cap(-V)$ if necessary, we may assume that $V$ is symmetric. Let

$$
U=\{x \in A: V x \subseteq V\}
$$

As $V$ is a symmetric left bounded neighborhood of zero [left bounded open additive subgroup], $U$ is a symmetric neighborhood of zero [an open additive subgroup]. Since $c V c^{-1}=V$, clearly $c U c^{-1}=U$; thus $c U=U c$. For some $p \geq 1, c^{p} \in V$, so $c^{p} U \subseteq V$, whence $U \subseteq c^{-p} V$, a left bounded set. Thus $U$ is left bounded, and clearly $1 \in U$ and $U U \subseteq U$. As $U+U+U$ is therefore left bounded, $(U+U+U) c^{q} \subseteq U$ for some $q \geq 1$; let $d=c^{q}$, an invertible topological nilpotent. Then $U d=d U$, and for all $n \in \mathbb{Z}$,

$$
U d^{n+1}+U d^{n+1}+U d^{n+1} \subseteq U d^{n}
$$

and in particular, $U d^{n+1} \subseteq U d^{n}$. By $12.17\left(U d^{n}\right)_{n \in \mathbb{Z}}$ is a fundamental decreasing sequence of neighborhoods of zero. In particular, as $A$ is Hausdorff,

$$
\bigcap_{n \in \mathbb{Z}}^{\infty} U d^{n}=(0)
$$

Also,

$$
\bigcup_{n \in \mathbb{Z}} U d^{n}=A
$$

for if $x \in A$, then $\lim _{n \rightarrow \infty} x d^{n}=0$, so $x d^{r} \in U$ for some $r \geq 1$, whence $x \in U d^{-r}$.

Therefore we may apply 6.1 to $\left(U d^{n}\right)_{n \in \mathbb{Z}}$; let $g$ and $f$ be the associated functions. For any nonzero $x, y \in A$,

$$
g(x y) \leq g(x) g(y)
$$

for if $g(x)=2^{-i}$ and $g(y)=2^{-j}$, then $x \in U d^{i}$ and $y \in U d^{j}$, whence

$$
x y \in U d^{i} U d^{j}=U U d^{i} d^{j} \subseteq U d^{i+j}
$$

and therefore

$$
g(x y) \leq 2^{-(i+j)}=g(x) g(y)
$$

Consequently by 6.1 , if $V$ is a left bounded open additive subgroup, $g$ is an ultranorm defining the topology of $A$. Now $d^{-1} \notin U$, for otherwise, as $U U \subseteq U, d^{-n} \in U$ for all $n \geq 1$, whence

$$
1=\lim _{n \rightarrow \infty} d^{n} d^{-n}=0
$$

by 12.12, a contradiction. Hence $1 \in U \backslash U d$, so $d \in U d \backslash U d^{2}$, and therefore $g(d)=1 / 2$. Moreover, $x \in U d^{n} \backslash U d^{n+1}$ if and only if $x d \in U d^{n+1} \backslash U d^{n+2}$, and also, if and only if

$$
d x \in d U d^{n} \backslash d U d^{n+1}=U d^{n+1} \backslash U d^{n+2}
$$

Consequently,

$$
g(x d)=(1 / 2) g(x)=g(d) g(x)
$$

and

$$
g(d x)=(1 / 2) g(x)=g(x) g(d)
$$

In general, $f(x y) \leq f(x) f(y)$, for if

$$
\sum_{i=1}^{p} x_{i}=x \text { and } \sum_{j=1}^{q} y_{j}=y
$$

then

$$
\sum_{j=1}^{q} \sum_{i=1}^{p} x_{i} y_{j}=x y
$$

so

$$
f(x y) \leq \sum_{j=1}^{q} \sum_{i=1}^{p} g\left(x_{i} y_{j}\right) \leq \sum_{j=1}^{q} \sum_{i=1}^{p} g\left(x_{i}\right) g\left(y_{j}\right)=\left(\sum_{i=1}^{p} g\left(x_{i}\right)\right)\left(\sum_{j=1}^{q} g\left(y_{j}\right)\right) .
$$

Consequently by $6.1, f$ is a norm defining the topology of $A$. In particular, if $x \in A$, then

$$
f(x d) \leq f(x) f(d)
$$

But if

$$
\sum_{i=1}^{p} t_{i}=x d
$$

then

$$
\sum_{i=1}^{p} t_{i} d^{-1}=x
$$

so

$$
f(x) f(d) \leq \sum_{i=1}^{p} g\left(t_{i} d^{-1}\right) g(d)=\sum_{i=1}^{p} g\left(t_{i}\right)
$$

Hence

$$
f(x) f(d) \leq f(x d)
$$

Similarly, $f(d x)=f(d) f(x)$. Thus $d$ belongs to the core of $f$. $\bullet$
14.5 Corollary. A Hausdorff ring topology $\mathcal{T}$ on a field is defined by a norm if and only $\mathcal{T}$ is locally bounded and there is a nonzero topological nilpotent for $\mathcal{T}$.

We begin our discussion of the relation between norms and absolute values on fields by defining spectral norms, which are intermediate between the two:
14.6 Definition. $A$ norm $N$ on a ring $A$ is a spectral norm if

$$
N\left(x^{n}\right)=N(x)^{n}
$$

for all $x \in A$ and all $n \geq 1$.
The norms of Examples 1-3 of $\S 1$ are spectral norms, for example, whereas that of Example 4 is not.

To show that to every norm $N$ on a field there is a largest spectral norm $N_{s}$ smaller than $N$, we need the following theorem:
14.7 Theorem. If $\left(x_{n}\right)_{n \geq 1}$ is a sequence in $\mathbb{R}_{>0}$ such that $x_{n+k} \leq x_{n} x_{k}$ for all $n, k \geq 1$, then $\lim _{n \rightarrow \infty} x_{n}^{1 / n}$ exists, and

$$
\lim _{n \rightarrow \infty} x_{n}^{1 / n}=\inf _{n \geq 1} x_{n}^{1 / n}
$$

Proof. By induction, $x_{q k} \leq x_{k}^{q}$ for all $k, q \geq 1$. Let $x_{0}=1$, and for each $k \geq 1$ let

$$
M_{k}=\sup _{0 \leq r<k} x_{r}
$$

Let $k \geq 1$. For each $n \geq 1$, let $n=q_{n} k+r_{n}$ where $q_{n}, r_{n} \in \mathbb{N}$ and $0 \leq r_{n}<k$. Then

$$
x_{n}=x_{q_{n} k+r_{n}} \leq x_{k}^{q_{n}} x_{r_{n}} \leq M_{k} x_{k}^{q_{n}}=M_{k} x_{k}^{(1 / k)\left(n-r_{n}\right)}
$$

Hence

$$
x_{n}^{1 / n} \leq M_{k}^{1 / n} x_{k}^{1 / k}\left(x_{k}^{1 / k}\right)^{-r_{n} / n}
$$

Now

$$
\lim _{n \rightarrow \infty}\left(x_{k}^{1 / k}\right)^{-r_{n} / n}=1
$$

as $\lim _{n \rightarrow \infty}\left(-r_{n}\right) / n=0$, and also $\lim _{n \rightarrow \infty} M_{k}^{1 / n}=1$. Therefore

$$
\limsup _{n \rightarrow \infty} x_{n}^{1 / n} \leq x_{k}^{1 / k} .
$$

Consequently

$$
\limsup _{n \rightarrow \infty} x_{n}^{1 / n} \leq \inf _{k \geq 1} x_{k}^{1 / k} \leq \liminf _{k \rightarrow \infty} x_{k}^{1 / k} .
$$

14.8 Theorem. Let $N$ be a norm on a field $K$. Of all the spectral norms $M$ on $K$ such that $M \leq N$, there is a largest, $N_{s}$, defined by

$$
N_{s}(x)=\lim _{n \rightarrow \infty} N\left(x^{n}\right)^{1 / n}
$$

for all $x \neq 0$ and $N_{s}(0)=0$. Furthermore, for each $x \in K, N_{s}(x)=N(x)$ if and only if $N\left(x^{n}\right)=N(x)^{n}$ for all $n \geq 1$, every element of the core of $N$ is also in the core of $N_{s}$, and if $N$ is an ultranorm, so is $N_{s}$.

Proof. By 14.7 applied to the sequence ( $\left.N\left(x^{n}\right)\right)_{n \geq 1}, N_{s}(x)$ is indeed defined, and if $x \neq 0, N_{s}(x)=\inf _{n \geq 1} N\left(x^{n}\right)^{1 / n}$. Since $N\left(x^{n}\right) \leq N(x)^{n}$ for all $n \geq 1$, it follows that $N_{s} \leq N$ and for any spectral norm $M$ such that $M \leq N, M \leq N_{s}$. Consequently, we need only show that $N_{s}$ is a spectral norm.

To show (N 2) of Definition 1.2 holds for $N_{s}$, we first observe that for any $m \in \mathbb{N}$ and any $z \in K, N(m . z) \leq m N(z)$. Let $x, y \in K$, let $e>0$, and let $m \geq 1$ be such that for all $n \geq m$,

$$
\begin{aligned}
& N\left(x^{n}\right)^{1 / n} \leq N_{s}(x)+e, \\
& N\left(y^{n}\right)^{1 / n} \leq N_{s}(y)+e .
\end{aligned}
$$

Let $C>1$ be such that

$$
\begin{aligned}
& N\left(x^{j}\right)^{1 / j} \leq C\left[N_{s}(x)+e\right], \\
& N\left(y^{j}\right)^{1 / j} \leq C\left[N_{x}(y)+e\right]
\end{aligned}
$$

for all $j \in[1, m-1]$. Let $n>2 m$. For any $k \in[0, n]$, if $k<m$, then $n-k>m$, and if $n-k<m$, then $k>m$. Therefore

$$
\begin{aligned}
N\left((x+y)^{n}\right) & =N\left(\sum_{k=0}^{n}\binom{n}{k} x^{n-k} y^{k}\right) \leq \sum_{k=0}^{n} N\left(\binom{n}{k} x^{n-k} y^{k}\right) \\
& \leq \sum_{k=0}^{n}\binom{n}{k} N\left(x^{n-k}\right) N\left(y^{k}\right) \\
& \leq \sum_{k=0}^{n}\binom{n}{k} C^{m}\left[N_{s}(x)+e\right]^{n-k}\left[N_{s}(y)+e\right]^{k} \\
& =C^{m}\left[N_{s}(x)+N_{s}(y)+2 e\right]^{n} .
\end{aligned}
$$

Thus

$$
N_{s}(x+y) \leq C^{m / n}\left[N_{s}(x)+N_{s}(y)+2 e\right] .
$$

As $\lim _{n \rightarrow \infty} C^{m / n}=1$, therefore,

$$
N_{s}(x+y) \leq N_{s}(x)+N_{s}(y)+2 e
$$

Consequently,

$$
N_{s}(x+y) \leq N_{s}(x)+N_{s}(y) .
$$

Assume further that $N$ is an ultranorm and that $N_{s}(x) \leq N_{s}(y)$. Then $N(q .1) \leq 1$ for all $q \in \mathbb{Z}$. If $n \geq 2 m$,

$$
\begin{aligned}
N\left((x+y)^{n}\right) & =N\left(\sum_{k=0}^{n}\binom{n}{k} x^{n-k} y^{k}\right) \\
& \leq \sup _{0 \leq k \leq n} N\left(x^{n-k} y^{k}\right) \leq \sup _{0 \leq k \leq n} N\left(x^{n-k}\right) N\left(y^{k}\right) \\
& \leq \sup _{0 \leq k \leq n} C^{m}\left[N_{s}(x)+e\right]^{n-k}\left[N_{s}(y)+e\right]^{k} \\
& \leq C^{m}\left[N_{s}(y)+e\right]^{n} .
\end{aligned}
$$

Thus as before,

$$
N_{s}(x+y) \leq N_{s}(y) .
$$

As $N(-t)=N(t)$ for all $t \in K$,

$$
N_{s}(-x)=\lim _{n \rightarrow \infty} N\left((-x)^{n}\right)^{1 / n}=\lim _{n \rightarrow \infty} N\left(x^{n}\right)^{1 / n}=N_{s}(x)
$$

for all $x \in K^{*}$. Hence (N 3) holds for $N_{s}$.

If $x, y \in K^{*}$, then

$$
\begin{aligned}
N_{s}(x y) & =\lim _{n \rightarrow \infty} N\left((x y)^{n}\right)^{1 / n}=\lim _{n \rightarrow \infty} N\left(x^{n} y^{n}\right)^{1 / n} \\
& \leq \lim _{n \rightarrow \infty} N\left(x^{n}\right)^{1 / n} N\left(y^{n}\right)^{1 / n}=N_{s}(x) N_{s}(y)
\end{aligned}
$$

so (N 4) holds for $N_{s}$.
From (N 2)-(N 4) we conclude that $\left\{x \in K: N_{s}(x)=0\right\}$ is an ideal of $K$. But

$$
N_{s}(1)=\lim _{n \rightarrow \infty} N(1)^{1 / n}=1 .
$$

Consequently, as $K$ is a field, that ideal is the zero ideal, so (N 5) holds for $N_{s}$.

For each $x \in K$,

$$
N_{s}(x)=\inf _{n \geq 1} N\left(x^{n}\right)^{1 / n}
$$

by 14.7, so $N_{s}(x)=N(x)$ if and only if $N\left(x^{n}\right)=N(x)^{n}$ for all $n \geq 1$. Finally, if $x$ belongs to the core of $N$, then for each $y \in K, N\left(x^{n} y^{n}\right)=$ $N\left(x^{n}\right) N\left(y^{n}\right)$ as $x^{n} \in H$ by 14.3 , so $N_{s}(x y)=N_{s}(x) N_{s}(y)$, and consequently $x$ belongs to the core of $N_{s}$. $\bullet$
14.9 Theorem. Let $N$ be a spectral [ultra]norm on a field $K$, and let $c \in K^{*}$. There is a spectral [ultra]norm $N_{c}$ on $K$ such that:
(1) $N_{c} \leq N$.
(2) The core $H$ of $N$ is contained in that of $N_{c}$, and $N_{c}(x)=N(x)$ for all $x \in H$.
(3) $c$ is in the core of $N_{c}$, and $N_{c}(c)=N(c)$.

Proof. For each $x \in K$, the sequence $\left(N\left(x c^{n}\right) N(c)^{-n}\right)_{n \geq 0}$ is clearly decreasing; we define $N_{c}$ by

$$
N_{c}(x)=\lim _{n \rightarrow \infty} N\left(x c^{n}\right) N(c)^{-n}=\inf _{n \geq 0} N\left(x c^{n}\right) N(c)^{-n}
$$

Let $x, y \in K$. Then

$$
\begin{aligned}
N_{c}(x y)= & \lim _{n \rightarrow \infty} N\left(x y c^{2 n}\right) N(c)^{-2 n} \\
& \leq \lim _{n \rightarrow \infty} N\left(x c^{n}\right) N(c)^{-n} N\left(y c^{n}\right) N(c)^{-n}=N_{c}(x) N_{c}(y)
\end{aligned}
$$

It is easy to see that

$$
N_{c}(x+y) \leq N_{c}(x)+N_{c}(y)
$$

and, if $N$ is an ultranorm,

$$
N_{c}(x+y) \leq \sup \left\{N_{c}(x), N_{c}(y)\right\}
$$

Consequently, as $N_{c}(1)=1,\left\{x \in K: N_{c}(x)=0\right\}$ is a proper ideal of $K$ and hence is the zero ideal. Thus $N_{c}$ is a[n] [ultra]norm. $N_{c}$ is a spectral norm, for if $x \in K$ and $m \geq 1$,

$$
\begin{aligned}
N_{c}\left(x^{m}\right) & =\lim _{n \rightarrow \infty} N\left(x^{m} c^{n m}\right) N(c)^{-n m}=\lim _{n \rightarrow \infty} N\left(\left(x c^{n}\right)^{m}\right) N(c)^{-n m} \\
& =\lim _{n \rightarrow \infty} N\left(x c^{n}\right)^{m} N(c)^{-n m}=N_{c}(x)^{m} .
\end{aligned}
$$

Clearly (1) holds. To establish (2), let $x \in H$. Then for any $y \in K$,

$$
\begin{aligned}
N_{c}(x y) & =\lim _{n \rightarrow \infty} N\left(x y c^{n}\right) N(c)^{-n} \\
& =\lim _{n \rightarrow \infty} N(x) N\left(y c^{n}\right) N(c)^{-n}=N(x) N_{c}(y) .
\end{aligned}
$$

Choosing $y=1$, we obtain $N_{c}(x)=N(x)$, so $N_{c}(x y)=N_{c}(x) N_{c}(y)$ for all $y \in K$. Thus $x$ belongs to the core of $N_{c}$. (3) As $N$ is a spectral norm, $N_{c}(c)=N(c)$. For each $y \in K$,

$$
\begin{aligned}
N_{c}(y c) & =\lim _{n \rightarrow \infty} N\left(y c^{n+1}\right) N(c)^{-n} \\
& =\lim _{n \rightarrow \infty}\left[N\left(y c^{n+1}\right) N(c)^{-n-1}\right] N(c)=N_{\mathbf{c}}(y) N(c)
\end{aligned}
$$

so as $N_{c}(c)=N(c), c$ belongs to the core of $N_{c} . \bullet$
The following theorem, due to Aurora [1958], gives the fundamental relation between spectral norms and absolute values on a field:
14.10 Theorem. Let $N$ be a norm on a field $K$, and let $H$ be its core. The following statements are equivalent:
$1^{\circ} N$ is a spectral [ultra]norm.
$2^{\circ}$ There is a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of [nonarchimedean] absolute values on $K$ such that

$$
N=\sup _{\lambda \in L} A_{\lambda} .
$$

$3^{\circ}$ There is a family $\left(A_{c}\right)_{c \in K^{*}}$ of [nonarchimedean] absolute values on $K$ such that

$$
N=\sup _{c \in K^{*}} A_{c}
$$

and for each $c \in K^{*}, A_{c}(c)=N(c)$ and $A_{c}(x)=N(x)$ for all $x \in H$.
Proof. Clearly $3^{\circ}$ implies $2^{\circ}$, and $2^{\circ}$ implies $1^{\circ}$. Assume $1^{\circ}$. To prove $3^{\circ}$, it suffices to show that for each $c \in K^{*}$ there exists a [nonarchimedean] absolute value $A_{c}$ such that $A_{c} \leq N$ and $A_{c}(x)=N(x)$ for all $x \in H \cup\{c\}$. Let $\mathcal{N}$ be the set of all spectral [ultra]norms $P$ on $K$ such that $P \leq N$. We order $\mathcal{N}$ by declaring $P \preceq Q$ if and only if $Q \leq P$, the core $H_{Q}$ of $Q$ contains the core $H_{P}$ of $P$, and $Q(x)=P(x)$ for all $x \in H_{P}$. With the terminology of 14.9, let

$$
\mathcal{N}_{c}=\left\{P \in \mathcal{N}: N_{c} \preceq P\right\} .
$$

With its induced ordering, $\mathcal{N}_{\mathrm{c}}$ is an inductive set. Indeed, if $\mathcal{C}$ is a chain in $\mathcal{N}_{c}, \mathcal{C}$ is totally ordered for $\leq$, and the infimum, $P_{0}$, of $\mathcal{C}$ for $\leq$ clearly satisfies (N 1)-(N 4) of Definition 1.2 [and (N 6) of Definition 6.5] and, for any $P \in \mathcal{C}, P_{0}(x)=P(x)$ for all $x \in H_{P}$; in particular, $P_{0}(c)=N_{c}(c) \neq 0$, so $\left\{x \in K: P_{0}(x)=0\right\}$ is a proper ideal of $K$, thus the zero ideal, and therefore $P_{0}$ is a [nonarchimedean] norm. Consequently, $P_{0} \in \mathcal{N}_{c}$ and $P_{0}$ is the supremum of $\mathcal{C}$ for $\preceq$. Therefore by Zorn's Lemma, $\mathcal{N}_{c}$ has a maximal member $A_{c}$. As $N_{c} \preceq A_{c}$ and as $N \preceq N_{c}$ by 14.9, $A_{c} \leq N_{c} \leq N$, and $A_{c}(x)=N_{c}(x)=N(x)$ for all $x \in H \cup\{c\}$. We have left to show that $A_{c}$ is an absolute value, that is, that its core is $K^{*}$. Let $d \in K^{*}$. With the notation of $14.9,\left(A_{c}\right)_{d} \succeq A_{c} \succeq N_{c}$, so by the maximality of $A_{c},\left(A_{c}\right)_{d}=A_{c}$, and therefore $d$ belongs to the core of $A_{c}$. -
14.11 Theorem. If $\mathcal{T}$ is a locally bounded Hausdorff topology on a field $K$ for which there is a nonzero topological nilpotent, then there is a proper absolute value on $K$ whose topology is weaker than $\mathcal{T}$.

Proof. By 14.4, $\mathcal{T}$ is the topology given by a norm $N$. By 14.8 there is a spectral norm $N_{s}$ on $K$ such that $N_{s} \leq N$, and by 14.10 there is an absolute value $A$ on $K$ such that $A \leq N_{s}$; consequently $A \leq N$, so the topology defined by $A$ is weaker than $T$. -

Finally, we obtain the following criterion for a Hausdorff ring topology on a field to be given by an absolute value:
14.12 Theorem. A Hausdorff ring topology $\mathcal{T}$ on a field $K$ is given by a proper absolute value if and only if $\mathcal{T}$ is locally retrobounded and there is a nonzero topological nilpotent for $\mathcal{T}$.

Proof. The condition is sufficient by $13.7,13.8,13.3$, and 14.11. It is necessary by 13.6 .

## Exercises

14.1 A function $N$ from a ring $A$ to $\mathbb{R}_{\geq 0}$ is a seminorm if (N 1)-(N 4) of Definition 1.2 hold. (a) If $N$ is a seminorm on $A$ and if, for each $r \in \mathbb{R}_{>0}$,

$$
V_{r}=\{x \in A: N(x)<r\},
$$

then $\left(V_{r}\right)_{r>0}$ is a fundamental system of neighborhoods of zero for a locally bounded ring topology on $A$. (b) The topology defined by $N$ is Hausdorff if and only if $N$ is a norm.
14.2 Let $N$ be a norm on a commutative ring $A$. (a) The function $N_{s}$, defined by

$$
N_{s}(x)=\lim _{n \rightarrow \infty} N\left(x^{n}\right)^{1 / n}
$$

is a seminorm on $A$. (b) For any $x \in A, N_{s}(x)<1$ if and only if $x$ is a topological nilpotent.
14.3 Let $A$ be a commutative Hausdorff ring with identity that contains an invertible topological nilpotent. The following statements are equivalent:
$1^{\circ}$ The set $R$ of topological nilpotents is a bounded neighborhood of zero.
$2^{\circ}$ The topology of $A$ is given by a spectral norm.
$3^{\circ}$ The topology of $A$ is given by a spectral norm whose core contains an invertible topological nilpotent.
[Apply 14.4 where $V=R$ and 12.17.]
14.4 (Kowalsky [1953]) A field $K$ is rankfree if for every nondiscrete locally retrobounded topology $\mathcal{T}$ on $K$ there is a nonzero topological nilpotent for $\mathcal{T}$, and if each nonzero element of $K$ is a topological nilpotent for at most finitely many locally retrobounded topologies. If $K$ is rankfree and if $\mathcal{T}$ is a nondiscrete locally bounded ring topology on $K$, then $\mathcal{T}$ is the supremum of finitely many nondiscrete locally retrobounded topologies if and only if the set of elements that are topologically nilpotent for $\mathcal{T}$ is nonzero and bounded for $\mathcal{T}$. [Use 14.4, Exercise 14.3, and 14.10.]
14.5 (Arnautov [1965b]) Let $A$ be a metrizable ring whose topology $\mathcal{T}$ is an ideal topology, and let $\left(V_{n}\right)_{n \geq 1}$ be a decreasing, fundamental system of ideal neighborhoods of zero. (a) For each $n \geq 1$, let $U_{n}$ be the ideal generated by the union of all the sets $V_{i_{1}} V_{i_{2}} \ldots V_{i_{r}}$ such that $\sum_{k=1}^{r} i_{k}=n$. (a) For all $n \geq 1, V_{n} \subseteq U_{n}$ and $U_{n+1} \subseteq U_{n}$. (b) For all $n, m \geq 1, U_{n} U_{m} \subseteq$ $U_{n+m}$, and $U_{n m}$ is contained in the ideal generated by $V_{m} \cup V_{1}^{n}$. (c) $\mathcal{T}$ is defined by an ultranorm [norm] if and only if there is a neighborhood $V$ of zero such that for every neighborhood $W$ of zero, there exists $n \geq 1$ such that $V^{n} \subseteq W$. [Use (a) and 6.1.]

## 15 Finite-dimensional Vector Spaces

A linear transformation from an $A$-module $E$ to an $A$-module $F$ is a homomorphism from $E$ to $F$, and a linear operator on $E$ is simply an endomorphism of the $A$-module $E$.

An $A$-module $E$ is the direct sum of submodules $\left(M_{k}\right)_{1 \leq k \leq n}$ if the linear transformation $s$ from $\prod_{k=1}^{n} M_{k}$ to $E$, defined by

$$
\begin{equation*}
s\left(x_{1}, \ldots, x_{n}\right)=\sum_{k=1}^{n} x_{k} \tag{1}
\end{equation*}
$$

is an isomorphism. Clearly $s$ is a linear transformation, so $s$ is an isomorphism if and only if it is surjective and its kernel contains only ( $0, \ldots, 0$ ). In this case, the family of projections associated to $\left(M_{k}\right)_{1 \leq k \leq n}$ is the family $\left(p_{k}\right)_{1 \leq k \leq n}$ of linear operators on $E$ defined by

$$
p_{k}=i n_{k} \circ p r_{k} \circ s^{-1}
$$

where $p r_{k}$ is the canonical projection from $\prod_{i=1}^{n} M_{i}$ to $M_{k}$ and $i n_{k}$ is the canonical injection from $M_{k}$ to $E$; thus

$$
p_{k}\left(x_{1}+\cdots+x_{n}\right)=x_{k}
$$

whenever $x_{i} \in M_{i}$ for all $i \in[1, n]$.
Similarly, a ring $A$ is the direct sum of subrings $\left(B_{k}\right)_{1 \leq k \leq n}$ if the function $s$ from the ring $\prod_{k=1}^{n} B_{k}$ to $A$, defined by (1) is an isomorphism. Clearly $A$ is the direct sum of subrings $\left(B_{k}\right)_{1 \leq k \leq n}$ if and only if $B_{1}, \ldots, B_{n}$ are ideals of $A$ such that $B_{i} B_{j}=\{0\}$ whenever $i \neq j$ and the $A$-module $A$ is the direct sum of the submodules $\left(B_{k}\right)_{1 \leq k \leq n}$.

These considerations may further be extended to any family of submodules of an $A$-module $E$. If $\left(M_{\lambda}\right)_{\lambda \in L}$ is a family of $A$-modules, we define $\oplus_{\lambda \in L} M_{\lambda}$, sometimes called the outer direct sum of $\left(M_{\lambda}\right)_{\lambda \in L}$, to be the submodule of $\prod_{\lambda \in L} M_{\lambda}$ consisting of all $\left(x_{\lambda}\right)_{\lambda \in L}$ such that $x_{\lambda}=0$ for all but finitely many $\lambda \in L$. If each $M_{\lambda}$ is a submodule of $E$, we define

$$
\sum_{\lambda \in L} M_{\lambda}
$$

to be the submodule of $E$ generated by $\bigcup_{\lambda \in L} M_{\lambda}$ and say that $E$ is the direct sum of $\left(M_{\lambda}\right)_{\lambda \in L}$ if the linear operator $s$ from $\bigoplus_{\lambda \in L} M_{\lambda}$ to $E$, defined by

$$
\begin{equation*}
s\left(\left(x_{\lambda}\right)_{\lambda \in L}\right)=\sum_{\lambda \in L} x_{\lambda} \tag{2}
\end{equation*}
$$

is an isomorphism.
For example, $\left(b_{\lambda}\right)_{\lambda \in L}$ is a basis of a unitary $A$-module $E$ if and only if $E$ is the direct sum of $\left(A b_{\lambda}\right)_{\lambda \in L}$ and for each $\lambda \in L,\left\{b_{\lambda}\right\}$ is linearly independent, that is, $\alpha . b_{\lambda}=0$ only if $\alpha=0$.

Similarly, if $\left(B_{\lambda}\right)_{\lambda \in L}$ is a family of rings, we define $\bigoplus_{\lambda \in L} B_{\lambda}$ to be the subring of $\prod_{\lambda \in L} B_{\lambda}$ consisting of all $\left(x_{\lambda}\right)_{\lambda \in L}$ such that $x_{\lambda}=0$ for all but finitely many $\lambda \in L$. This notation is primarily useful when each $B_{\lambda}$ is an ideal of a ring $A_{\lambda}$, in which case $\bigoplus_{\lambda \in L} B_{\lambda}$ is an ideal of $\prod_{\lambda \in L} A_{\lambda}$. If each $B_{\lambda}$ is an ideal of a ring $A$, the ideal $B$ generated by $\bigcup_{\lambda \in L} B_{\lambda}$ is the direct sum of $\left(B_{\lambda}\right)_{\lambda \in L}$ if the function $s$ defined by (2) is an isomorphism from $\bigoplus_{\lambda \in L} B_{\lambda}$ to $B$.
15.1 Definition. Let $E$ be a topological module over a topological ring A. Then $E$ is the topological direct sum of submodules $\left(M_{k}\right)_{1 \leq k \leq n}$ if the function $s$ from $\prod_{k=1}^{n} M_{k}$ to $E$, defined by

$$
s\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}
$$

is a topological isomorphism. Similarly, a topological ring $A$ is the topological direct sum of subrings $\left(B_{k}\right)_{1 \leq k \leq n}$ if the function $s$ from the ring $\prod_{k=1}^{n} B_{k}$ to $A$, defined by

$$
s\left(x_{1}, \ldots, x_{n}\right)=\sum_{k=1}^{n} x_{k}
$$

is a topological isomorphism.
15.2 Theorem. Let $E$ be a topological $A$-module [ring] that is the direct sum of submodules [subrings] $\left(M_{k}\right)_{1 \leq k \leq n}$. Then $E$ is the topological direct sum of $\left(M_{k}\right)_{1 \leq k \leq n}$ if and only if each member of the associated family of projections is continuous.

Proof. Let $\left(p_{k}\right)_{1 \leq k \leq n}$ be the associated family of projections, and let $s$ be the isomorphism from $\prod_{k=1}^{n} M_{k}$ to $E$ defined by

$$
s\left(x_{1}, \ldots, x_{n}\right)=\sum_{k=1}^{n} x_{k} .
$$

Since $s$ is simply the restriction to $\prod_{k=1}^{n} M_{k}$ of addition on $E^{n}, s$ is continuous. Thus $s$ is a topological isomorphism if and only if $s^{-1}$ is continuous. But

$$
s^{-1}(x)=\left(p_{1}(x), \ldots, p_{n}(x)\right)
$$

for all $x \in E$, and hence $s^{-1}$ is continuous if and only if each $p_{k}$ is. •
If $M$ is a submodule of a module $E$, a submodule $N$ of $E$ is a supplement (or, for emphasis, an algebraic supplement) of $M$ if $E$ is the direct sum of $M$ and $N$.
15.3 Definition. Let $M$ be a submodule of a topological module $E$. A submodule $N$ of $E$ is a topological supplement of $M$ if $E$ is the topological direct sum of $M$ and $N$.

If an $A$-module $E$ is the direct sum of submodules $M$ and $N$ and if $p$ and $q$ are the associated projections, $p$ is called the projection on $M$ along $N, q$ the projection on $N$ along $M$. Clearly $q=1_{E}-p$ where $1_{E}$ is the identity map of $E$.

If $M$ and $N$ are supplementary submodules of $E$, the projection $p$ on $M$ along $N$ is a linear operator on $E$ satisfying $p \circ p=p$, and moreover, the range of $p$ is $M$ and its kernel is $N$. Conversely, if $p$ is a linear operator on $E$ such that $p \circ p=p$, then $E$ is the direct sum of its range $M$ and its kernel $N$, and $p$ is the projection on $M$ along $N$. Consequently, any linear operator on $E$ that satisfies $p \circ p=p$ is called a projection.
15.4 Theorem. Let $M$ be a submodule of a topological $A$-module $E$. A supplement $N$ of $M$ in $E$ is a topological supplement if and only if the projection on $M$ along $N$ is continuous, in which case the restriction $\rho$ to $N$ of the canonical epimorphism $\phi_{M}$ from $E$ to $E / M$ is a topological isomorphism. Moreover, $M$ has a topological supplement if and only if there is a continuous projection on $E$ whose range is $M$. If $M$ has a topological supplement and if $E$ is Hausdorff, then $M$ is closed.

Proof. Let $E$ be the topological direct sum of $M$ and $N$. If $U$ is open in $N$, then as $s(M \times U)=M+U, M+U$ is open in $E$; thus as $\rho(U)=\phi_{M}(M+U)$, $\rho(U)$ is open in $E / M$. Clearly $\rho$ is continuous and thus is a topological isomorphism. If $E$ is Hausdorff, then $M$ is closed as it is the kernel of the (continuous) projection on $N$ along $M$. -

As we shall shortly see, if $E$ is a Hausdorff finite-dimensional vector space over a complete straight division ring $K$, and if $E$ is (algebraically) the direct sum of subspaces $M_{1}, \ldots M_{n}$, then $E$ is the topological direct sum of $M_{1}, \ldots M_{n}$.

Henceforth, $K$ is a division ring topologized by a Hausdorff ring topology.
A linear form on a $K$-vector space $E$ is a linear transformation from $E$ to the $K$-vector space $K$.
15.5 Theorem. $K$ is straight if and only if every linear form on a Hausdorff $K$-vector space whose kernel is closed is continuous.

Proof. Necessity: Let $u$ be a nonzero linear form on a Hausdorff $K$ vector space $E$ whose kernel $H$ is closed. Then there is an isomorphism $v$ from the $K$-vector space $E / H$ to $K$ satisfying $u=v \circ \phi_{H}$ where $\phi_{H}$ is the canonical epimorphism from $E$ to $E / H$. By (1) of $5.7, E / H$ is Hausdorff, and if $a=v^{-1}(1), v^{-1}(\lambda)=\lambda . a$ for all $\lambda \in K$. As $K$ is straight, $v^{-1}$ is a homeomorphism, so $v$ is continuous, and therefore $u$ is also.

Sufficiency: Let $a$ be a nonzero vector of a Hausdorff $K$-vector space $E$. If $u_{a}$, defined by $u_{a}(\lambda)=\lambda . a$, were not a homeomorphism from $K$ to $K . a$, then $u_{a}^{-1}$ would be a discontinuous linear form on $K . a$ with closed kernel (0), a contradiction.

A hyperplane of a vector space $E$ is a subspace $H$ such that $E / H$ is one-dimensional.
15.6 Corollary. If $K$ is straight and if $E$ is Hausdorff $K$-vector space, every algebraic supplement $D$ of a closed hyperplane $H$ is a topological supplement.

Proof. If $D=K a$ and if $p$ is the projection on $D$ along $H$, then with the notation of 15.5 the linear form $u_{a}^{-1} \circ p$ is continuous by 15.5 , so $p$ is also continuous, and the assertion follows from 15.4.

The standard basis of the $K$-vector space $K^{n}$ is the basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ where for each $k \in[1, n], e_{k}$ is the $n$-tuple whose $k$ th entry is 1 and whose remaining entries are 0 .
15.7 Theorem. Every linear form on the topological $K$-vector space $K^{n}$ is continuous; hence every hyperplane of $K^{n}$ is closed.

Proof. Let $u$ be a linear form on $K^{n}$, and let $u\left(e_{k}\right)=\alpha_{k} \in K$ for each $k \in[1, n]$. Then for any $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in K^{n}$,

$$
u\left(\lambda_{1}, \ldots, \lambda_{n}\right)=u\left(\sum_{k=1}^{n} \lambda_{k} e_{k}\right)=\sum_{k=1}^{n} \lambda_{k} u\left(e_{k}\right)=\sum_{k=1}^{n} \alpha_{k} \lambda_{k},
$$

so $u$ is continuous from $K^{n}$ to $K$. •
Since every proper subspace of a vector space is an intersection of hyperplanes, the statements "Every hyperplane is closed" and "Every subspace is closed" about a topological vector space are equivalent.

### 15.8 Theorem. The following statements are equivalent:

## $1^{\circ} K$ is straight.

$2^{\circ}$ For each $n \geq 1$, every isomorphism from the $K$-vector space $K^{n}$ to an $n$-dimensional Hausdorff $K$-vector space all of whose hyperplanes are closed is a topological isomorphism.
$3^{\circ}$ For each $n \geq 1$, every $n$-dimensional Hausdorff $K$-vector space all of whose hyperplanes are closed is topologically isomorphic to $K^{n}$.

Proof. To prove $2^{\circ}$ from $1^{\circ}$, we proceed by induction on $n$. Let $S_{n}$ be the statement: Every isomorphism from the $K$-vector space $K^{n}$ to an $n$ dimensional Hausdorff $K$-vector space all of whose hyperplanes are closed is a topological isomorphism. By the definition of straightness, $S_{1}$ holds. Let $m>1$, assume that $S_{n}$ holds whenever $n<m$, and let $u$ be an isomorphism from $K^{m}$ to an $m$-dimensional Hausdorff $K$-vector space $E$ all of whose hyperplanes are closed. Let $a_{k}=u\left(e_{k}\right)$ for each $k \in[1, m]$, where $\left\{e_{1}, \ldots, e_{m}\right\}$ is the standard basis of $K^{m}$. Let $F$ be the subspace generated by $a_{1}, \ldots a_{m-1}$. Then every hyperplane $H$ of $F$ is closed in $F$. Indeed, in the contrary case, the closure $\bar{H}$ of $H$ in $F$ would be $F$, so as $H+K a_{m}$ is a hyperplane of $E$ and hence is closed in $E, H+K a_{m}$ would contain $\bar{H}+K a_{m}=F+K a_{m}=E$, a contradiction. Consequently by our inductive hypothesis, the linear transformation $v$ from $K^{m-1}$ to $F$, defined by

$$
v\left(\lambda_{1}, \ldots, \lambda_{m-1}\right)=u\left(\lambda_{1}, \ldots, \lambda_{m-1}, 0\right)=\sum_{k=1}^{m-1} \lambda_{k} a_{k}
$$

is a topological isomorphism. As $K$ is straight, therefore, the isomorphism

$$
\left(\lambda_{1}, \ldots, \lambda_{m-1}, \lambda_{m}\right) \rightarrow\left(v\left(\lambda_{1}, \ldots, \lambda_{m-1}\right), \lambda_{m} a_{m}\right)
$$

from $K^{m}$ to $F \times K a_{m}$ is a topological isomorphism. As $F$ is a hyperplane of $E, F$ is closed in $E$, so $(x, y) \rightarrow x+y$ is a topological isomorphism from $F \times K a_{m}$ to $E$ by 15.6. Thus as

$$
u\left(\lambda_{1}, \ldots, \lambda_{m}\right)=v\left(\lambda_{1}, \ldots, \lambda_{m-1}\right)+\lambda_{m} a_{m},
$$

$u$ is a topological isomorphism from $K^{m}$ to $E$.
To show that $3^{\circ}$ implies $1^{\circ}$, let $a$ be a nonzero vector in a Hausdorff $K$-vector space. By $3^{\circ}$ there is a topological $K$-isomorphism $u$ from the topological $K$-vector space $K$ to $K a$. Clearly $u(\lambda)=\lambda b$, where $b=u(1)$. Let $\gamma \in K^{*}$ be such that $a=\gamma b$. Then $R_{\gamma}: \lambda \rightarrow \lambda \gamma$ is a homeomorphism from $K$ to $K$, so $u \circ R_{\gamma}: \lambda \rightarrow \lambda a$ is a homeomorphism from $K$ to $K a$.
15.9 Theorem. The following statements are equivalent:
$1^{\circ} K$ is straight and complete.
$2^{\circ}$ For every $n \geq 1$, every isomorphism from the $K$-vector space $K^{n}$ to an $n$-dimensional Hausdorff $K$-vector space is a topological isomorphism.
$3^{\circ}$ For every $n \geq 1$, every $n$-dimensional Hausdorff $K$-vector space is topologically isomorphic to $K^{n}$.

Proof. To prove $2^{\circ}$ from $1^{\circ}$, we proceed by induction on $n$. Let $T_{n}$ be the statement: Every isomorphism from the $K$-vector space $K^{n}$ to an $n$ dimensional Hausdorff $K$-vector space is a a topological isomorphism. By the definition of straightness, $T_{1}$ holds. Let $m>1$, and assume that $T_{n}$ holds for all $n<m$. To establish $T_{m}$, it suffices by 15.8 to show that if $H$ is a hyperplane of a Hausdorff $m$-dimensional $K$-vector space $E$, then $H$ is closed. But as $H$ has dimension $m-1, H$ is topologically isomorphic to $K^{m-1}$ by $T_{m-1}$, hence is complete, and thus is closed.

Finally, assume $3^{\circ}$. By $15.8, K$ is straight. Suppose that $K$ were not complete. Let $a \in \widehat{K} \backslash K$, and let $E=K+K a$, furnished with the topology inherited from $\widehat{K}$. Then $E$ is a two-dimensional Hausdorff $K$-vector space, and $K$ is a dense one-dimensional subspace of $E$. Consequently, $E$ is not topologically isomorphic to $K^{2}$ by 15.7, a contradiction of our hypothesis.
15.10 Corollary. Let $E$ be a finite-dimensional vector space over a complete straight division ring $K$. There is one and only one Hausdorff vector topology on $E$. For any basis $\left\{a_{1}, \ldots, a_{n}\right\}$ of $E$,

$$
u:\left(\lambda_{1}, \ldots, \lambda_{n}\right) \rightarrow \sum_{k=1}^{n} \lambda_{k} a_{k}
$$

is a topological isomorphism from $K^{n}$ to $E$, furnished with its unique Hausdorff vector topology.
15.11 Theorem. Let $K$ be a division ring furnished with a complete proper absolute value, and let $E$ be a finite-dimensional $K$-vector space. The unique Hausdorff vector topology $\mathcal{T}$ on $E$ is normable; indeed, if $\left\{b_{1}, \ldots b_{n}\right\}$ is a basis of $E$, then $\|.$.$\| , defined by$

$$
\left\|\sum_{k=1}^{n} \lambda_{k} b_{k}\right\|=\sup _{1 \leq k \leq n}\left|\lambda_{k}\right|,
$$

is a norm on $E$ defining $\tau$.
15.12 Theorem. Let $K$ be a complete straight division ring.
(1) Every Hausdorff finite-dimensional $K$-vector space is complete; hence every finite-dimensional subspace of a Hausdorff $K$-vector space is closed.
(2) Every linear transformation from a finite-dimensional Hausdorff $K$ vector space to a Hausdorff $K$-vector space is continuous.
(3) A Hausdorff finite-dimensional $K$-vector space that is the direct sum of a sequence of subspaces is the topological direct sum of those subspaces.
(4) Every linear transformation from a Hausdorff $K$-vector space to a finite-dimensional Hausdorff $K$-vector space whose kernel is closed is a topological homomorphism.
(5) If $M$ is a closed subspace and $N$ a finite-dimensional subspace of a Hausdorff $K$-vector space $E$, then $M+N$ is closed.

Proof. (1) follows from 15.10 and 7.14, since $K^{n}$ is complete for all $n \geq 1$ by (2) of 7.8 .

To prove (2), let $u$ be a linear transformation from a Hausdorff finitedimensional $K$-vector space $E$ to a Hausdorff $K$-vector space $F$. By (1), the kernel $H$ of $u$ is closed, so $E / H$ is a Hausdorff finite-dimensional $K$-vector space. By 15.9 , the isomorphism $v$ from $E / H$ to $u(E)$ satisfying $v \circ \phi_{H}=u$, where $\phi_{H}$ is the canonical epimorphism from $E$ to $E / H$, is a topological isomorphism, so $u$ is a topological homomorphism by the module analogue of 5.11. (3) follows from (2), and the proof of (4) is similar to that of (2).
(5) As $M$ is closed, $E / M$ is Hausdorff, so the finite-dimensional subspace $\phi_{M}(N)$ of $E / M$ is closed by (1) (where $\phi_{M}$ is the canonical epimorphism from $E$ to $E / M)$, and therefore $\phi_{M}^{-1}\left(\phi_{M}(N)\right)$ is closed. But $\phi_{M}^{-1}\left(\phi_{M}(N)\right)=$ $M+N$.
15.13 Definition. Let $A$ be a ring. $A$ function $u$ is $A$-multilinear if for some $n \geq 1$ the domain of $u$ is the cartesian product of a sequence $\left(E_{k}\right)_{1 \leq k \leq n}$ of $n A$-modules, its codomain is an $A$-module $F$, and for each $k \in[1, n]$ and each sequence $c_{1} \in E_{1}, \ldots, c_{k-1} \in E_{k-1}, c_{k+1} \in E_{k+1}, \ldots, c_{n} \in E_{n}$, the function $x \rightarrow u\left(c_{1}, \ldots, c_{k-1}, x, c_{k+1}, \ldots, c_{n}\right)$ is a linear transformation from $E_{k}$ to $F$.

For example, if $E$ is an algebra over a commutative ring with identity $A$, multiplication is an $A$-multilinear transformation from $E \times E$ to $E$.

Theorem 15.14. Let $K$ be a complete straight division ring. Any $K$ multilinear transformation from the cartesian product of Hausdorff finitedimensional $K$-vector spaces to a Hausdorff $K$-vector space is continuous.

Proof. Let $u$ be a multilinear transformation from the cartesian product $E$ of Hausdorff finite-dimensional $K$-vector spaces $\left(E_{k}\right)_{1 \leq k \leq n}$ to a Hausdorff $K$-vector space $F$. For each $k \in[1, n]$, let $m(k)$ be the dimension of $E_{k}$, let $\left(e_{k, j}\right)_{1 \leq j \leq m(k)}$ be a basis of $E_{k}$, and let $p r_{k}$ be the canonical projection from $E$ to $E_{k}$. For each $k \in[1, n]$ and each $i \in[1, m(k)]$, let $q_{k, i}$ be the linear form on $E_{k}$ defined by

$$
q_{k, i}\left(\sum_{j=1}^{m(k)} \lambda_{j} e_{k, j}\right)=\lambda_{i}
$$

By (2) of 15.12 , each $q_{k, i}$ is continuous. Let $M=\prod_{k=1}^{n}[1, m(k)]$, and for each $i \in M$, let $i_{k}$ be its $k$ th component, so that $i=\left(i_{1}, \ldots, i_{n}\right)$. For each $i \in M$ and each $k \in[1, n]$, the function $q_{k, i_{k}} \circ p r_{k}$ is continuous from $E$ to $K$, so the function $P_{i}$, defined by

$$
P_{i}=\prod_{k=1}^{n}\left(q_{k, i_{k}} \circ p r_{k}\right)
$$

is continuous from $E$ to $K$. For each $i \in M$ let $U_{i}$ be the function from $K$ into $F$ defined by

$$
U_{i}(\lambda)=\lambda u\left(e_{i_{1}}, \ldots, e_{i_{n}}\right)
$$

Then

$$
u=\sum_{i \in M} U_{i} \circ P_{i}
$$

and hence is continuous.
15.15 Corollary. If $A$ is a finite-dimensional algebra over a complete straight field $K$, then the unique Hausdorff vector topology on $A$ is an algebra topology, that is, multiplication is continuous from $A \times A$ to $A$.

## Exercises

Let $E$ be a vector space over a field. We denote by $E^{*}$ the vector space of all linear forms on $E$. A subspace $E^{\prime}$ of $E^{*}$ is total if for each nonzero $x \in E$ there exists $u \in E^{*}$ such that $u(x) \neq 0$. If $K$ is a Hausdorff topological field and if $E^{\prime}$ is a subspace of $E$, we denote by $\sigma_{K}\left(E, E^{\prime}\right)$ the weakest topology on $E$ making each $u \in E^{\prime}$ continuous, a vector topology by 2.17.
15.1 Let $K$ be a Hausdorff field, $E$ a $K$-vector space, $E^{\prime}$ a subspace of $E^{*}$. (a) $\sigma_{K}\left(E, E^{\prime}\right)$ is Hausdorff if and only if $E^{\prime}$ is a total subspace of $E^{*}$. (b) If the topology of $K$ is given by a proper absolute value, then a linear form $v$ on $E$ is continuous for $\sigma_{K}\left(E, E^{\prime}\right)$ if and only if $v \in E^{\prime}$. [Show that there exists a linearly independent sequence $\left(u_{k}\right)_{1 \leq k \leq n}$ in $E^{\prime}$ such that, if

$$
H=\bigcap_{k=1}^{n} u_{k}^{-1}(0)
$$

then $H \subseteq v^{-1}(0)$, and observe that each $u_{k}$ induces a linear form $\bar{u}_{k}$ on $E / H$ and that $\left(\bar{u}_{k}\right)_{1 \leq k \leq n}$ is a basis of $(E / H)^{*}$.]
15.2 (Warner [1956]) Let $A$ be an algebra over a field $K$ furnished with an absolute value, and let $A^{\prime}$ be a total subset of $A^{*}$. (a) If (TR 2) of Theorem
2.15 holds for $\sigma_{K}\left(A, A^{\prime}\right)$, then for every $v \in A^{\prime}, v^{-1}(0)$ contains an ideal of finite codimension. [Let $W$ be a neighborhood of zero such that

$$
W \cup W^{2} \cup W^{3} \subseteq\{x \in A:|v(x)| \leq 1\}
$$

let $\left(u_{k}\right)_{1 \leq k \leq n}$ be a sequence in $A^{\prime}$ such that

$$
\left\{x \in A:\left|u_{k}(x)\right| \leq 1 \text { for all } k \in[1, n]\right\} \subseteq W,
$$

and let

$$
J=\bigcap_{k=1}^{n} u_{k}^{-1}(0)
$$

Show that the sets $A J, J A$, and $A J A$ are all contained in the kernel of $v$.] (b) If $K$ is complete and if the kernel of each $v \in A^{\prime}$ contains an ideal of finite codimension, then (TR 2) holds for $\sigma_{K}\left(A, A^{\prime}\right)$. [Apply 15.13 to $A / L$, where $L$ is a closed ideal of finite codimension contained in $v^{-1}(0)$.]
15.3 If $L$ is a field that is an infinite-dimensional extension of a field $K$, furnished with a proper absolute value, then $\sigma_{K}\left(L, L^{*}\right)$ is a Hausdorff topology on the field $L$ satisfying (TR 1) and (TR 2) of Definition 1.1 and (TR 5) of Theorem 2.15, but not (TR 4). [Use Exercise 15.2.]
15.4 Let $L$ be a field furnished with a proper absolute value that is an infinite-dimensional extension of a subfield $K$, and let $L^{\prime}$ be the $K$-vector space of all continuous linear forms on the $K$-vector space $L$. The topology $\sigma_{K}\left(L, L^{\prime}\right)$ on $L$, regarded as a vector space over $L$, satisfies (TM 5) and (TM 6) of Theorem 2.16 but not (TM 4). [Modify the proof of Exercise 15.2(a).]

## 16 Topological Division Rings

Here we present some classical theorems concerning topological division rings. We begin with some theorems concerning locally compact division rings.

The hypothesis of 16.1 implies that multiplicative inversion is continuous by 11.11 , but we do not need that fact in the proof.
16.1 Theorem. If $\mathcal{T}$ is a locally compact ring topology on a division ring $K$, the set of all topological nilpotents is a neighborhood of zero.

Proof. We may assume that $T$ is not the discrete topology. Let $U$ be a compact neighborhood of zero; as $\mathcal{T}$ is not discrete, there is a compact neighborhood $V$ of zero such that $V \subset U$; let $W=\{x \in K: x U \subseteq V\}$. Then $W W \subseteq W$, for if $x, y \in W$, then $x y U \subseteq x V \subseteq x U \subseteq V$. Consequently, if $x \in W$, then by induction $x^{n} \in W$ for all $n \geq 1$. By $12.3, W$ is a
neighborhood of zero; we shall show that each $a \in W$ is a topological nilpotent. As $V$ is closed, so is $W$; as $U$ contains a nonzero element $d$ and as $W d \subseteq V, W \subseteq V d^{-1}$, a compact set; hence $W$ is compact and contains $a^{n}$ for all $n \geq 1$. Therefore to show that $a$ is a topological nilpotent, it suffices to show that no nonzero element of $K$ is an adherent point of the sequence $\left(a^{n}\right)_{n \geq 1}$.

Assume that $b$ is a nonzero adherent point of $\left(a^{n}\right)_{n \geq 1}$. Then $b \notin b W$, since otherwise $1 \in W$ and hence $U \subseteq V$, a contradiction. As $b W$ is compact, by (3) of 4.14 there is a neighborhood $T$ of zero such that $b+T$ and $b W+T$ are disjoint, and by 12.3 there is a neighborhood $S$ of zero such that $S \subseteq T$ and $S W \subseteq T$. As $b$ is adherent to $\left(a^{n}\right)_{n \geq 1}$, there exist integers $m$ and $p$ such that $p>m$ and both $a^{m}$ and $a^{p}$ belong to $b+S$. But then

$$
a^{p}=a^{m} a^{p-m} \in(b+S) W \subseteq b W+S W \subseteq b W+T
$$

a contradiction. Therefore $a$ is a nonzero topological nilpotent.
16.2 Theorem. If $E$ is a nonzero Hausdorff vector space over a nondiscrete topological division ring $K$ that is straight and complete, then $E$ is locally compact if and only if $E$ is finite-dimensional and $K$ is locally compact.

Proof. Sufficiency: If $E$ has dimension $n$, then $E$ is topologically isomorphic to the $K$-vector space $K^{n}$ by 15.9 and hence is locally compact.

Necessity: By hypothesis there is a nonzero vector $c \in E$. By (1) of 15.12, $K c$ is closed in $E$ and hence is locally compact. As the $K$-vector space $K$ is topologically isomorphic to $K c$ by hypothesis, $K$ is locally compact and and $E$ is not discrete. By $16.1 K$ has a nonzero topological nilpotent $\alpha$. Let $V$ be a compact neighborhood of zero in $E$. As $\alpha V$ is a neighborhood of zero, there exist $a_{1}, \ldots, a_{n} \in V$ such that

$$
V \subseteq \bigcup_{k=1}^{n}\left(a_{k}+\alpha V\right)
$$

Let $M$ be the finite-dimensional subspace of $E$ spanned by $a_{1}, \ldots, a_{n}$. Then $M$ is closed in $E$ by (1) of 15.12 , so $E / M$ is a Hausdorff $K$-vector space. Let $W=\phi_{M}(V)$, where $\phi_{M}$ is the canonical epimorphism from $E$ to $E / M$. Then $W$ is a compact neighborhood of zero in $E / M$, and $W \subseteq \alpha W$. By induction, $W \subseteq \alpha^{n} W$ for all $n \geq 1$, so

$$
W \subseteq \bigcap_{n=1}^{\infty} \alpha^{n} W
$$

Let $w \in W$; then for each $n \geq 1, w=\alpha^{n} w_{n}$ for some $w_{n} \in W$. Hence as $W$ is bounded by 12.3 ,

$$
w=\lim _{n \rightarrow \infty} \alpha^{n} w_{n}=0
$$

by 12.12 . Thus $W=\{0\}$, so $V \subseteq M$. For any $x \in E, \lim _{n \rightarrow \infty} \alpha^{n} x=0$, so $\alpha^{m} x \in V$ for some $m \geq 1$, whence

$$
x \in \alpha^{-m} V \subseteq \alpha^{-m} M=M
$$

Thus $E=M$.
Once again, the hypothesis of the following theorem implies that multiplicative inversion is continuous by 11.11, but we shall obtain that conclusion by appealing to the much more elementary 11.12 .
16.3 Theorem. A locally compact ring topology $\mathcal{T}$ on a field $K$ is defined by an absolute value.

Proof. We may assume that $\mathcal{T}$ is not the discrete topology. By 16.1 there is a nonzero topological nilpotent $a \in K$. By 12.3, 14.4, and 7.7, $\mathcal{T}$ is defined by a complete norm, and hence inversion on $K^{*}$ is continuous by 11.12. By 14.12 we need only show that $\mathcal{T}$ is locally retrobounded.

Let $V$ be an open neighborhood of zero. Then $K \backslash V$ is closed, so $(K \backslash V)^{-1}$ is closed in $K^{*}$, and therefore $(K \backslash V)^{-1} \cup\{0\}$ is closed in $K$. By 12.3, therefore, as $\mathcal{T}$ is metrizable, we need only obtain a contradiction from the assumption that there is a sequence $\left(x_{p}\right)_{p \geq 1}$ in $K \backslash V$ such that $\left(x_{p}^{-1}\right)_{p \geq 1}$ has no adherent point. In particular, zero is not an adherent point, so there is a compact neighborhood $T$ of zero such that $x_{p}^{-1} \in K \backslash T$ for all $p \geq 1$.

For each $p \geq 1, \lim _{k \rightarrow \infty} a^{k} x_{p}^{-1}=0$, so there is a smallest $n(p) \in \mathbb{N}$ such that $a^{n(p)} x_{p}^{-1} \in T$; moreover, $n(p) \geq 1$ since $x_{p}^{-1} \notin T$, so $a^{n(p)-1} x_{p}^{-1} \notin T$. If $n(p) \leq r$ for infinitely many $p \geq 1$, then for all such $p$,

$$
x_{p}^{-1} \in \bigcup_{k=1}^{r} a^{-k} T
$$

a compact set, so $\left(x_{p}^{-1}\right)_{p \geq 1}$ would have an adherent point, a contradiction. Thus $\lim _{p \rightarrow \infty} n(p)=+\infty$, so $\lim _{p \rightarrow \infty} a^{n(p)}=0$. As $a^{n(p)} x_{p}^{-1} \in T$ for all $p \geq 1$, some subsequence of it converges; let

$$
\lim _{k \rightarrow \infty} a^{n\left(p_{h}\right)} x_{p_{h}}^{-1}=b
$$

Then

$$
\lim _{k \rightarrow \infty} a^{n\left(p_{k}\right)-1} x_{p_{k}}^{-1}=a^{-1} b,
$$

so $a^{-1} b \neq 0$ as

$$
a^{n\left(p_{k}\right)-1} x_{p_{k}}^{-1} \notin T
$$

for all $k \geq 1$, and therefore $b \neq 0$. As inversion is continuous on $K^{*}$,

$$
\lim _{k \rightarrow \infty} x_{p_{h}} a^{-n\left(p_{h}\right)}=b^{-1}
$$

so

$$
\lim _{k \rightarrow \infty} x_{p_{h}}=\lim _{k \rightarrow \infty} x_{p_{h}} a^{-n\left(p_{h}\right)} \lim _{k \rightarrow \infty} a^{n\left(p_{k}\right)}=b^{-1} \cdot 0=0
$$

a contradiction as $x_{p} \in K \backslash V$ for all $p \geq 1$. $\bullet$
16.4 Theorem. (Frobenius) If $D$ is a division algebra over $\mathbb{R}$ every commutative division subalgebra of which has dimension at most 2 , then $D$ is isomorphic to $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$.

Proof. We identify $\mathbb{R}$ with the division subalgebra $\mathbb{R} .1$ of $D$. For any commutative division subalgebra $F$ properly containing $\mathbb{R}, \operatorname{dim}_{\mathbb{R}} F=2$ by hypothesis, so $F$ is $\mathbb{R}$-isomorphic to $\mathbb{C}$, and hence $F=\mathbb{R}(j)$ for some $j \in F$ satisfying $j^{2}=-1$.

Case 1: The center $Z$ of $D$ properly contains $\mathbb{R}$. Then $Z=\mathbb{R}(i)$ for some $i \in Z$ satisfying $i^{2}=-1$. If $x \in D \backslash Z, Z(x)$ is a commutative division subring properly containing $Z$, and hence $\operatorname{dim}_{\mathbb{R}} Z(x)>2$, a contradiction. Therefore $D=Z=\mathbb{R}(i)$, so $D$ is isomorphic to $\mathbb{C}$.

Case 2: $Z=\mathbb{R}$ and $D \neq Z$. Let $a \in D \backslash \mathbb{R}$. Then $\mathbb{R}(a)$ is a commutative division subalgebra properly containing $\mathbb{R}$, so $\mathbb{R}(a)=\mathbb{R}(i)$ for some $i \in \mathbb{R}(a)$ satisfying $i^{2}=1$. Let $D_{+}=\{x \in D: i x=x i\}, D_{-}=\{x \in D: i x=-x i\}$. Then $D_{+}$is a division subalgebra of $D$. As $D_{+} D_{-}=D_{-}, D_{-}$is a $D_{+}$-vector space. Clearly $D_{+} \cap D_{-}=\{0\}$; moreover, $D_{+}+D_{-}=D$, for if $x \in D$,

$$
x=\frac{1}{2}(x-i x i)+\frac{1}{2}(x+i x i) \in D_{+}+D_{-}
$$

Now $D_{+}=\mathbb{R}(i)$, for if $c \in D_{+} \backslash \mathbb{R}(i), c$ would commute with each member of $\mathbb{R}(i)$, and hence $\mathbb{R}(i, c)$ would be a commutative division subalgebra whose dimension exceeds 2 , a contradiction. Since $\mathbb{R}(i)$ is commutative, $\mathbb{R}(i) \neq D$, so there is a nonzero $b \in D_{-}$. As $b \notin D_{+}=\mathbb{R}(i), \mathbb{R}(b) \cap \mathbb{R}(i)$ is a proper division subalgebra of the 2 -dimensional subalgebra $\mathbb{R}(i)$, so $\mathbb{R}(b) \cap D_{+}=$ $\mathbb{R}(b) \cap \mathbb{R}(i)=\mathbb{R}$. Consequently,

$$
b^{2} \in \mathbb{R}(b) \cap D_{-} D_{-} \subseteq \mathbb{R}(b) \cap D_{+}=\mathbb{R}
$$

Moreover, $b^{2}<0$, for otherwise $b^{2}$ would have two square roots in $\mathbb{R}$ in addition to the square root $b$, so the field $\mathbb{R}(b)$ would contain three square
roots of $b^{2}$, which is impossible. Consequently, $b^{2}=-r$ for some $r>0$; let $j=r^{-\frac{1}{2}} b \in D_{-} ;$then $j^{2}=-1$. If $x \in D_{-}$, then $x j^{-1} \in D_{-} D_{-} \subseteq D_{+}$, so $x=\left(x j^{-1}\right) j \in D_{+} j$. Thus $\{j\}$ is a basis of the $D_{+}$-vector space $D_{-}$. Therefore as $D_{+}=\mathbb{R}(i)$ and as $\{1, j\}$ is a basis of the $D_{+}$-vector space $D=D_{+}+D_{-},\{1, i, j, i j\}$ is a basis of the $\mathbb{R}$-vector space $D$. Let $k=i j$. It is easy to see that $k^{2}=-1, j k=i, k i=j, j i=-k, k j=-i$, and $i k=-j$, so $D$ is isomorphic to $\mathbb{H}$. $\bullet$
16.5 Theorem. (Pontriagin [1931]) If $D$ is a division ring furnished with a connected locally compact ring topology, then $D$ is topologically isomorphic to $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$.

Proof. First, we observe that $D$ cannot contain a closed subfield $F$ whose topology is given by a proper nonarchimedean absolute value. For otherwise, as $F$ is complete by 7.7 , the left $F$-vector space $D$ would be topologically isomorphic to $F^{n}$ for some $n \geq 1$ by $16.2,15.9$, and 13.8 and hence would be totally disconnected, as $F$ is.

As $D$ is connected, it is not discrete, so by $16.1 D$ contains a nonzero topological nilpotent $c$. The set $K$ of all elements of $D$ commuting with $c$ is easily seen to be a closed and hence locally compact division subring of $D$, and its center $F$ is thus a closed and hence locally compact subfield. As $c \in F, F$ is not discrete. By 16.3 the topology of $F$ is defined by a proper absolute value $A$ which, by the preceding, is archimedean. Hence $F$ has characteristic zero by a remark following 1.12 , so we may assume that $F$ contains the rational field $\mathbb{Q}$. By 1.15 the topology induced on $\mathbb{Q}$ is that defined by the usual absolute value $\left.\right|_{. .\left.\right|_{\infty}}$, so the closure of $\mathbb{Q}$ in $F$ is topologically isomorphic to $\mathbb{R}$. Consequently, we may regard $D$ as a division algebra over $\mathbb{R}$ that has finite dimension by 16.2 . By 16.4 there is an isomorphism from $\mathbb{R}$-division algebra $D$ to either $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$, and by 15.9 that isomorphism is a topological isomorphism. -

We shall discuss totally disconnected locally compact division rings in §18.

To prove the Extension Theorem for absolute values, we need the following theorem concerning multilinear transformations on normed vector spaces.
16.6 Theorem. Let $E_{1}, \ldots, E_{n}, F$ be vector spaces over a division ring $K$ furnished with a proper absolute value |..|, let $N_{1}, \ldots, N_{n}, N$ be norms respectively on $E_{1}, \ldots, E_{n}, F$, and let $u$ be a multilinear transformation from the cartesian product $E$ of $\left(E_{k}\right)_{1 \leq k \leq n}$ to $F$. The following statements are equivalent:
$1^{\circ} u$ is continuous.
$2^{\circ} u$ is continuous at $(0, \ldots, 0)$.
$3^{\circ}$ There exists $c>0$ such that

$$
N\left(u\left(x_{1}, \ldots, x_{n}\right)\right) \leq c N_{1}\left(x_{1}\right) \ldots N_{n}\left(x_{n}\right)
$$

for all $\left(x_{1}, \ldots, x_{n}\right) \in E$.
Proof. Assume $2^{\circ}$. Thus there exists $r>0$ such that if $N_{k}\left(x_{k}\right) \leq r$ for all $k \in[1, n]$, then $N\left(u\left(x_{1}, \ldots, x_{n}\right)\right) \leq 1$. As $|.$.$| is proper, there exists$ $\alpha \in K^{*}$ such that $|\alpha|<\inf \{1, r\}$; let $c=|\alpha|^{-2 n}$. To establish $3^{\circ}$, let $\left(x_{1}, \ldots, x_{n}\right) \in E$. If $x_{i}=0$ for some $i \in[1, n]$, then $u\left(x_{1}, \ldots, x_{n}\right)=0$, so we may assume that $x_{i} \neq 0$ for each $i \in[1, n]$. Let $m_{i}$ be the integer such that

$$
|\alpha|^{m_{i}+2}<N_{i}\left(x_{i}\right) \leq|\alpha|^{m_{i}+1} .
$$

Then

$$
N_{i}\left(\alpha^{-m_{i}} x_{i}\right)=|\alpha|^{-m_{i}} N_{i}\left(x_{i}\right) \leq|\alpha| \leq r
$$

for each $i \in[1, n]$, so

$$
N\left(u\left(\alpha^{-m_{1}} x_{1}, \ldots, \alpha^{-m_{n}} x_{n}\right)\right) \leq 1,
$$

whence

$$
\begin{aligned}
N\left(u\left(x_{1}, \ldots, x_{n}\right)\right) & \leq|\alpha|^{m_{1}} \ldots|\alpha|^{m_{n}}<\prod_{i=1}^{n}\left(|\alpha|^{-2} N_{i}\left(x_{i}\right)\right) \\
& =c N_{1}\left(x_{1}\right) \ldots N_{n}\left(x_{n}\right)
\end{aligned}
$$

Next, assume $3^{\circ}$, let $\left(a_{1}, \ldots, a_{n}\right) \in E$, and let

$$
M=\prod_{i=1}^{n} \sup \left\{1, N\left(a_{k}\right)\right\}
$$

Given $e>0$, let

$$
d=\inf \left\{1, e\left[\left(2^{n}-1\right) c M\right]^{-1}\right\}
$$

Let $\left(z_{1}, \ldots, z_{n}\right) \in E$ be such that $N_{k}\left(z_{k}\right) \leq d$ for all $k \in[1, n]$. For each proper subset $H$ of $[1, n]$, let $u_{H}=u\left(y_{1}, \ldots, y_{n}\right)$, where $y_{i}=a_{i}$ if $i \in H$, $y_{i}=z_{i}$ if $i \notin H$; then as $u$ is multilinear,

$$
u\left(a_{1}+z_{1}, \ldots, a_{n}+z_{n}\right)-u\left(a_{1}, \ldots, a_{n}\right)=\sum_{H \in \mathcal{P}} u_{H}
$$

where $\mathcal{P}$ is the set of all proper subsets of $[1, n]$. Given $H \in \mathcal{P}$, let $j \notin H$; then

$$
N\left(u_{H}\right) \leq c N_{j}\left(z_{j}\right) \prod_{i \neq j} \sup \left\{N\left(a_{i}\right), N\left(z_{i}\right)\right\} \leq c d M
$$

Hence
$N\left(u\left(a_{1}+z_{1}, \ldots, a_{n}+z_{n}\right)-u\left(a_{1}, \ldots, a_{n}\right)\right) \leq \sum_{H \in \mathcal{P}} N\left(u_{H}\right) \leq\left(2^{n}-1\right) c d M \leq e$.
Thus $u$ is continuous at $\left(a_{1}, \ldots, a_{n}\right)$.
16.7 Theorem. Let $A$ be a topological algebra over a field $K$, furnished with a proper absolute value. If $N$ is a norm defining the topology of the underlying $K$-vector space, there is a $K$-algebra norm $\|.$.$\| defining its$ topology. Furthermore, if $A$ has an identity element $e$, there is a $K$-algebra norm $\|. .\|_{1}$ defining the topology such that $\|e\|_{1}=1$.

Proof. As multiplication is a $K$-bilinear, by 16.6 there exists $c>0$ such that $N(x y) \leq c N(x) N(y)$ for all $x, y \in A$. Define $\|$.$\| by \|x\|=c N(x)$. Clearly $\|.$.$\| is a K$-vector space norm defining the same topology as $N$, and

$$
\|x y\|=c N(x y) \leq c^{2} N(x) N(y)=\|x\|\|y\|
$$

Suppose, in addition, that $A$ has an identity element e. For each $x \in A$, the $K$-linear mapping $L_{x}: t \rightarrow x t$ is continuous, and therefore by 16.6 there exists $c_{x}>0$ such that for all $t \in A,\|x t\| \leq c_{x}\|t\|$. Thus $\left\{\|x t\|\|t\|^{-1}: t \in\right.$ $\left.A^{*}\right\}$ is bounded, so $\|x\|_{1}$ is well defined by

$$
\|x\|_{1}=\sup _{t \neq 0} \frac{\|x t\|}{\|t\|}
$$

Clearly $\|. .\|_{1}$ is a $K$-algebra norm satisfying $\|e\|_{1}=1$, for if $y \neq 0$,

$$
\|x y\|_{1}=\sup _{y t \neq 0} \frac{\|x y t\|}{\|t\|} \leq \sup _{y t \neq 0} \frac{\|x y t\|}{\|y t\|} \sup _{t \neq 0} \frac{\|y t\|}{\|t\|} \leq\|x\|_{1}\|y\|_{1} .
$$

Since

$$
\|x\|\|e\|^{-1} \leq\|x\|_{1} \leq\|x\|
$$

for all $x \in A,\|. .\|_{1}$ defines the same topology as $\|..\| . \bullet$
16.8 Theorem. (Extension Theorem) If $A$ is a proper complete absolute value on a field $K$ and if $L$ is a finite-dimensional extension field of $K$, there is a unique absolute value $A_{L}$ on $L$ extending $A$. Moreover, for each $c \in L$,

$$
A_{L}(c)=A\left(\alpha_{0}\right)^{1 / m}
$$

where $\alpha_{0}$ is the constant coefficient and $m$ the degree of the minimal polynomial of $c$ over $K$.

Proof. By 13.8 and 15.10 there is a unique $K$-vector topology $\mathcal{T}$ on $L$, and $\mathcal{T}$ is defined by a $K$-vector norm by 15.11. By $15.14 L$ is a topological $K$-algebra, so by 16.7 there is a $K$-algebra norm $N$ defining $\mathcal{T}$ such that $N(1)=1$ and hence

$$
N(\lambda x)=A(\lambda) N(x)=A(\lambda) N(1) N(x)=N(\lambda 1) N(x)=N(\lambda) N(x)
$$

for all $\lambda \in K$ and all $x \in L$. Thus $K$ is contained in the core of $N$ and hence in the core of the associated spectral norm $N_{s}$ by 14.8. Choosing $x=1$ in the above equalities yields $A(\lambda)=N(\lambda)$ and hence $N_{s}(\lambda)=A(\lambda)$ by 14.8. By 14.10 there is an absolute value $A_{L}$ on $L$ such that $A_{L}(\lambda)=N_{s}(\lambda)=A(\lambda)$ for all $\lambda \in K$. If $B$ is an absolute value on $L$ extending $A$, then both $B$ and $A_{L}$ define the unique $K$-vector topology on $L$, so there exists $r>0$ such that $B^{r}=A_{L}$ by 1.10 . Let $t \in K^{*}$ be such that $A(t) \neq 1$. Then

$$
B(t)=A(t)=A_{L}(t)=B(t)^{r},
$$

so $r=1$ and $B=A_{L}$.
Let $c \in L$, and let $f$ be the minimal polynomial of $c$ over $K$, and let

$$
f=\prod_{k=1}^{m}\left(X-c_{k}\right)
$$

in a splitting field $\Omega$ of $f$ over $L$. The constant coefficient $\alpha_{0}$ of $f$ is $(-1)^{m} c_{1} \ldots c_{m}$. For each $k \in[1, m]$ there is a $K$-automorphism $\sigma_{k}$ of $\Omega$ such that $\sigma_{k}(c)=c_{k}$. As $\Omega$ is a finite-dimensional extension of $K$, there is a unique absolute value $A_{\Omega}$ on $\Omega$ extending $A$ by what we have already proved, and the restriction of $A_{\Omega}$ to $L$ is, of course, $A_{L}$. But for each $k \in[1, m], A_{\Omega} \circ \sigma_{k}$ is clearly an absolute value on $\Omega$ extending $A$, so by the uniqueness of $A_{\Omega}, A_{\Omega} \circ \sigma_{k}=A_{\Omega}$. Thus

$$
A_{\Omega}\left(c_{k}\right)=A_{\Omega}\left(\sigma_{k}(c)\right)=A_{\Omega}(c)
$$

for all $k \in[1, m]$. Consequently,

$$
A\left(\alpha_{0}\right)=A\left((-1)^{m} c_{1} \ldots c_{m}\right)=\prod_{k=1}^{m} A_{\Omega}\left(c_{k}\right)=A_{\Omega}(c)^{m}=A_{L}(c)^{m}
$$

so $A_{L}(c)=A\left(\alpha_{0}\right)^{1 / m}$. -
Let $D$ be a finite-dimensional division algebra over a field $K$. For any $c \in D$, the norm $N_{D / K}(c)$ of $c$ relative to $K$ is the determinant of the linear operator $L_{c}: x \rightarrow c x$ on the $K$-vector space $D$. Let $X^{m}+\alpha_{m} X^{m-1}+$ $\ldots+\alpha_{1} X+\alpha_{0}$ be the minimal polynomial of $c$ over $K$. Then $K(c)$ is an extension field of $K$, and $\left\{1, c, \ldots, c^{m-1}\right\}$ is a basis of the $K$-vector space $K(c)$. Let $\left\{e_{1}, \ldots, e_{p}\right\}$ be a basis of the (left) $K(c)$-vector space $D$. Then $\left\{e_{1}, c e_{1}, \ldots, c^{m-1} e_{1}, e_{2}, c e_{2}, \ldots, c^{m-1} e_{2}, \ldots, e_{p}, c e_{p}, \ldots, c^{m-1} e_{p}\right\}$
is a basis of the $K$-vector space $D$. Relative to this basis, the matrix of $L_{c}$ is

$$
\left[\begin{array}{cccc}
A & 0 & \ldots & 0 \\
0 & A & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & A
\end{array}\right]
$$

where

$$
A=\left[\begin{array}{cccccccc}
0 & 0 & 0 & \ldots & 0 & 0 & 0 & -\alpha_{0} \\
1 & 0 & 0 & \ldots & 0 & 0 & 0 & -\alpha_{1} \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 & -\alpha_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 & -\alpha_{m-3} \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & -\alpha_{m-2} \\
0 & 0 & 0 & \ldots & 0 & 0 & 1 & -\alpha_{m-1}
\end{array}\right] .
$$

Developing $\operatorname{det} A$ by the minors of the first row, we obtain

$$
\operatorname{det} A=(-1)^{1+m}\left(-\alpha_{0}\right)=(-1)^{m} \alpha_{0}
$$

Thus

$$
N_{D / K}(c)=(\operatorname{det} A)^{p}=(-1)^{m p} \alpha_{0}^{p}=(-1)^{n} \alpha_{0}^{n / m}
$$

16.9 Theorem. Let $A$ be a proper complete [nonarchimedean] absolute value on a field $K$, and let $D$ be an $n$-dimensional division algebra over $K$. There is a unique [nonarchimedean] absolute value $A_{D}$ on $D$ extending $A$. Moreover, for each $c \in D$,

$$
A_{D}(c)=A\left(N_{D / C}(c)\right)^{1 / n} .
$$

Proof. For each $c \in D, K(c)$ is an extension field of $K$, so by 16.8 there is a unique absolute value $A_{K(c)}$ on $K(c)$ extending $A$; moreover, if $\alpha_{0}$ is the constant coefficient and $m$ the degree of the minimal polynomial of $c$ over $K$,

$$
A_{K(c)}(c)^{n}=A\left(\alpha_{0}\right)^{n / m}=A\left(\alpha_{0}^{n / m}\right)=A\left((-1)^{n} \alpha_{0}^{n / m}\right)=A\left(N_{D / K}(c)\right)
$$

Thus the only possible absolute value on $D$ extending $A$ is the function $A_{D}$ defined above, and the restriction of $A_{D}$ to $K(c)$ is an absolute value on $K(c)$ for any $c \in D$.

To show that $A_{D}$ is an absolute value, let $c, d \in D$. Since

$$
\begin{aligned}
N_{D / K}(c d) & =\operatorname{det} L_{c d}=\operatorname{det}\left(L_{c} \circ L_{d}\right) \\
& =\operatorname{det}\left(L_{c}\right) \operatorname{det}\left(L_{d}\right)=N_{D / K}(c) N_{D / K}(d),
\end{aligned}
$$

$A_{D}(c d)=A_{D}(c) A_{D}(d)$. To show that $A_{D}(c+d) \leq A_{D}(c)+A_{D}(d)$, we may assume that $c \neq 0$. Then $1+c^{-1} d \in K\left(c^{-1} d\right)$, so as the restriction of $A_{D}$ to $K\left(c^{-1} d\right)$ is an absolute value,

$$
A_{D}\left(1+c^{-1} d\right) \leq A_{D}(1)+A_{D}\left(c^{-1} d\right)=1+A_{D}\left(c^{-1} d\right)
$$

whence

$$
A_{D}(c+d)=A_{D}(c) A_{D}\left(1+c^{-1} d\right) \leq A_{D}(c)\left[1+A_{D}\left(c^{-1} d\right)\right]=A_{D}(c)+A_{D}(d)
$$

By the remark after $1.12, A_{D}$ is nonarchimedean if and only if $A$ is.
16.10 Theorem. If $A$ is a proper absolute value on a field $K$ and if $L$ is a finite-dimensional extension field of $K$, there is an absolute value $B$ on $L$ extending $A$.

Proof. Let $\Omega$ be the algebraic closure of $\widehat{K}$. There is a $K$-isomorphism $\sigma$ from $L$ to a subfield $L^{\prime}$ of $\Omega$. As $\operatorname{dim}_{K} L^{\prime}<+\infty$, there exist $x_{1}, \ldots, x_{n} \in$ $L^{\prime}$ such that $L^{\prime}=K\left(x_{1}, \ldots, x_{n}\right)$. Then $x_{1}, \ldots, x_{n}$ are algebraic over $\widehat{K}$, so $\operatorname{dim}_{\widehat{K}} \widehat{K}\left(x_{1}, \ldots, x_{n}\right)<+\infty$. By 16.8 there is an absolute value $B^{\prime}$ on $\widehat{K}\left(x_{1}, \ldots, x_{n}\right)$ extending $\widehat{A}$, the unique absolute value on $\widehat{K}$ extending $A$ and defining the topology of $\widehat{K}$. Then $B$, defined by $B(x)=B^{\prime}(\sigma(x))$ for all $x \in L$, is an absolute value on $L$ extending $A$.

Lastly, we prove the impossibility of extending an archimedean absolute value or a norm relative to an archimedean absolute value on $\mathbb{R}$ to a field larger than $\mathbb{C}$ :
16.11 Theorem. (Ostrowski [1915]) If $K$ is a field properly containing $\mathbb{C}$ and if $0<r \leq 1$, there is no absolute value $A$ on $K$ extending $|. .|_{\infty}^{r}$.

Proof. Assume that such an extension $A$ exists. Let $a \in K \backslash \mathbb{C}$, and let

$$
m=\inf _{\lambda \in \mathbb{C}} A(a-\lambda)
$$

Since $C$ is locally compact, by 7.7 and $7.5, C$ is a closed subfield of $K$, topologized by $A$. Therefore $m>0$. Let $\lambda_{n} \in \mathbb{C}$ be such that

$$
m \leq A\left(a-\lambda_{n}\right) \leq m+\frac{1}{n}
$$

for each $n \geq 1$. Then

$$
A\left(\lambda_{n}\right) \leq A\left(a-\lambda_{n}\right)+A(a) \leq m+1+A(a)
$$

so

$$
\left|\lambda_{n}\right| \leq[m+1+A(a)]^{1 / r}
$$

Thus a subsequence of $\left(\lambda_{n}\right)_{n \geq 1}$ converges to some $\beta \in \mathbb{C}$, and $A(a-\beta)=m$. Let $b=a-\beta$. Then for all $\nu \in \mathbb{C}$,

$$
A(b-\nu) \geq A(b)
$$

since $A(b-\nu)=A(a-(\beta+\nu)) \geq m=A(b)$.
We shall show that if $c \in K^{*}$ satisfies $A(c-\nu) \geq A(c)$ for all $\nu \in \mathbb{C}$, then $A(c-\lambda)=A(c)$ for every $\lambda \in \mathbb{C}$ such that $A(\lambda)<A(c)$. Indeed, let $\zeta_{n}$ be a primitive $n$th root of unity in $\mathbb{C}$. By our assumption,

$$
A\left(c-\zeta_{n}^{k} \lambda\right) \geq A(c)
$$

for all $k \in[0, n-1]$, so

$$
A\left(c^{n}-\lambda^{n}\right)=A\left(\prod_{k=0}^{n-1}\left(c-\zeta_{n}^{k} \lambda\right)\right)=\prod_{k=0}^{n-1} A\left(c-\zeta_{n}^{k} \lambda\right) \geq A(c-\lambda) A(c)^{n-1}
$$

Consequently,

$$
A(c-\lambda) A(c)^{n-1} \leq A\left(c^{n}-\lambda^{n}\right) \leq A(c)^{n}+A(\lambda)^{n}
$$

so

$$
A(c-\lambda) A(c)^{-1} \leq 1+\left(A(\lambda) A(c)^{-1}\right)^{n} .
$$

Therefore

$$
A(c-\lambda) A(c)^{-1} \leq \lim _{n \rightarrow \infty}\left[1+\left(A(\lambda) A(c)^{-1}\right)^{n}\right]=1
$$

as $A(\lambda) A(c)^{-1}<1$. Hence $A(c-\lambda) \leq A(c)$, so by our assumption, $A(c-\lambda)=$ $A(c)$. In addition, for any $\nu \in \mathbb{C}$, by our assumption

$$
A((c-\lambda)-\nu)=A(c-(\lambda+\nu)) \geq A(c)=A(c-\lambda)
$$

Let $\lambda \in \mathbb{C}^{*}$ be such that $|\lambda|_{\infty}^{r}=A(\lambda)<A(b)$. Applying the conclusion of the preceding paragraph successively to $b, b-\lambda, b-2 \lambda, \ldots, b-(n-1) \lambda$, we conclude that

$$
A(b)=A(b-\lambda)=A(b-2 \lambda)=\ldots=A(b-n \lambda)
$$

for all $n \geq 1$. Thus for each $n \geq 1$,

$$
2 A(b)=A(b-n \lambda)+A(b) \geq A(n \lambda)=|n \lambda|_{\infty}^{r}=n^{r}|\lambda|_{\infty}^{r} .
$$

Consequently,

$$
A(b) \geq \frac{1}{2} n^{r}|\lambda|_{\infty}^{r}
$$

for all $n \geq 1$, an impossibility.
16.12 Theorem. If $D$ is a normed division algebra over $\mathbb{R}$, furnished with the absolute value $\left.\left.\right|_{. .}\right|_{\infty} ^{r}$ where $0<r \leq 1$, there is a topological isomorphism from $D$ to one of the $\mathbb{R}$-algebras $\mathbb{R}, \mathbb{C}, \mathbb{H}$.

Proof. By 16.7 there is a norm $N$ on the algebra $D$ that is equivalent to the given one and satisfies $N(1)=1$. Consequently, for any $\lambda \in \mathbb{R}$,

$$
N(\lambda .1)=|\lambda|_{\infty}^{r} N(1)=|\lambda|_{\infty}^{r} .
$$

We identify $\mathbb{R}$ with $\mathbb{R} .1$. Thus $N$ is a norm on the division ring $D$ that extends $\left.\left.\right|_{. .}\right|_{\infty} ^{r}$ and contains $\mathbb{R}$ in its core. To apply 16.4 , let $K$ be a commutative division subalgebra of $D, N^{\prime}$ the restriction of $N$ to $K$. By 14.8 the corresponding spectral norm $N_{s}^{\prime}$ on $K$ agrees with $\left.\left.\right|_{.}\right|_{\infty} ^{r}$ on $\mathbb{R}$ and contains $\mathbb{R}$ in its core. By 14.10 there is an absolute value $A$ on $K$ that agrees with
 $A$ to $K(i)$, the field obtained by adjoining a root of $X^{2}+1$ to $K$. But $K(i) \supseteq \mathbb{R}(i)=\mathbb{C}$, so as $\mathbb{R}$ is complete for $\left|. .\left.\right|_{\infty} ^{r}, A^{\prime}(x)=|x|_{\infty}^{r}\right.$ for all $x \in \mathbb{R}(i)$ by 16.8 . Therefore $K(i)=\mathbb{C}$ by 16.11 , so $\operatorname{dim}_{\mathbb{R}} K \leq 2$. By 16.4 there is an isomorphism $\sigma$ from $D$ to one of the $\mathbb{R}$-algebras $\mathbb{R}, \mathbb{C}, \mathbb{H}$. As these algebras are finite-dimensional, $\sigma$ is a topological isomorphism by 15.10.
16.13 Corollary. (Gel'fand-Mazur) If $D$ is a normed division algebra over $\mathbb{C}$, furnished with the absolute value $|. .|_{\infty}^{r}$ where $0<r \leq 1$, then $D$ is one-dimensional.

Proof. Restricting the scalar field to $\mathbb{R}$, we conclude from 16.12 that $D$ is isomorphic to a subalgebra $D^{\prime}$ of $\mathbb{H}$ that contains $\mathbb{C}$ in its center. Consequently, $D^{\prime}=\mathbb{C}$, that is, $D$ is one-dimensional over $\mathbb{C}$. -
16.14 Theorem. (Ostrowski) If $A$ is an archimedean absolute value on a division ring [field] $D$, there exist $s \in(0,1]$ and an isomorphism $\sigma$ from $D$ to a division subring [subfield] of $\mathbb{H}[\mathbb{C}]$ such that

$$
A(x)=|\sigma(x)|_{\infty}^{s}
$$

for all $x \in D$.
Proof. By a remark following 1.12 , the characteristic of $D$ is zero, so we may regard $D$ as a $\mathbb{Q}$-algebra. By 1.15 there exists $s \in(0,1]$ such that $A(\lambda .1)=|\lambda|_{\infty}^{s}$ for all $\lambda \in \mathbb{Q}$. Consequently, $A$ is a norm on the algebra $D$ over $\mathbb{Q}$, furnished with the absolute value $\left.\left.\right|_{. .}\right|_{\infty} ^{s}$. Therefore by 13.10 and 13.11, the unique absolute value $\widehat{A}$ on $\widehat{D}$ that extends $A$ and defines the topology of $\widehat{D}$ is a norm on the algebra $\hat{D}$ over $\widehat{Q}=\mathbb{R}$, furnished with $\left|. .| |_{\infty}^{s}\right.$. Consequently by 16.12 there is an isomorphism $\sigma$ from the $\mathbb{R}$-algebra $\widehat{D}$ to
either $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$, and we may exclude $\mathbb{H}$, of course, if $D$ and hence also $\hat{D}$ are commutative. Now the functions $t \rightarrow \hat{A}\left(\sigma^{-1}(t)\right)$ and $|.|_{\infty}^{s}$ are absolute values on $\sigma(\hat{D})$, and

$$
|\lambda|_{\infty}^{s}=\widehat{A}(\lambda .1)=\widehat{A}\left(\sigma^{-1}(\lambda)\right)
$$

for all $\lambda \in \mathbb{R}$. Therefore by 1.10,

$$
\widehat{A}\left(\sigma^{-1}(t)\right)=|t|_{\infty}^{s}
$$

for all $t \in \sigma(\widehat{D})$, that is,

$$
\widehat{A}(x)=|\sigma(x)|_{\infty}^{s}
$$

for all $x \in \hat{D}$.

## Exercises

16.1 Let $A$ be a proper complete absolute value on a field $K$. If $L$ is an algebraic extension of $K$, there is a unique [nonarchimedean] absolute value $A_{L}$ on $L$ that extends $A$. [Use 16.8.]
16.2 Derive the Fundamental Theorem of Algebra from 16.8 and 16.11.
16.3 (a) There are $2^{\text {card }(\mathbb{R})}$ subfields of $\mathbb{C}$ isomorphic to $\mathbb{R}$, but only one of them, $\mathbb{R}$, is closed. [Use the fact that there are $2^{\text {card( } \mathbb{R})}$ automorphisms of $\mathbb{C}$. (b) If $K$ is a locally compact proper subfield of $\mathbb{C}$, then $K=\mathbb{R}$.
16.4 (Baer and Hasse [1931]) Let $\mathbb{C}_{\infty}$ be the Riemann sphere, the Aleksandrov one-point compactification of $\mathbb{C}$. A theorem of Janiszewski [1915], generalizing the Jordan Curve Theorem, asserts that if $F_{1}$ and $F_{2}$ are closed connected subsets of $\mathbb{C}_{\infty}$, each containing more than one point, and if $F_{1} \cap F_{2}$ is not connected, then $\mathbb{C}_{\infty} \backslash\left(F_{1} \cup F_{2}\right)$ is not connected. Use this theorem to show that if $K$ is a subfield of $\mathbb{C}$ that contains a closed connected subset of $\mathbb{C}$ containing more than one point, then $K=\mathbb{R}$ or $K=\mathbb{C}$. [Observe that if $F_{1} \cup F_{2} \subseteq K \cup\{\infty\}$ and if $a \in \mathbb{C} \backslash K$, then $a+\left(F_{1} \cup F_{2}\right) \subseteq \mathbb{C}_{\infty} \backslash K$.]
16.5 Let $A$ be an advertibly open topological algebra with identity over a complete straight field $K$. (a) Every maximal ideal of $A$ is closed. (b) Every homomorphism from $A$ to the $K$-algebra $K$ is continuous. (c) If $K$ is $\mathbb{C}$, furnished with $|.|_{\infty}^{r}$ for some $r \in(0,1]$, then an element $x$ of $A$ is invertible if and only if $u(x) \neq 0$ for every nonzero homomorphism $u$ from $A$ to $\mathbb{C}$.
16.6 (Cantor [1883], Bendixson [1884]) Let $X$ be a topological space. A subset $A$ of $X$ is perfect if $A$ is closed and contains no isolated points. A point $c$ is a condensation point of a subset $A$ of $X$ if every neighborhood of $c$ contains uncountably many points of $A$. (a) The set of condensation points of a subset $A$ of $X$ is closed. (b) If $X$ is a $T_{1}$-space and if every
open subset of $X$ is a Lindelöf space (that is, every open cover contains a countable subcover), then the set $B$ of condensation points of a subset $A$ of $X$ is a perfect set, and $A \backslash B$ is countable. (c) If $A$ is a nonempty perfect subset of a complete metric space $X$, then $\operatorname{card}(A) \geq \operatorname{card}(\mathbb{R})$. [Define recursively $A\left(a_{0}, \ldots, a_{n}\right)$ for all $n \in \mathbb{N}$, where each $a_{k}$ is either 0 or 1 , so that for each finite sequence $a_{0}, \ldots, a_{m}$ of 0 's and 1 's, $A\left(a_{0}, \ldots, a_{m}, 0\right)$ and $A\left(a_{0}, \ldots, a_{m}, 1\right)$ are disjoint infinite closed subsets of $A\left(a_{0}, \ldots, a_{m}\right)$ of diameter $\leq 1 /(m+1)$; for each $a \in\{0,1\}^{\mathbb{N}}$, let

$$
\left.x(a) \in \bigcap_{n=0}^{\infty} A(a(0), \ldots, a(n)) .\right]
$$

16.7 Let $X$ be a connected complete separable metric space each point $c$ of which has a fundamental system $\mathcal{V}_{c}$ of neighborhoods such that for all $V \in \mathcal{V}_{c}, V \backslash\{c\}$ is connected. (a) If $G$ is a nonempty open nondense subset of $X$, the boundary of $G$ contains a nonempty perfect subset. [To apply Exercise 16.6 (b), observe that the boundary of $G$ is a nonempty Baire space, and conclude that it is uncountable.] (b) (Livenson [1936]) If $A$ is a dense subset of $X$ that intersects nonvacuously each nonempty perfect subset of $X$, then $A$ is connected.
16.8 (Dieudonné [1945]) Let $\mathfrak{c}=\operatorname{card}(\mathbb{R})$, and let $\gamma$ be the smallest ordinal of cardinality $\mathfrak{c}$; thus $\operatorname{card}([0, \gamma))=\mathfrak{c}$, and if $\beta<\gamma, \operatorname{card}([0, \beta))<\mathfrak{c}$. (a) There is a bijection $\beta \rightarrow P_{\beta}$ from $[0, \gamma)$ to the set of all nonempty perfect subsets of $\mathbb{C}$ such that $0 \in P_{0}$. (b) There is an injection $\alpha \rightarrow K_{\alpha}$ from $[0, \gamma)$ to the set of all subfields of $\mathbb{C}$ such that $K_{0}=\mathbb{Q}, K_{\beta} \subset K_{\alpha}$ whenever $\beta<\alpha$, and for all $\alpha \in(0, \gamma)$, if $K_{\alpha}^{\prime}=\cup_{\beta<\alpha} K_{\beta}$, then $K_{\alpha}=K_{\alpha}^{\prime}\left(u_{\alpha}\right)$ where $u_{\alpha}$ is transcendental over $K_{\alpha}^{\prime}$ and $u_{\alpha} \in P_{\alpha}$. [Use Exercise 16.7] (c) Let $K=\cup_{\alpha<\gamma} K_{\alpha}$. Then $K$ is a purely transcendental extension of $\mathbb{Q}$, and $K$ is connected. [Use Exercise 16.7 (b).] Also, $K$ is locally connected. [Observe that if $X$ is an open disk of center zero, every nonempty perfect subset of $X$ contains a nonempty perfect subset of $\mathbb{C}$.] (d) There is a field $K^{\prime}$ containing $K$ that is isomorphic to $\mathbb{R}$; with its induced topology, $K^{\prime}$ is connected and locally connected but not locally compact.

CHAPTER IV

## REAL VALUATIONS

Some basic definitions and theorems concerning real valuations are given in $\S 17$. Discrete valuations, discussed in $\S 18$, are the principal real valuations we will encounter later. In $\S 19$ some subsequently needed theorems about extensions of real and discrete valuations are presented.

## 17 Real Valuations and Valuation Rings

We adjoin to $\mathbb{R}$ a new element, denoted by $+\infty$, and denote the set $\mathbb{R} \cup\{+\infty\}$ by $\mathbb{R}_{\infty}$. We extend addition on $\mathbb{R}$ to an associative, commutative composition on $\mathbb{R}_{\infty}$ by declaring, for all $\alpha \in \mathbb{R}$,

$$
\begin{gathered}
\alpha+(+\infty)=(+\infty)+\alpha=\infty \\
(+\infty)+(+\infty)=+\infty
\end{gathered}
$$

We also define $\alpha \cdot(+\infty)$ and ( $+\infty$ ) $\cdot \alpha$ to be $+\infty$ for all $\alpha \in \mathbb{R}_{>0}$. Finally, we extend the total ordering of $\mathbb{R}$ to one of $\mathbb{R}_{\infty}$ by declaring $\alpha \leq+\infty$ for all $\alpha \in \mathbb{R}_{\infty}$. Thus for all $\alpha, \beta, \gamma \in \mathbb{R}_{\infty}$, if $\alpha \leq \beta$, then $\alpha+\gamma \leq \beta+\gamma$.
17.1 Definition. Let $A$ be a ring with identity. A function $v$ from $A$ to $\mathbb{R}_{\infty}$ is a real valuation of $A$ if for all $x, y \in A$,

$$
\begin{gather*}
v(x y)=v(x)+v(y)  \tag{V1}\\
v(x+y) \geq \inf \{v(x), v(y)\}  \tag{V2}\\
v(1)=0 \text { and } v(0)=+\infty . \tag{V3}
\end{gather*}
$$

Let $v$ be a real valuation of $A$. If $z^{n}=1$, then $0=v\left(z^{n}\right)=n . v(z)$, so $v(z)=0$. In particular, $v(-1)=0$, so by $(V 1), v(-y)=v(y)$ for all $y \in A$. If $x \in A^{\times}$, then

$$
0=v(1)=v\left(x x^{-1}\right)=v(x)+v\left(x^{-1}\right)
$$

so $v(x) \neq+\infty$, and $v\left(x^{-1}\right)=-v(x)$.
17.2 Theorem. Let $v$ be a real valuation of $A$, and let $x_{1}, \ldots, x_{n} \in A$. Then

$$
v\left(\sum_{i=1}^{n} x_{i}\right) \geq \inf _{1 \leq i \leq n} v\left(x_{i}\right)
$$

and if there exists $r \in[1, n]$ such that $v\left(x_{r}\right)<v\left(x_{i}\right)$ for all $i \neq r$, then

$$
v\left(\sum_{i=1}^{n} x_{i}\right)=v\left(x_{r}\right)
$$

In particular, if $v(x)<v(y)$, then $v(x+y)=v(x)$.
Proof. The first assertion follows from (V 2) by induction. For the second, let $x=x_{r}, y=\sum_{i \neq r} x_{i}$. Then $v(y)>v(x)$, so $v(x+y) \geq v(x)$. If $v(x+y)>v(x)$, we would have
$v(x)=v(((x+y)-y) \geq \inf \{v(x+y), v(-y)\}=\inf \{v(x+y), v(y)\}>v(x)$,
a contradiction. Hence $v(x+y)=v(x)$.
17.3 Corollary. If $v$ is a real valuation of $A$ and if $x_{1}, \ldots, x_{n}$ are elements of $A^{*}$ such that $x_{1}+\cdots+x_{n}=0$, then there exist distinct integers $r, s$ in $[1, n]$ such that

$$
v\left(x_{r}\right)=v\left(x_{s}\right)=\inf _{1 \leq i \leq n} v\left(x_{i}\right)
$$

Henceforth, we shall consider only real valuations of division rings.
17.4 Theorem. Let $v$ be a real valuation of a division ring $K$, and let $\Gamma$ be the commutator subgroup of $K^{*}$ (the subgroup of the multiplicative group $K^{*}$ generated by all elements of the form $x y x^{-1} y^{-1}$ ). Let

$$
\begin{aligned}
A_{v} & =\{x \in K: v(x) \geq 0\} \\
M_{v} & =\{x \in K: v(x)>0\}
\end{aligned}
$$

(1) $v\left(K^{*}\right)$ is an additive subgroup of $\mathbb{R}$.
(2) $A_{v}$ is a subring of $K$ containing $1, M_{v}$ is a proper ideal of $A_{v}$ containing every proper ideal of $A_{v}, A_{v}^{\times}=A_{v} \backslash M_{v}$, and $A_{v} / M_{v}$ is a division ring.
(3) $\left(K \backslash A_{v}\right)^{-1}=M_{v}$; in particular, the smallest division subring containing $A_{v}$ is $K$ itself.
(4) $\Gamma \subseteq A_{v}^{\times} ; A_{v} t=t A_{v}$ for every $t \in K$; hence every left or right ideal of $A_{v}$ is an ideal of $A_{v}$.
(5) For all $c, d \in K^{*}, v(c) \leq v(d)$ if and only if $d \in A_{v} c$.

Proof. By (V 1), the restriction of $v$ to $K^{*}$ is a homomorphism, so (1) holds. Clearly $A_{v}$ is a subring of $K$ containing 1 , and $M_{v}$ is a proper ideal of $A_{v}$. As $v(x)=0$ if and only if $v\left(x^{-1}\right)=0, A_{v}^{\times}=A_{v} \backslash M_{v}=\{x \in K$ : $v(x)=0\}$. In particular, every proper ideal of $A_{v}$ is contained in $M_{v}$, and $A_{v} / M_{v}$ is a division ring. Since $x \in K \backslash A_{v}$ if and only if $v(x)<0$, or equivalently, $v\left(x^{-1}\right)>0$, (3) holds.

If $x, y \in K^{*}$, then $x y x^{-1} y^{-1} \in A_{v}^{\times}$since

$$
v\left(x y x^{-1} y^{-1}\right)=v(x)+v(y)-v(x)-v(y)=0 .
$$

Consequently, $\Gamma \subseteq A_{v}{ }^{\times}$. Therefore $A_{v} t=t A_{v}$ for every $t \in K$, so every left or right ideal of $A_{v}$ is an ideal.
(5) If $v(c) \leq v(d)$, then $d c^{-1} \in A_{v}$ since $v\left(d c^{-1}\right)=v(d)-v(c) \geq 0$, so $d=\left(d c^{-1}\right) c \in A_{v} c$. Conversely, if $d=a c$ where $a \in A$, then $v(d)=$ $v(a)+v(c) \geq v(c)$.
17.5 Definition. Let $v$ be a real valuation of a division ring $K$. The valuation ring $A_{v}$ of $v$ is the subring of $K$ consisting of all $x \in K$ such that $v(x) \geq 0$, the valuation ideal of $v$ is the ideal $M_{v}$ of $A$ consisting of all $x \in A$ such that $v(x)>0$, and the value group $G_{v}$ of $v$ is the additive subgroup $v\left(K^{*}\right)$ of $\mathbb{R}$. The residue division ring (or residue field, if it is a field) of $v$ is the quotient ring $A_{v} / M_{v}$.

The only real valuations heretofore encountered (in §1) are the valuations of the quotient field of a principal ideal domain determined by primes of that domain. Let $K$ be the quotient field of a principal ideal domain $D$, and let $v_{p}$ be the valuation defined by a prime $p$ of $D$. The valuation ring $A$ of $v_{p}$ is then the ring of all fractions $a / s$ where $a \in D, s \in D^{*}$, and $p \nmid s$, and the valuation ideal $M$ of $v_{p}$ is $p A$. Furthermore, $M \cap D=p D$, for if $p a / s=b \in D$ where $p \nmid s$, then $p a=s b$, so $p \mid s b$, whence $p \mid b$ as $p \nmid s$, therefore $b=p t$ for some $t \in D$, and hence $a / s=t \in D$.

The discussion on page 8 of the absolute values on a field defined by a $p$-adic valuation is equally valid for arbitrary real valuations. If $v$ is a real valuation of a division ring $K$ and if $c>1$, the defining properties of a real valuation imply that $V_{c}$, defined by

$$
V_{c}(x)=c^{-v(x)}
$$

for all $x \in K$ (where we adopt the convention $c^{-\infty}=0$ ), is a nonarchimedean absolute value on $K$, called the absolute value of $v$ to base $c$. An absolute value of $v$ is simply an absolute value of $v$ to base $c$ for some $c>1$. If $c>1$ and $d>1$, the absolute values of $v$ to bases $c$ and $d$ are equivalent,
since $V_{d}=V_{c}^{s}$ where $s=\log _{c} d$. Thus the absolute values of $v$ all define the same topology, called the topology defined by $v$. The valuation ring $A_{v}$ and maximal ideal $M_{v}$ of $v$ are then the closed unit ball and open unit ball of any absolute value $V$ of $v$, that is,

$$
\begin{aligned}
A_{v} & =\{x \in K: V(x) \leq 1\} \\
M_{v} & =\{x \in K: V(x)<1\} .
\end{aligned}
$$

17.6 Definition. The improper valuation of a division ring $K$ is the real valuation $v$ defined by $v(0)=+\infty, v(x)=0$ for all $x \in K^{*}$. A real valuation of $K$ is proper if it is not the improper valuation.
17.7 Theorem. The following statements about a real valuation $v$ of a division ring $K$ are equivalent:
$1^{\circ} v$ is improper.
$2^{\circ}$ The valuation ring of $v$ is $K$.
$3^{\circ}$ The value group of $v$ is $\{0\}$.
$4^{\circ}$ The topology defined by $v$ is the discrete topology.
The proof is easy.
17.8 Definition. Real valuations $v$ and $w$ of a division ring $K$ are equivalent if they define the same topology.
17.9 Theorem. Let $v$ and $w$ be proper real valuations of a division ring $K$ with valuation rings $A_{v}$ and $A_{w}$, valuation ideals $M_{v}$ and $M_{w}$, and value groups $G_{v}$ and $G_{w}$ respectively. The following statements are equivalent:
$1^{\circ} v$ and $w$ are equivalent.
$2^{\circ} A_{v}=A_{w}$.
$3^{\circ} A_{w} \subseteq A_{v}$.
$4^{\circ} M_{v}=M_{w}$.
$5^{\circ} M_{v} \subseteq M_{w}$.
$6^{\circ}$ There exists $r \in \mathbb{R}_{>0}$ such that $w=r v$.
$7^{\circ}$ There is an increasing isomorphism $\phi$ from $G_{v}$ to $G_{w}$ such that $w(x)=$ $(\phi \circ v)(x)$ for all $x \in K^{*}$.

Proof. By 1.10 applied to absolute values of $v$ and $w, 1^{\circ}, 5^{\circ}$, and $6^{\circ}$ are equivalent. Clearly $6^{\circ}$ implies $4^{\circ}$, which implies $5^{\circ}$, and $6^{\circ}$ implies $7^{\circ}$, which implies $2^{\circ}$, which implies $3^{\circ}$. We need only show, therefore, that $3^{\circ}$ implies $5^{\circ}$. But if $A_{w} \subseteq A_{v}$, then $K \backslash A_{v} \subseteq K \backslash A_{w}$, so $\left(K \backslash A_{v}\right)^{-1} \subseteq\left(K \backslash A_{w}\right)^{-1}$, that is, $M_{v} \backslash\{0\} \subseteq M_{w} \backslash\{0\}$, and hence $M_{v} \subseteq M_{w}$.
17.10 Theorem. Let $A$ be the valuation ring of a proper real valuation $v$ of a division ring $K$. Every nonzero ideal of $A$ is open and hence closed for the topology defined by $v$, and the nonzero principal ideals of $A$ form a fundamental system of neighborhoods of zero. Furthermore, the restriction of $v$ to $K^{*}$ is continuous from $K^{*}$ to the value group $G$ of $v$, furnished with the discrete topology.

Proof. $A$ is a neighborhood of zero and hence is open by 4.9. If $b$ is a nonzero element of $K$, then $b A$ is open since $x \rightarrow b x$ is a homeomorphism from $K$ to $K$. Consequently, every nonzero ideal is open by 4.9 and thus closed by 4.8. Let $V$ be the absolute value defined by $v$ to base $c>1$, and let $r>0$. Since $v$ is proper, $G$ is a nonzero subgroup of $\mathbb{R}$ under addition and hence is unbounded; therefore there exists $a \in K$ such that $c^{-v(a)}<\inf \{1, r\}$. Then $v(a)>0$, so $a \in A$, and if $s=c^{-v(a)}$,

$$
\begin{aligned}
A a=\{x \in K: v(x) \geq v(a)\} & =\{x \in K: V(x) \leq s\} \\
& \subseteq\{x \in K: V(x)<r\}
\end{aligned}
$$

Let $V_{\alpha}=\{x \in K: v(x)>\alpha\}$ and $W_{\alpha}=\{x \in K: v(x) \geq \alpha\}$ for each $\alpha \in G$. Both $V_{\alpha}$ and $W_{\alpha}$ are additive subgroups of $K$, so as $V_{\alpha}=\{x \in K$ : $\left.V(x)<c^{-\alpha}\right\}, V_{\alpha}$ is open and hence closed by 4.8, and $W_{\alpha}$ is open by 4.9. Consequently, as $v^{-1}(\alpha)=W_{\alpha} \backslash V_{\alpha}, v^{-1}(\alpha)$ is open. Thus $v$ is continuous from $K^{*}$ to the discrete group $G$. $\bullet$
17.11 Definition. A real valuation of a division ring is complete if the topology it defines is complete.
17.12 Theorem. Let $v$ be a real valuation of a division ring $K$. The completion $\widehat{K}$ of $K$ for the topology defined by $v$ is a division ring, and there is a unique real valuation $\widehat{v}$ on $\widehat{K}$ that extends $v$ and defines the topology of $\widehat{K}$. The value group of $\widehat{v}$ is the value group $G$ of $v$, the valuation ring and ideal of $\widehat{v}$ are the closures in $\widehat{K}$ of the valuation ring $A$ and valuation ideal $M$ of $v$ respectively, and consequently the residue division ring $A / M$ of $v$ is canonically isomorphic to the residue division ring $\widehat{A} / \widehat{M}$.

Proof. Since $\hat{K}=K$ if $v$ is the improper valuation, we shall assume that $v$ is proper. Let $c>1$, and let $V$ be the absolute value to base $c$ defined by $v$. By 13.10 and 13.11, $\widehat{K}$ is a division ring whose topology is defined by a unique absolute value $\widehat{V}$ extending $V$. Let $\widehat{v}=-\log _{c} \hat{V}$ (with the convention $\left.-\log _{c} 0=+\infty\right)$. Clearly $\widehat{v}$ is a real valuation of $\widehat{K}$ that extends $v$, and $\widehat{V}$ is the absolute value of $\widehat{v}$ to base $c$. Thus the topology of $\widehat{K}$ defined by $\widehat{v}$ is its given topology. If $w$ is a real valuation of $\widehat{K}$ that defines its topology and extends $v$, then $w$ and $\widehat{v}$ are equivalent, so there exists
$r>0$ such that $w=r \hat{v}$. As $v$ is proper, there exists $x \in K^{*}$ such that $v(x) \neq 0$, so

$$
r v(x)=r \widehat{v}(x)=w(x)=v(x)
$$

and therefore $r=1$ and $w=\widehat{v}$.
As the valuation ring and ideal of $\widehat{v}$ are closed by 17.10 , they contain $\widehat{A}$ and $\widehat{M}$ respectively. The statements that the value group of $\widehat{v}$ is $G$ and that the valuation ring and ideal of $\widehat{v}$ are contained in $\widehat{A}$ and $\widehat{M}$ respectively all follow from the fact that for any $x \in \widehat{K}^{*}$ and any open neighborhood $U$ of $x$, there exists $y \in U \cap K^{*}$ such that $\widehat{v}(x)=v(y)$. Indeed, by $17.10, \widehat{v}^{-1}(\widehat{v}(x))$ is open in $\widehat{K}$, so there exists $y \in K \cap U \cap \widehat{v}^{-1}(\widehat{v}(x))$, and consequently $v(y)=\widehat{v}(y)=\widehat{v}(x)$. Finally, the function $g$ from $A / M$ to $\widehat{A} / \widehat{M}$ defined by $g(x+M)=x+\widehat{M}$ is an isomorphism by 5.14.
17.13 Theorem. If $v$ is a proper complete real valuation of a field $K$ with value group $G$ and if $D$ is an $n$-dimensional division algebra over $K$, there is a unique real valuation $v_{D}$ of $D$ extending $v$ with value group $(1 / n) G$.

Proof. Let $A$ be an absolute value of $v$. There is a unique nonarchimedean absolute value $A_{D}$ on $D$ extending $A$ and consequently a valuation $v_{D}$ of $D$ extending $v$ with value group $(1 / n) G$ by 16.9. Arguing as in the proof of 17.12 , we may conclude that $v_{D}$ is the only valuation of $D$ extending $v$.
17.14 Theorem. If $A$ is the valuation ring of a proper real valuation $v$ of a division ring $K$, then $A$ is maximal in the set of all proper subrings of $K$, ordered by $\subseteq$.

Proof. By 17.7, $A$ is indeed a proper subring of $K$. Let $B$ be a subring of $K$ properly containing $A$. Then there exists $b \in B$ such that $v(b)<0$. To show that $B=K$, let $x \in K \backslash A$. Then $v(x)<0$, so by the archimedean property of $\mathbb{R}$, there exists $n \in \mathbb{N}$ such that $n . v(b)<v(x)$. Consequently $x b^{-n} \in A \subseteq B$ as $v\left(x b^{-n}\right)=v(x)-n v(b) \geq 0$, so $x=x b^{-n} b^{n} \in B$. -
17.15 Theorem. If $k$ is the residue division ring and $G$ the value group of a real valuation $v$ of a division ring $K$, then $\operatorname{card}(K) \leq \operatorname{card}\left(k^{G}\right)$.

Proof. Let $A$ be the valuation ring and $M$ the maximal ideal of $v$. For each $\lambda \in G$, let $A_{\lambda}=\{x \in K: v(x) \geq \lambda\}$. Let $\left(c_{\lambda}\right)_{\lambda \in G}$ be a family of elements of $K$ such that $v\left(c_{\lambda}\right)=\lambda$ for all $\lambda \in G$, and for each $\lambda \in G$ let $B_{\lambda}$ be a subset of $K$ such that $B_{\lambda}$ contains precisely one member of each coset of $A_{\lambda}$ in the additive group $K$ (thus $K / A_{\lambda}=\left\{b+A_{\lambda}: b \in B_{\lambda}\right\}$ ). For each $x \in K$ and each $\lambda \in G$, let $b_{\lambda, x}$ be the unique member of $B_{\lambda}$ such that $x+A_{\lambda}=b_{\lambda, x}+A_{\lambda}$. Then $v\left(x-b_{\lambda, x}\right) \geq \lambda$, so $c_{\lambda}^{-1}\left(x-b_{\lambda, x}\right) \in A$. For each
$x \in K$ and each $\lambda \in G$, let

$$
\hat{x}(\lambda)=c_{\lambda}^{-1}\left(x-b_{\lambda, x}\right)+M
$$

an element of $k$. To show that $x \rightarrow \hat{x}$ is an injection from $K$ to $k^{G}$, assume that $x$ and $y$ are distinct elements of $K$, and let $\delta=v(x-y)$. Then

$$
b_{\delta, x}+A_{\delta}=x+A_{\delta}=y+A_{\delta}=b_{\delta, y}+A_{\delta}
$$

so $b_{\delta, x}=b_{\delta, y}$. Consequently

$$
v\left(c_{\delta}^{-1}\left[x-b_{\delta, x}\right]-c_{\delta}^{-1}\left[y-b_{\delta, y}\right]\right)=v\left(c_{\delta}^{-1}(x-y)\right)=0
$$

so $\hat{x}(\delta) \neq \hat{y}(\delta)$.

## Exercises

An archimedean-ordered group is a commutative group $G$ furnished with a total ordering $\leq$ such that for all $x, y, z, \in G, x \leq y$ implies $x+z \leq$ $y+z$, and for all $a, b \in G$ such that $b>0$ there exists $n \in \mathbb{N}$ such that $n . b \geq a$. In the proof of 17.14 we used the fact that the ordered group $\mathbb{R}$ is archimedean-ordered. A celebrated theorem of Baer [1928] states that if $G$ is an archimedean-ordered group, then there is a strictly increasing monomorphism from $G$ to the additive totally ordered group $\mathbb{R}$.
17.1 A subring $A$ of a field $K$ is a valuation subring of $K$ if for all $x \in K^{*}$, either $x \in A$ or $x^{-1} \in A$. Let $A$ be a valuation subring of a field $K$. (a) $1 \in A$, and if $M=A \backslash A^{\times}, \mathrm{M}$ is an ideal of $A$ containing every proper ideal of $A$ (and hence is called the maximal ideal of $A$ ). (b) The $A$-submodules of $K$ are totally ordered by $\subseteq$. In particular, the ideals of $A$ are totally ordered by $\subseteq$. (c) Let $G(A)=\left\{A x: x \in K^{*}\right\}$. We define a composition on $G(A)$ by $A x \cdot A y=A x y$ and an ordering by declaring $A x \preccurlyeq A y$ if $A x \supseteq A y$. Under this multiplication, $G(A)$ is a commutative group, and for all $x, y, z \in K$, $A x \preccurlyeq A y$ implies $(A x)(A z) \preccurlyeq(A y)(A z)$. (d) Let $v_{A}$ be the function from $K^{*}$ to $G(A)$ defined by $v(x)=A x$. For all $x, y \in K^{*}, v_{A}(x y)=v_{A}(x) v_{A}(y)$ and, if $x+y \neq 0, v_{A}(x+y) \geq \inf \left\{v_{A}(x), v_{A}(y)\right\}$.
17.2 Let $A$ be a valuation subring of a field $K$ that is maximal in the set of all proper subrings of $K$, ordered by $\subseteq$, and let $M$ be the maximal ideal of $A$. (a) For each $b \in M$,

$$
K=\bigcup_{n=0}^{\infty} A b^{-n}
$$

(b) $G(A)$ (Exercise 17.1) is an archimedean-ordered group. (c) $A$ is the valuation ring of a proper real valuation on $K$. [Use Exercise 17.1 and Baer's theorem, mentioned above.]
17.3 Prove directly that if $G$ is a subgroup of the additive group $\mathbb{R}$ and if $\phi$ is an increasing isomorphism from $G$ to a subgroup $H$ of $\mathbb{R}$, then there exists $r \in \mathbb{R}_{>0}$ such that $\phi(x)=r x$ for all $x \in G$. [Consider separately the cases where $\mathbb{R}_{>0} \cap G$ does or does not have a smallest element. In the latter case, show that $G$ is dense in $\mathbb{R}$ and that $\phi$ is continuous.]

## 18 Discrete Valuations

A nonzero subgroup $G$ of $\mathbb{R}$ is clearly cyclic if and only if $G$ is isomorphic to the additive group $\mathbb{Z}$. Furthermore, if $G$ is a nonzero cyclic subgroup of $\mathbb{R}$, it has a a unique positive generator $\zeta$, which is the smallest positive element of $G$.
18.1 Definition. A discrete valuation of a division ring $K$ is a proper real valuation of $K$ whose value group is cyclic. If $v$ is a discrete valuation of $K$ and if $\zeta$ is the unique positive generator of its value group, any element $u$ of $K$ such that $v(u)=\zeta$ is called a uniformizer of $v$.

If $p$ is a prime of a principal ideal domain $D$, the $p$-adic valuation $v_{p}$ of the quotient field $K$ of $D$ is an example of a discrete valuation, and $p$ is a uniformizer of $v_{p}$.
18.2 Theorem. Let $u$ be a uniformizer of a discrete valuation $v$ of a division ring $K$, and let $A$ be the valuation ring of $K$. If $M$ is a nonzero proper submodule of the $A$-module $K$, there is a unique $m \in \mathbb{Z}$ such that $M=A u^{m}$. Thus, every nonzero proper $A$-submodule of the $A$-module $K$ is a member of the strictly decreasing sequence $\left(A u^{n}\right)_{n \in \mathbb{Z}}$ of $A$-submodules. In particular, if $J$ is a nonzero ideal of $A$, there is a unique $m \in \mathbb{N}$ such that $J=A u^{m}$. Thus, every nonzero ideal of $A$ is a member of the strictly decreasing sequence $\left(A u^{n}\right)_{n \in \mathbb{N}}$ of ideals.

Proof. Let $G$ be the value group of $v$, let $M$ be a proper nonzero submodule of the $A$-module $K$, and let $H=v(M) \cap G$. If $\beta \in H$, then $H$ contains every $\alpha \in G$ such that $\alpha \geq \beta$ by (5) of 17.4. If $H$ were $G$, then, again by (5) of $17.4, M$ would be $K$, a contradiction. Consequently, $H$ contains a smallest multiple $m v(u)$ of $v(u)$, and $H=\{n v(u): n \geq m\}$. As $v\left(u^{m}\right)=m v(u), M=A u^{m}$ by (5) of 17.4.
18.3 Theorem. If $v$ is a proper real valuation of a division ring $K$, then $v$ is a discrete valuation if and only if each ideal of its valuation ring $A$ is a principal left ideal.

Proof. The condition is necessary by 18.2. Sufficiency: Let $M$ be the maximal ideal of $v$. By hypothesis, there exists $u \in A$ such that $M=A u$. Furthermore, $\cap_{n=1}^{\infty} A u^{n}$ is clearly an ideal of $A$, so by hypothesis there exists $t \in A$ such that

$$
A t=\bigcap_{n=1}^{\infty} A u^{n}
$$

Thus for each $n \in \mathbb{N}$ there exists $x_{n} \in A$ such that $t=x_{n} u^{n+1}$. Therefore for all $n \in \mathbb{N}, x_{0} u=x_{n} u^{n+1}$, so $x_{0}=x_{n} u^{n} \in A u^{n}$. Hence $x_{0} \in A t$, which is $t A$ by (4) of 17.4, so $x_{0}=t a$ for some $a \in A$. Thus $t=x_{0} u=t a u$. Consequently, if $t \neq 0, a u=1$ and hence $u$ would be invertible in $A$, a contradiction. Thus $t=0$ and

$$
\bigcap_{n=1}^{\infty} A u^{n}=(0)
$$

To show that $u$ is a uniformizer of $v$, let $x \in A^{*}$. Then there is a largest $n \in \mathbb{N}$ such that $A x \subseteq A u^{n}$ by what we have just proved. Consequently, $A x u^{-n} \subseteq A$, but if $A x u^{-n} \subseteq M=A u$, then $A x \subseteq A u^{n+1}$, a contradiction; hence $A x u^{-n}=A$, so $x u^{-n}$ is a unit of $A$. Therefore $v\left(x u^{-n}\right)=0$, so $v(x)=n v(u)$. Finally, if $x \in K^{*} \backslash A$, then $x^{-1} \in A$, so $-v(x)=v\left(x^{-1}\right)=$ $n v(u)$ for some $n \in \mathbb{N}$, whence $v(x)=-n v(u)$.
18.4 Definition. Let $v$ be a proper real valuation of a division ring $K$, and let $A$ and $M$ be the valuation ring and ideal of $v$ respectively. $A$ subset $S$ of $A$ is a representative set for $v$ (or for the residue division ring of $v$ ) if $0 \in S$ and the restriction to $S$ of the canonical epimorphism from $A$ to $A / M$ is a bijection from $S$ to $A / M$.
18.5 Theorem. Let $v$ be a discrete valuation of a division ring $K$, let $\zeta$ be the the positive generator of its value group $G$, let $A$ be the valuation ring of $v$, and let $S$ be a representative set for $v$. For each $n \in \mathbb{Z}$, let $u_{n} \in K^{*}$ be such that $v\left(u_{n}\right)=n \zeta$.
(1) For each $c \in K$ there is a unique family $\left(s_{n}\right)_{n \in \mathbb{Z}}$ of elements of $S$ such that $s_{n}=0$ for all but finitely many $n<0,\left(s_{n} u_{n}\right)_{n \in \mathbb{Z}}$ is summable, and

$$
c=\sum_{n \in \mathbb{Z}} s_{n} u_{n}
$$

moreover, if $v(c)=m \zeta$, then $s_{n}=0$ for all $n<m$ and $s_{m} \neq 0$.
(2) If $v$ is complete and if $\left(t_{n}\right)_{n \in \mathbb{Z}}$ is a family of elements of $A$ such that $t_{n}=0$ for all but finitely many $n<0$, then $\left(t_{n} u_{n}\right)_{n \in \mathbb{Z}}$ is summable; if, moreover, $t_{n}=0$ for all $n<m$ and $v\left(t_{m}\right)=0$, then

$$
v\left(\sum_{n \in \mathbb{Z}} t_{n} u_{n}\right)=m \zeta
$$

Proof. (1) Let $u=u_{1}$, a uniformizer of $v$. Then for each $n \in \mathbb{Z}, u_{n} u^{-n}$ is invertible in $A$, so $A u_{n}=A u^{n}$. We may assume that $c \neq 0$ and $v(c)=m \zeta$. A recursive argument establishes the existence of a sequence $\left(s_{n}\right)_{n \geq m}$ in $S$ such that

$$
c-\sum_{n=m}^{p} s_{n} u_{n} \in A u^{p+1}
$$

for all $p \geq m$. Indeed, let $c=a_{m} u_{m}$ where $a_{m} \in A \backslash A u$; we define $s_{m}$ to be the unique member of $S$ such that $s_{m}-a_{m} \in A u$; then $s_{m} \neq 0$, and

$$
c-s_{m} u_{m}=\left(a_{m}-s_{m}\right) u_{m} \in A u u_{m}=A u^{m+1}
$$

Similarly, if $s_{m} \ldots, s_{p}$ are defined so that

$$
c-\sum_{n=m}^{p} s_{n} u_{n}=a_{p+1} u^{p+1}
$$

where $a_{p+1} \in A$, we need only let $s_{p+1}$ be the unique member of $S$ such that $s_{p+1}-a_{p+1} \in A u$. Let $s_{i}=0$ for all $i<m$. As $\left(A u^{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero, $\left(s_{n} u_{n}\right)_{n \in \mathbb{Z}}$ is summable and

$$
c=\sum_{n \in \mathbb{Z}} s_{n} u_{n}
$$

Uniqueness: Suppose that

$$
\sum_{n \in \mathbb{Z}} s_{n} u_{n}=\sum_{n \in \mathbb{Z}} t_{n} u_{n}
$$

where $s_{n}, t_{n} \in S$ for all $n \in \mathbb{Z}$ amd $s_{n}=t_{n}=0$ for all but finitely many $n<0$. If there were integers $j$ such that $s_{j} \neq t_{j}$, there would be a smallest such integer $m$; but then $v\left(s_{m}-t_{m}\right)=0$ as $s_{m}-t_{m} \in A \backslash A u$, so

$$
v\left(\sum_{n \in \mathbb{Z}}\left(s_{n}-t_{n}\right) u_{n}\right)=m \zeta
$$

by what we have just seen, a contradiction.
(2) Since $v\left(t_{n} u_{n}\right) \geq n \zeta$ for all $n \in \mathbb{Z},\left(t_{n} u_{n}\right)_{n \in \mathbb{Z}}$ is summable by 10.5. If $v\left(t_{m}\right)=0$ and $t_{n}=0$ for all $n<m$, then

$$
v\left(\sum_{n=m}^{p} t_{n} u_{n}\right)=m \zeta
$$

for all $p \geq m$ by 17.2 , and consequently

$$
v\left(\sum_{n \in \mathbb{Z}} t_{n} u_{n}\right)=m \zeta
$$

by 17.10 .
One choice of the sequence $\left(u_{n}\right)_{n \in \mathbb{Z}}$ is $\left(u^{n}\right)_{n \in \mathbb{Z}}$ where $u$ is a uniformizer of $v$. Then for each $c \in A$ there is a unique sequence $\left(s_{n}\right)_{n \geq 0}$ of elements of $S$, called the development of $c$ determined by $S$ and $u$, such that

$$
c=\sum_{n=0}^{\infty} s_{n} u^{n}
$$

18.6 Theorem. Let $v$ be a real valuation of a division ring $K$, let $F$ be a subfield of its center such that $K$ is $n$-dimensional over $F$, and let $w$ be the restriction of $v$ to $F$.
(1) $v$ is improper if and only if $w$ is improper.
(2) $v$ is discrete if and only if $w$ is discrete.

Proof. Let $c \in K^{*}$. Then $c$ is algebraic over $F$, so there is a nonconstant polynomial $f$ over $F$ of degree $\leq n$ such that $f(c)=0$. Consequently by 17.3 there exist $a, b \in F^{*}$ and distinct $r, s \in[0, n]$ such that $v\left(a c^{r}\right)=v\left(b c^{s}\right)$, whence $w(a)+r v(c)=w(b)+s v(c)$.

Assume, first, that $w$ is improper. Then $w(a)=w(b)=0$, so $r v(c)=$ $s v(c)$ and hence $v(c)=0$. Thus $v$ is improper.

Assume, next, that $w$ is discrete, and let $G$ be its (cyclic) value group. Then

$$
v(c)=\frac{w(b)-w(a)}{r-s} \in \frac{1}{n!} G .
$$

Thus the value group of $v$ is a subgroup of the cyclic group ( $1 / n!$ ) $G$ and hence is cyclic. -

If the topology defined by a proper real valuation of a division ring is locally compact, that valuation is necessarily discrete:
18.7 Theorem. Let $v$ be a proper real valuation of a division ring $K$. The topology defined by $v$ is locally compact if and only if the following conditions hold:
$1^{\circ} v$ is complete.
$2^{\circ} v$ is discrete.
$3^{\circ}$ The residue division ring of $v$ is finite.

These conditions hold if and only if the valuation ring $A$ of $v$ is compact.
Proof. Let $G$ be the value group, $A$ the valuation ring, and $M$ the valuation ideal of $v$. Let $c \geq 1$, let $V$ be the absolute value to base $c$ defined by $v$, and for each $\alpha \in G$ let

$$
W_{\alpha}=\{x \in K: v(x) \geq \alpha\}=\left\{x \in K: V(x) \leq c^{-v(\alpha)}\right\}
$$

for each $\alpha \in G$. Necessity: $1^{\circ}$ holds by 7.7 . By hypothesis, $W_{\beta}$ is compact for some $\beta \in G$. Then as $A=b^{-1} W_{\beta}$ where $b$ is any element of $K$ such that $v(b)=\beta, A$ is also compact. Consequently, as $M$ is open, $A / M$ is a compact discrete space and hence is finite. Thus $3^{\circ}$ holds.

To prove $2^{\circ}$, it suffices by 18.3 it suffices to show that if $J$ is a proper nonzero ideal of $A$, then $J$ is a principal left ideal. Let $b$ be a nonzero element of $J$. We may assume that $J \backslash A b \neq \emptyset$. As $J$ and $A b$ are both open and hence closed, $J \backslash A b$ is a closed subset of compact $A$ and hence is compact. Therefore by $17.10, v(J \backslash A b)$ is a nonempty compact subset of the discrete space $G$, so $v(J \backslash A b)$ is finite and hence has a smallest element $\gamma$. Let $c \in J \backslash A b$ be such that $v(c)=\gamma$. If $v(c) \geq v(b)$, then $c \in A b$ by (5) of 17.4, a contradiction. Thus $v(b) \geq v(c)$, so $b \in A c$, and hence $A b \subseteq A c$. If $x \in J \backslash A b$, then $v(x) \geq v(c)$, so $x \in A c$ by (5) of 17.4. Thus $J=A c$.

Sufficiency: Let $u$ be a uniformizer of $v$. For each $n \in \mathbb{N}, A u^{n}$ is open, hence closed, and therefore complete by $1^{\circ}$. Consequently by 18.2 and (2) of $8.5, A$ is topologically isomorphic to $\varliminf_{n \geq 1}\left(A / A u^{n}\right)$. By 5.24 , therefore, it suffices to show that each $A / A u^{n}$ is finite. By $3^{\circ}, A / A u$ is finite as $A u=M$. Assume $A / A u^{m}$ is finite. Now $x \rightarrow x u^{m}+A u^{m+1}$ is an epimorphism from the additive group $A$ to the additive group $A u^{m} / A u^{m+1}$ whose kernel is $A u$, so $A u^{m} / A u^{m+1}$ is isomorphic to $A / A u$ and hence is also finite. Therefore as $\left(A / A u^{m+1}\right) /\left(A u^{m} / A u^{m+1}\right)$ is isomorphic to $A / A u^{m}, A / A u^{m+1}$ is also finite. Thus by induction, $A / A u^{n}$ is finite for all $n \geq 1$. -
18.8 Theorem. Let $p$ be a prime in a principal ideal domain $D$, and let $A_{p}$ be valuation ring of the valuation $v_{p}$ of the quotient field $K$ of $D$ defined by $p$. Then $D$ is dense in $A_{p}, p D$ is dense in the maximal ideal $p A_{p}$ of $v_{p}$, and consequently the restriction to $D$ of the canonical epimorphism from $A_{p}$ to the residue field $A_{p} / p A_{p}$ is an epimorphism with kernel $p D$.

Proof. As $x \rightarrow p x$ is a homeomorphism from $K$ to $K$, the second assertion follows from the first, and the third follows from the first by 5.14 and the remark following 17.5 . By 18.2 , it suffices to show that for any $n \in \mathbb{N}$ and any $a, b \in D$ such that $b \neq 0$ and $p$ does not divide $b$, there exists $s \in D$ such that

$$
s-\frac{a}{b} \in p^{n} A_{p}
$$

As $b$ and $p^{n}$ are relatively prime, $D b+D p^{n}=D$, so there exist $s, t \in D$ such that $s b+t p^{n}=a$, whence

$$
s-\frac{a}{b}=\frac{-t p^{n}}{b} \in p^{n} A_{p} . \bullet
$$

18.9 Definition. Let $p$ be a prime integer. The completion of $\mathbb{Q}$ for the $p$-adic valuation $v_{p}$ is called the $p$-adic number field and is denoted by $\mathbb{Q}_{p}$. The valuation $\widehat{v}_{p}$ of $\mathbb{Q}_{p}$ is called the $p$-adic valuation of $\mathbb{Q}_{p} ;$ its valuation ring is called the ring of $p$-adic integers and is denoted by $\mathbb{Z}_{p}$. The absolute value $|. .|_{p}$ of $\widehat{v}_{p}$ to base $p$ is called the $p$-adic absolute value on $\mathbb{Q}_{p}$.
18.10 Theorem. Let $p$ be a prime integer.
(1) $\mathbb{Q}_{p}$ is a locally compact field.
(2) The compact valuation ring $\mathbb{Z}_{p}$ of $v_{p}$ is the closure of $\mathbb{Z}$ in $\mathbb{Q}_{p}$.
(3) The only nonzero proper closed additive subgroups of $\mathbb{Q}_{p}$ are the compact groups $p^{n} \mathbb{Z}_{p}$, where $n \in \mathbb{Z}$, and each $p^{n} \mathbb{Z}_{p}$ is the closure in $\mathbb{Q}$ of $p^{n} \mathbb{Z}$.
(4) The nonzero ideals of $\mathbb{Z}$ are the ideals $p^{n} \mathbb{Z}_{p}$ where $n \in \mathbb{N}$; in particular, $p \mathbb{Z}_{p}$ is the maximal ideal of $\mathbb{Z}_{p}$.
(5) The restriction to $\mathbb{Z}$ of the canonical epimorphism from $\mathbb{Z}_{p}$ to $\mathbb{Z}_{p} / p \mathbb{Z}_{p}$ is an epimorphism with kernel $p \mathbb{Z}$, so the residue field of $\widehat{v}_{p}$ is the finite field of $p$ elements, and $\{0,1, \ldots p-1\}$ is a representative set for $\widehat{v}_{p}$.

Proof. By 18.8, $\mathbb{Z}$ is dense in the valuation ring $A_{p}$ of $v_{p}, p \mathbb{Z}$ is dense in its maximal ideal $p A_{p}$, and the restriction to $\mathbb{Z}$ of the canonical epimorphism from $A_{p}$ to the residue field $A_{p} / p A_{p}$ is an epimorphism with kernel $p \mathbb{Z}$. Consequently (5) holds by 5.14 . The value group of $\widehat{v}_{p}$ is $\mathbb{Z}$ by 17.12 . Therefore (1) and (2) follow from 18.7. Since $p$ is a uniformizer of $\hat{v}_{p}$, (3) and (4) follow from 18.2 .
18.11 Theorem. If $K$ is a division ring of characteristic zero furnished with a nondiscrete Hausdorff ring topology, then $K$ is locally compact and totally disconnected if and only if $K$ is a finite-dimensional extension of $\mathbb{Q}_{p}$ for some prime $p$, in which case its topology is given by a unique valuation extending the $p$-adic valuation of $\mathbb{Q}$.

Proof. The condition is sufficient by $13.8,18.10$, and 16.2 . Necessity: By 4.21, there is a compact open subring $A$ of $K$, and $A$ contains a nonzero element $a$ as $K$ is not discrete. The sequence $\left(2^{k} a\right)_{k \geq 1}$ lies in $A$ and therefore has an adherent point $b$. Then $b a^{-1}$ is an adherent point of $\left(2^{k}\right)_{k \geq 1}$. If the topology induced on $\mathbb{Q}$ were discrete, then $\mathbb{Q}$ would be closed by 4.13 , so no sequence of distinct rationals would have an adherent point in $K$.

Consequently, the topology induced on $\mathbb{Q}$ is not discrete. The center $F$ of $K$ is closed by 4.4 and hence is a locally compact field containing $\mathbb{Q}$. Consequently, as $F$ is not discrete, its topology is given by a proper absolute value $V$ by 16.3. Moreover, $K$ is a finite-dimensional over $F$ by 16.2 , and hence by $15.10 F$ cannot be connected, as otherwise $K$ would be. If $V$ were archimedean, then as $F$ is complete, $F$ would be isomorphic to either $\mathbb{R}$ or $\mathbb{C}$ by 16.14 and hence would be connected. Thus $V$ is nonarchimedean. Therefore by 1.14 the topology induced on $\mathbb{Q}$ is given by the $p$-adic valuation for some prime $p$. The closure of $\mathbb{Q}$ in $K$ is therefore $\mathbb{Q}_{p}$, and $K$ is finitedimensional over $\mathbb{Q}_{p}$ by 16.2. The final assertion follows from 17.12 and 17.13.

Let $K$ be a commutative ring with identity. The ring [ $K$-algebra] of formal power series over $K$ is the ring [ $K$-algebra] $S(K, \mathbb{Z})$ of all sequences $\left(a_{n}\right)_{n \in \mathbb{Z}}$ of elements of $K$ such that $a_{n}=0$ for all but finitely many $n<0$, where addition is defined componentwise, multiplication by

$$
\left(a_{n}\right)_{n \in \mathbb{Z}}\left(b_{n}\right)_{n \in \mathbb{Z}}=\left(\sum_{i+j=n} a_{i} b_{j}\right)_{n \in \mathbb{Z}},
$$

(a definition which makes sense as for each $n \in \mathbb{Z}$ there are only finitely many couples $(i, j)$ such that $i+j=n$ and $a_{i} b_{j} \neq 0$ ), and scalar multiplication by

$$
c\left(a_{n}\right)_{n \in \mathbb{Z}}=\left(c a_{n}\right)_{n \in \mathbb{Z}} .
$$

It is easy to verify that $S(K, \mathbb{Z})$ is, indeed a commutative ring [ $K$-algebra]. Let $\delta_{i, j}=0$ if $i \neq j$ and $\delta_{i, j}=1$ if $i=j$. The identity element of $S(K, \mathbb{Z})$ is then $\left(\delta_{0, n}\right)_{n \in \mathbb{Z}}$. It is easy to see that if $K$ is an integral domain, $S(K, \mathbb{Z})$ is also. Furthermore, if $K$ is a field, $S(K, \mathbb{Z})$ is a field, for an inductive argument establishes that if $\left(a_{n}\right)_{n \in \mathbb{Z}} \in S(K, \mathbb{Z})^{*}$, there exists $\left(b_{n}\right)_{n \in \mathbb{Z}} \in$ $S(K, \mathbb{Z})$ such that

$$
\sum_{i+j=n} a_{i} b_{j}=\delta_{0, n}
$$

for all $n \in \mathbb{Z}$. We denote by $X$ the sequence $\left(\delta_{1, n}\right)_{n \in \mathbb{Z}}$. An inductive argument then establishes that $X^{m}=\left(\delta_{m, n}\right)_{n \in \mathbb{Z}}$ for all $m \in \mathbb{Z}$.

We define the order of each nonzero $\left(a_{n}\right)_{n \in \mathbb{Z}} \in S(K, Z)$ to be the smallest of the integers $m$ such that $a_{m} \neq 0$, and we denote it by $\operatorname{ord}\left(\left(a_{n}\right)_{n \in \mathbb{Z}}\right.$. We also define the order of the zero sequence to be $+\infty$. It is easy to see that for any $f, g \in S(K, \mathbb{Z})$,

$$
\begin{gathered}
\operatorname{ord}(f+g) \geq \inf \{\operatorname{ord}(f), \operatorname{ord}(g)\} \\
\operatorname{ord}(f g) \geq \operatorname{ord}(f)+\operatorname{ord}(g)
\end{gathered}
$$

Consequently, if $c>1$ and

$$
\|f\|=c^{-\operatorname{ord}(f)}
$$

for all $f \in S(K, \mathbb{Z}),\|.$.$\| is a norm on S(K, \mathbb{Z})$ for which $\left(V_{m}\right)_{m \geq 0}$ is a fundamental system of neighborhoods of zero, where for each $m \in \mathbb{Z}$,

$$
V_{m}=\{f \in S(K, \mathbb{Z}): \operatorname{ord}(f) \geq m\} .
$$

We furnish $S(K, \mathbb{Z})$ with the topology defined by this norm, called the order topology. It is easy to see that for any $\left(a_{n}\right)_{n \in \mathbb{Z}} \in S(K, \mathbb{Z}),\left(a_{n} X^{n}\right)_{n \in \mathbb{Z}}$ is summable, and

$$
\left(a_{n}\right)_{n \in \mathbb{Z}}=\sum_{n \in \mathbb{Z}} a_{n} X^{n}
$$

Consequently, we commonly denote $S(K, \mathbb{Z})$ by $K((X))$ and the subring $V_{0}$ by $K[[X]]$.

If $K$ is an integral domain, then ord is a real valuation of $K((X))$. If $K$ is a field, the valuation ring of ord is $K[[X]]\left(=V_{0}\right)$, and the valuation ideal of ord is $(X)\left(=V_{1}\right)$.
18.12 Theorem. If $K$ is a commutative ring with identity, $K((X))$ is complete for the order topology.

Proof. Let $\left(f_{m}\right)_{m \geq 0}$ be a Cauchy sequence in $K((X))$, and for each $m \geq$ 0 , let

$$
f_{m}=\sum_{n \in \mathbb{Z}} a_{m, n} X^{n}
$$

For each $k \in \mathbb{Z}$, the additive homomorphism $p r_{k}$, defined by

$$
p r_{k}\left(\sum_{n \in \mathbb{Z}} c_{n} X^{n}\right)=c_{k}
$$

is continuous from $K((X))$ to the discrete group $\mathbb{Z}$, since $p r_{k}\left(V_{k+1}\right)=\{0\}$. Consequently, $\left(p r_{k}\left(f_{m}\right)\right)_{m \geq 0}$ is a Cauchy sequence in $\mathbb{Z}$ by 7.12 and 7.11 . Thus there exists $m_{k} \in \mathbb{Z}$ and $b_{k} \in K$ such that $a_{m, k}=b_{k}$ for all $m \geq m_{k}$. Suppose that $b_{k} \neq 0$ for infinitely many $k<0$. Then there would exist a strictly decreasing sequence $\left(k_{r}\right)_{r \geq 1}$ of integers such that for all $r \geq 1$,

$$
k_{r+1}<\inf \left\{\operatorname{ord}\left(f_{m_{k_{r}}}\right), k_{r}\right\}
$$

and $b_{k_{r+1}} \neq 0$, whence

$$
\operatorname{ord}\left(f_{m_{k_{r+1}}}\right) \leq k_{r+1}<\operatorname{ord}\left(f_{m_{k_{r}}}\right)
$$

and therefore

$$
\operatorname{ord}\left(f_{m_{k_{r+1}}}-f_{m_{k_{r}}}\right)=\operatorname{ord}\left(f_{m_{k_{r+1}}}\right) \leq k_{r+1}
$$

a contradicition of our hypothesis that $\left(f_{m}\right)_{m \geq 0}$ is a Cauchy sequence. Therefore $\left(b_{k}\right)_{k \in \mathbb{Z}}$ belongs to $K((X))$, and it is easy to see that $\left(f_{m}\right)_{m \geq 0}$ converges to $\sum_{k \in \mathbb{Z}} b_{k} X^{k}$. $\bullet$
18.13 Corollary. If $K$ is a field, then $K((X))$ is locally compact if and only if $K$ is finite.

Proof. With the terminology of the proof of 18.12 , the restriction of $p r_{0}$ to the valuation ring $K[[X]]$ of ord is an epimorphism from the ring $K[[X]]$ to $K$ whose kernel is the maximal ideal $(X)$ of $K[[X]]$, so the residue field $K[[X]] /(X)$ of ord is isomorphic to $K$. The assertion therefore follows from 18.12 and 18.7.
18.14 Theorem. If $K$ is a nondiscrete locally compact field of prime characteristic $p$, then there is a finite field $k$ such that $K$ is topologically isomorphic to $k((X))$.

Proof. By 16.3, the topology of $K$ is given by a proper absolute value, which is necessary nonarchimedean by the remark following 1.12. Consequently by 18.7 , the topology of $K$ is defined by a proper valuation $v$ whose value group is $\mathbb{Z}$, whose valuation ring $A$ is compact, and whose residue field $k_{v}$ is finite. By the theory of finite fields, the order $q$ of $k_{v}$ is a power of $p$, and the multiplicative group $k_{v}^{*}$ is cyclic. Let $\alpha$ be a generator of $k_{v}^{*}$, and let $a \in A$ be such that $\phi(a)=\alpha$, where $\phi$ is the canonical epimorphism from $A$ to $k_{v}$. Then $\phi\left(a^{q}-a\right)=\alpha^{q}-\alpha=0$, so $v\left(a^{q}-a\right) \geq 1$, and therefore

$$
\lim _{n \rightarrow \infty}\left(a^{q^{n+1}}-a^{q^{n}}\right)=\lim _{n \rightarrow \infty}\left(a^{q}-a\right)^{q^{n}}=0
$$

As $A$ is compact, some subsequence $\left(a^{q^{n k}}\right)$ of $\left(a^{q^{n}}\right)_{n \geq 1}$ converges to a point $b$ of $A$. Then

$$
b^{q}-b=\lim _{k \rightarrow \infty}\left(a^{q^{n_{k}+1}}-a^{q^{n_{k}}}\right)=\lim _{k \rightarrow \infty}\left(a^{q}-a\right)^{q^{n_{k}}}=0
$$

so $b$ is algebraic over the prime field $P$ of $K$, and hence the smallest subfield $P(b)$ of $K$ containing $b$ is contained in $A$. Moreover,

$$
\phi(b)=\lim _{k \rightarrow \infty} \phi\left(a^{q^{n_{k}}}\right)=\lim _{k \rightarrow \infty} \alpha^{q^{n_{k}}}=\alpha
$$

Let $k=P(b)$. The restriction to $k$ of $\phi$ is therefore an isomorphism from $k$ to $k_{v}$. In particular, $k$ is a representative set for $v$. Let $u$ be a uniformizer for $v$. By 18.7 and the remark following, for each element $x$ of $K$ there is a unique sequence $\left(c_{n}\right)_{n \in \mathbb{Z}}$ in $k$ such that $c_{n} \neq 0$ for only finitely many $n<0$ and

$$
x=\sum_{n \in \mathbb{Z}} c_{n} u^{n}
$$

and furthermore, if $x \neq 0, v(x)$ is the smallest of the integers $m$ such that $c_{m} \neq 0$; furthermore, for any sequence $\left(c_{n}\right)_{n \in \mathbb{Z}}$ of elements of $k$ such
that $c_{n}=0$ for all but finitely many $n<0,\left(c_{n} u^{n}\right)_{n \in \mathbb{Z}}$ is summable and $\sum_{n \in \mathbb{Z}} c_{n} u^{n} \in K$. Therefore $K$ is topologically isomorphic to $k((X))$.

To describe nondiscrete locally compact division rings of prime characteristic, we shall use the following theorem, due to Artin and Whaples [1942]:
18.15 Theorem. Let $D$ be a division ring, $C$ its center. If $F$ is a division subring of $D$ such that $D$, regarded as a left vector space over $F$, has finite dimension, and if $F^{\prime}$ is the division ring consisting of all elements of $D$ commuting with each element of $F$, then $\operatorname{dim}_{C} F^{\prime} \leq \operatorname{dim}_{F} D$.
18.16 Theorem. If $K$ is a division ring of prime characteristic furnished with a nondiscrete locally compact ring topology, then its center $C$ is a nondiscrete locally compact field and hence is topologically isomorphic to $k((X))$ for some finite field $k$, and $K$ is a finite-dimensional division algebra over $C$.

Proof. By 16.1, $D$ has a nonzero topological nilpotent $c$. As in the proof of 16.5 , the set $K$ of all elements of $D$ commuting with $c$ is a closed and hence locally compact division subring of $D$, and its center $F$ is thus a closed and hence locally compact subfield. As $c \in F, F$ is not discrete. The topology of $F$ is thus given by a discrete valuation $v$ by 16.3 , the remark following 1.12 , and 18.7 , so $D$, regarded as a topological left vector space over $F$, is finite-dimensional by $16.2,7.7$, and 13.8. By 18.15 , the division subring $F^{\prime}$ of all elements of $D$ commuting with each element of $F$ is finite-dimensional over $C$. But as $F$ is commutative, $F^{\prime} \supseteq F$, and therefore $F$, which clearly contains $C$, is finite-dimensional over $C$. Consequently by 18.6 , the topology of $C$ is given by a discrete valuation and hence is nondiscrete, and

$$
\operatorname{dim}_{C} K=\left(\operatorname{dim}_{F} K\right)\left(\operatorname{dim}_{C} F\right)<+\infty
$$

The theorem now follows from 18.14. -
18.17 Theorem. A nondiscrete locally compact division ring is finitedimensional over its center, a nondiscrete locally compact field, and its topology is given by a proper, complete absolute value.

Proof. The assertion follows from $16.5,18.11,18.16,16.9$, and 7.7. •

## Exercises

If $p$ is a prime of $\mathbb{Z}$, the $p$-adic development of $c \in \mathbb{Z}_{p}$ is the sequence $\left(s_{n}\right)_{n \geq 0}$ in $\{0,1, \ldots, p-1\}$ such that

$$
c=\sum_{n=0}^{\infty} s_{n} p^{n} .
$$

18.1 Let $p$ be a prime of $\mathbb{Z}$. Use geometric series to establish the following equalities in $\mathbb{Q}_{p}$ :

$$
(a)-1=\sum_{n=0}^{\infty}(p-1) p^{n} . \quad(b)-\frac{k}{p-1}=\sum_{n=0}^{\infty} k p^{n}
$$

for each $k \in[1, p-1]$.
18.2 Find the 5 -adic development of $2 / 3$.
18.3 Let $p$ be a prime of $\mathbb{Z}$, and let $\left(s_{n}\right)_{n \geq 0}$ be the $p$-adic development of $c \in \mathbb{Z}_{p}$. If there exist $k \geq 1$ and $m \geq 0$ such that $s_{n+k}=s_{n}$ for all $n \geq m$, then $c \in \mathbb{Q}$.
18.4 Let $p$ be a prime of $\mathbb{Z}$, and let $\left(s_{n}\right)_{n \geq 0}$ be the $p$-adic development of the rational $a / b$, where $a, b \in \mathbb{Z}, b>0$, and $p \nmid b$. (a) For each $k \geq 1$, let

$$
q_{k}=\sum_{n=0}^{k-1} s_{n} p^{n}
$$

Show that $0 \leq q_{k} \leq p^{k}-1$ and that $a-b q_{k}=a_{k} p^{k}$ where $a_{k} \in \mathbb{Z}$. (b) There exist $m \geq 1$ and $k \geq 1$ such that $a_{m+k}=a_{m}$. [Show first that $a p^{-k}-b \leq a_{k}<a p^{-k}$.] (c) For all $n \geq m, a_{n+1+k}=a_{n+1}$ and $s_{n+k}=s_{n}$. [Show that $a_{n+1} p=a_{n}-b s_{n}$ for all $n \geq 1$, and use induction.]
18.5 Let $G$ be a nonzero subgroup of $\mathbb{R}$. If $A$ and $B$ are well ordered subsets of $G$, then $A+B$ is well ordered, and for each $\gamma \in A+B$, there are only finitely many $(\alpha, \beta) \in A \times B$ such that $\gamma=\alpha+\beta$. [If a nonempty subset $M$ of $B+C$ had no smallest element, show that there would exist a strictly decreasing sequence $\left(\beta_{n}+\gamma_{n}\right)_{n \geq 1}$ of elements of $M$ such that for each $n \geq 1, \beta_{n} \in B, \gamma_{n} \in C$, and $\gamma_{n}$ is the smallest of the elements $\gamma \in C$ such that $b_{n}+\gamma \in M$; extract a strictly increasing subsequence $\left(\beta_{n_{k}}\right)_{k \geq 1}$ of $\left(\beta_{n}\right)_{n \geq 1}$, and consider $\left\{\gamma_{n_{k}}: k \geq 1\right\}$.
18.6 Let $G$ be a nonzero subgroup of $\mathbb{R}$, and let $K$ be a commutative ring with identity. The support of $f \in K^{G}$, denoted by $\operatorname{supp}(f)$, is $\{\alpha \in G$ : $f(\alpha) \neq 0\}$. (a) The subset $S(K, G)$, consisting of all functions $f$ from $G$ to $K$ such that $\operatorname{supp}(f)$ is a well-ordered subset of $G$, is a $K$-submodule of the $K$-module $K^{G}$. (b) Under multiplication defined by

$$
(f g)(\alpha)=\sum_{\beta+\gamma=\alpha} f(\beta) g(\gamma),
$$

for all $\alpha \in G$ (cf. Exercise 18.5), $S(K, G)$ is a $K$-algebra. (c) If $K$ is an integral domain, so is $S(K, G)$. (d) If $K$ is a field, $S(K, G)$ is a $K$-division algebra. [Suppose that 0 is the smallest element in $\operatorname{supp}(f)$; to show that
$f$ is invertible, consider the set of all $\alpha \geq 0$ for which there exists a unique $g_{\alpha} \in S(K, G)$ such that $\operatorname{supp}\left(g_{\alpha}\right) \subseteq[0, \alpha],\left(f g_{\alpha}\right)(0)=1$, and $\left(f g_{\alpha}\right)(\beta)=0$ for all $\beta \in(0, \alpha]$.]
18.7 Let $G$ be a nonzero subgroup of $\mathbb{R}$, and let $K$ be a commutative ring with identity. For each nonzero $f \in S(K, G)$, the order of $f$, denoted by $\operatorname{ord}(f)$, is the smallest element in $\operatorname{supp}(f)$, and that of the zero function is defined to be $+\infty$. (a) Show that for all $f, g \in S(K, G)$,

$$
\begin{gathered}
\operatorname{ord}(f+g) \geq \inf \{\operatorname{ord}(f), \operatorname{ord}(g)\} \\
\operatorname{ord}(f g) \geq \operatorname{ord}(f)+\operatorname{ord}(g)
\end{gathered}
$$

(b) If $c>1$ and $\|.$.$\| is defined by$

$$
\|f\|=c^{-\operatorname{ord}(f)}
$$

for all $f \in S(K, G),\|.$.$\| is a norm on the ring S(K, G)$ for which $\left(V_{\alpha}\right)_{\alpha \in G}$ is a fundamental system of neighborhoods of zero, where for each $\alpha \in G$, $V_{\alpha}=\{f \in S(K, G): \operatorname{ord}(f) \geq \alpha\}$. The topology defined by this norm is called the order topology of $S(K, G)$. (c) If $K$ is an integral domain, ord is a real valuation of $S(K, G)$. If $K$ is a field, then the valuation ring of ord is $V_{0}$, its maximal ideal is $\{f \in S(K, G): \operatorname{ord}(f)>0\}$, and its residue field is isomorphic to $K$. (d) For each $\alpha \in G$, let $X^{\alpha}$ be the function from $G$ to $K$ taking $\alpha$ into 1 and $\beta$ into 0 for all $\beta \neq \alpha$. Then $X^{\alpha+\beta}=X^{\alpha} X^{\beta}$ for all $\alpha, \beta \in G$. (e) For each $\left.f \in S(K, G),\left(f(\alpha) X^{\alpha}\right)\right)_{\alpha \in G}$ is summable, and

$$
f=\sum_{\alpha \in G} f(\alpha) X^{\alpha} .
$$

(f) If $\left(f_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $S(K, G)$, then for each $\alpha \in G$ there exists $n_{\alpha} \geq 1$ such that $f_{m}(\beta)=f_{p}(\beta)$ for all $m, p \geq n_{\alpha}$ and all $\beta \leq \alpha$. (g) $S(K, G)$ is complete for the order topology.

## 19 Extensions of Real Valuations

We begin by describing all ring topologies on a simple algebraic extension $L$ of a field $K$ that induce on $K$ the topology given by a proper absolute value. For this, we need a preliminary theorem:
19.1 Theorem. Let $E$ be a finite-dimensional Hausdorff vector space over a straight division ring $K$. If $B$ is a finite set of generators of the $K$-vector space $E, B$ also generates the $\widehat{K}$-vector space $\widehat{E}$. In particular,

$$
\operatorname{dim}_{\widehat{K}} \widehat{E} \leq \operatorname{dim}_{K} E
$$

Proof. By $13.4, \widehat{K}$ is straight, so by (1) of 15.12 , the subspace $\sum_{b \in B} \widehat{K} b$ is closed in $\widehat{E}$. As $\sum_{b \in B} \widehat{K} b$ contains the dense subspace $E$,

$$
\widehat{E}=\sum_{b \in B} \widehat{K} b . \bullet
$$

19.2 Theorem. Let $K$ be a field, $\mathcal{T}_{V}$ the topology on $K$ given by a proper absolute value $V$ of $K$. Let $L$ be a simple algebraic extension of $K$, $c$ an element of $L$ such that $L=K(c)$, and $f$ the minimal polynomial of $c$ over $K$. There is a bijection $g \rightarrow \mathcal{T}_{g}$ from the set $D(f)$ of all monic divisors of $f$ in $\widehat{K}[X]$ to the set of all ring topologies on $L$ inducing $\tau_{V}$ on $K$ such that for all $g, h \in D(f), g \mid h$ if and only if $\mathcal{T}_{g} \subseteq \mathcal{T}_{h}$. For each $g \in D(f)$, the completion $\widehat{L}_{g}$ of $L$ for $\mathcal{T}_{g}$ is a $\widehat{K}$-algebra generated by 1 and $c$, and $g$ is the minimal polynomial of $c$ in $\widehat{L}_{g}$. In particular,

$$
\operatorname{dim}_{\widehat{K}} \widehat{L}_{g}=\operatorname{deg} g
$$

Each ring topology on $L$ inducing $\mathcal{T}_{V}$ on $K$ is normable and hence is a field topology. The topologies on $L$ defined by proper absolute values extending $V$ are precisely the topologies $\mathcal{T}_{p}$ where $p$ is a prime polynomial in $\widehat{K}[X]$ belonging to $D(f)$.

Proof. For each $g \in D(f)$, let $A_{g}$ be the $\widehat{K}$-algebra $\widehat{K}[X] /(g)$, and let $c_{g}=X+(g) \in A_{g}$. Clearly $A_{g}=\widehat{K}\left[c_{g}\right]$, and the minimal polynomial over $\widehat{K}$ of $c_{g}$ is $g$. Since $g \mid f$ in $\widehat{K}[X], f\left(c_{g}\right)=0$; but as $f$ is a prime polynomial over $K, f$ is the minimal polynomial of $c_{g}$ over $K$. Thus there is a unique $K$-isomorphism $u_{g}$ from $L$ to $K\left[c_{g}\right]$ satisfying $u_{g}(c)=c_{g}$. By 15.15 there is a unique Hausdorff topology on $A_{g}$ making it a $\widehat{K}$-topological algebra; that topology is complete by (1) of 15.12 , defined by a $\widehat{K}$-algebra norm by 16.7, and hence has continuous inversion by 11.12. We define $\mathcal{T}_{g}$ to be the topology on $L$ making $u_{g}$ a homeomorphism from $L$ to $K\left[c_{g}\right]$, furnished with the topology it inherits from $A_{g}$, and we shall denote by $L_{g}$ the field $L$ furnished with topology $\mathcal{T}_{g}$. Clearly $\mathcal{T}_{g}$ is a field topology that induces $\mathcal{T}_{V}$ on $K$. By 19.1, $K\left[c_{g}\right]$ is dense in $A_{g}$, so there is by 8.7 and 8.4 there is a unique topological $\widehat{K}$-isomorphism $\widehat{u}_{g}$ from $\widehat{L}_{g}$ to $A_{g}$ extending $u_{g}$. Since $\widehat{u}_{g}(c)=c_{g}$, the minimal polynomial over $\widehat{K}$ of $c$ is $g$. Consequently,

$$
\operatorname{deg}_{\widehat{K}} \widehat{L}_{g}=\operatorname{deg} g
$$

Assume that $\mathcal{T}_{g} \subseteq \mathcal{T}_{h}$. The identity mapping from $L_{h}$ to $L_{g}$ is then continuous and hence is the restriction of a continuous $\widehat{K}$-homomorphism $w$ from $\widehat{L}_{h}$ to $\widehat{L}_{g}$. Thus $k$, defined by

$$
k=\widehat{u}_{g} \circ w \circ \widehat{u}_{h}^{-1}
$$

is a continuous $\widehat{K}$-homomorphism from $A_{h}$ to $A_{g}$ taking $c_{h}$ into $c_{g}$. Consequently, as $h\left(c_{h}\right)=0$,

$$
0=k\left(h\left(c_{h}\right)\right)=h\left(k\left(c_{h}\right)\right)=h\left(c_{g}\right),
$$

so the minimal polynomial $g$ of $c_{g}$ divides $h$. In particular, if $\mathcal{T}_{g}=\mathcal{T}_{h}$, then $g=h$.

Conversely, assume that $g \mid h$. The canonical epimorphism from $A_{h}=$ $\widehat{K}[X] /(h)$ to $A_{g}=\widehat{K}[X] /(g)$ is $\widehat{K}$-linear and hence continuous by (2) of 15.12, and takes $c_{h}$ into $c_{g}$. Its restriction $q$ to the subfield $K\left[c_{h}\right]$ of $A_{h}$ is therefore a continuous isomorphism from $K\left[c_{h}\right]$ to $K\left[c_{g}\right]$ satisfying $q\left(c_{h}\right)=$ $c_{g}$. Hence $u_{g}^{-1} \circ q \circ u_{h}$ is the identity map of $L$ and is continuous from $L_{h}$ to $L_{g}$. Thus $\mathcal{T}_{g} \subseteq \mathcal{T}_{h}$.

Let $\mathcal{T}$ be a ring topology on $L$ inducing $T_{V}$ on $K$, and let $\widehat{L}$ be the completion of $L$ for $\mathcal{T}$. Then $\widehat{L}$ is a topological $\widehat{K}$-algebra, and by 19.1, $\widehat{L}=\widehat{K}[c]$. The minimal polynomial $g$ of $c$ over $\widehat{L}$ divides $f$ in $\widehat{K}[X]$ and hence belongs to $D(f)$. Thus there is a unique $\widehat{K}$-isomorphism from $\widehat{L}$ into $A_{g}$ taking $c$ to $c_{g}$, and that isomorphism is a topological isomorphism by (2) of 15.12; its restriction to $L$ is clearly $u_{g}$, so $\mathcal{T}=\mathcal{T}_{g}$.

Since $\widehat{L}_{g}$ is $\widehat{K}$-isomorphic to $A_{g}=\widehat{K}[X] /(g), \widehat{L}_{g}$ is a field if and only if $g$ is a prime factor of $f$ in $\hat{K}[X]$. Thus a topology on $L$ defined by an absolute value extending $V$ is necessarily one of the topologies $\tau_{p}$ where $p$ is a prime factor of $f$ in $\widehat{K}[X]$, by 13.10. Conversely, if $p$ is a prime factor of $f$ in $\widehat{K}[X]$, the unique Hausdorff topology on $A_{p}$ making it a $\widehat{K}$-topological algebra is given by an absolute value extending $\widehat{V}$ by 16.8 .

If $L$ is an extension field of a field $K$, we shall frequently denote $\operatorname{dim}_{K} L$ by $[L: K]$.
19.3 Theorem. Let $L$ be a simple algebraic extension of a field $K$, and let $V$ be a proper absolute value on $K$ [a proper real valuation of $K$ ]. There are only finitely many absolute values [real valuations] $V_{1}, \ldots, V_{m}$ on $L$ extending $V$, any two of them are inequivalent, and

$$
\begin{equation*}
\sum_{k=1}^{m}\left[\widehat{L}_{k}: \widehat{K}\right] \leq[L: K] \tag{1}
\end{equation*}
$$

where $\widehat{L}_{k}$ is the completion of $L$ for $V_{k}$. If $L$ is a separable extension of $K$, and if $\mathcal{T}_{i}$ is the topological defined by $V_{i}$ for each $i \in[1, m]$, then equality holds in (1), and for each ring topology $\mathcal{T}$ on $L$ that induces the topology $\mathcal{T}_{V}$ defined by $V$ on $K$, there is a unique nonempty subset $J$ of $[1, m]$ such that

$$
\mathcal{T}=\sup _{k \in J} \mathcal{T}_{k}
$$

Proof. The assertion for a real valuation $V$ follows directly from that for an absolute value by replacing $V$ with an absolute value of $V$. Consequently, we shall consider only the absolute value case. Let $c \in L$ be such that $L=K(c)$, and let $f$ be the minimal polynomial of $c$ over $K$. Let $\left(p_{k}\right)_{1 \leq k \leq m}$ be the distinct prime polynomials in $\widehat{K}[X]$ that divide $f$ in $\widehat{K}[X]$. Then their product divides $f$ in $\widehat{K}[X]$, so by 19.2

$$
\begin{equation*}
\sum_{k=1}^{m}\left[\widehat{L}_{k}: \widehat{K}\right]=\sum_{k=1}^{m} \operatorname{deg} p_{k} \leq \operatorname{deg} f=[L: K] \tag{1}
\end{equation*}
$$

Equivalent absolute values $A$ and $B$ on a field $L$ that induce the same proper absolute value $V$ on a subfield $K$ are identical, however, for there exists $t \in K$ such that $V(t)>1$, and by 1.10 there exists $r>0$ such that $B=A^{r}$, so

$$
A(t)^{r}=B(t)=V(t)=A(t)
$$

whence $r=1$. Thus there are exactly $m$ absolute values that extend $V$.
Assume henceforth that $L$ is a separable extension of $K$. Then $f$ is the product of $\left(p_{k}\right)_{1 \leq k \leq m}$ of distinct prime polynomials in $\widehat{K}[X]$, so equality holds in (1).

If $H$ and $J$ are distinct nonempty subsets of $[1, m]$, then

$$
\sup _{k \in H} \mathcal{I}_{p_{k}} \neq \sup _{k \in J} \mathcal{T}_{p_{k}}
$$

Indeed, if they were identical and if, for example, $r \in H \backslash J$, there would exist for each $k \in J$ an open neighborhood $U_{k}$ of zero for $\mathcal{T}_{p_{k}}$ such that the unit ball $B_{r}$ of $L$ for $\mathcal{T}_{p_{r}}$ would contain $\cap_{k \in J} U_{k}$, and consequently any nonempty subset $U_{r}$ of $L$ open for $\mathcal{T}_{p_{r}}$ and disjoint from $B_{r}$ would be disjoint from $\cap_{k \in J} U_{k}$, in contradiction to (1) of 13.12.

Consequently, the topologies $\sup _{k \in J} \mathcal{T}_{p_{k}}$ where $J$ is a nonempty subset of $[1, m]$ are $2^{m}-1$ in number and thus, by 19.2 , are all the ring topologies on $L$ extending $\mathcal{T}_{V}$.

Since an inseparable finite-dimensional extension $L$ of a field $K$ of prime characteristic is a purely inseparable extension of the separable closure (or largest separable extension) of $K$ in $L$, a discussion of the extensions to $L$ of a real valuation of $K$ is reduced to the separable case by virtue of the following theorem:
19.4 Theorem. If $L$ is a finite-dimensional purely inseparable extension of a field $K$ of prime characteristic $p$ and if $v$ is a real valuation of $K$, there is exactly one real valuation $w$ of $L$ extending $v$, defined by

$$
w(x)=p^{-n} v\left(x^{p^{n}}\right)
$$

where $p^{n}=[L: K]$, for all $x \in L$.
Proof. The function $w$ is well defined since $x^{p^{n}} \in K$ for all $x \in L$, and clearly $w$ extends $v$. Moreover, for all $x, y \in L$,

$$
\begin{aligned}
w(x+y) & =p^{-n} v\left((x+y)^{p^{n}}\right)=p^{-n} v\left(x^{p^{n}}+y^{p^{n}}\right) \\
& \geq p^{-n} \inf \left\{v\left(x^{p^{n}}\right) v\left(y^{p^{n}}\right)\right\}=\inf \{w(x), w(y)\} \\
w(x y) & =p^{-n} v\left((x y)^{p^{n}}\right)=p^{-n} v\left(x^{p^{n}} y^{p^{n}}\right) \\
& =p^{-n}\left(v\left(x^{p^{n}}\right)+v\left(y^{p^{n}}\right)\right)=w(x)+w(y) \bullet
\end{aligned}
$$

To illustrate 19.2 and 19.3 let $K=\mathbb{Q}$ furnished with the restriction to $\mathbb{Q}$ of $|.|_{\infty}$, and let $L=\mathbb{Q}(\sqrt{2})$. Then $f=X^{2}-2$, and $f=p q$ in $\mathbb{R}[X]=\widehat{\mathbb{Q}}[X]$, where $p=X-\sqrt{2}$ and $q=X+\sqrt{2}$. Thus $u_{p}^{-1}\left(c_{p}\right)=\sqrt{2}$ and $u_{q}^{-1}\left(c_{q}\right)=-\sqrt{2}$, so the topologies $\mathcal{T}_{p}$ and $\mathcal{T}_{q}$ are defined respectively by absolute values $\left.\right|_{. .\left.\right|_{p}}$ and $|. .|_{q}$, where $|a+b \sqrt{2}|_{p}=|a+b \sqrt{2}|_{\infty}$ and $|a+b \sqrt{2}|_{q}=|a-b \sqrt{2}|_{\infty}$ for all $a, b \in \mathbb{Q}$. Consequently, $\mathcal{T}_{f}$ is defined by the norm $\sup \left\{\left|. .\left.\right|_{p},\right|_{\|}\right\}$.

Let $v$ be a real valuation of a field $K$ with valuation ring $A_{v}$, maximal ideal $M_{v}$, and residue field $k_{v}\left(=A_{v} / M_{v}\right)$. Let $v^{\prime}$ an extension of $v$ to a larger field $L$, with $A_{v^{\prime}}, M_{v^{\prime}}$, and $k_{v^{\prime}}$ similarly defined. Then $\phi_{v^{\prime}, v}: k_{v} \rightarrow k_{v^{\prime}}$, defined by

$$
\phi_{v^{\prime}, v}\left(x+M_{v}\right)=x+M_{v^{\prime}}
$$

for all $x \in A_{v}$, is a monomorphism from $k_{v}$ to $k_{v^{\prime}}$, called the canonical embedding of $k_{v}$ in $k_{v^{\prime}}$. We also regard $k_{v^{\prime}}$ as a vector space over $k_{v}$ under the scalar multiplication

$$
\left(x+M_{v}\right) \cdot\left(y^{\prime}+M_{v^{\prime}}\right)=x y^{\prime}+M_{v^{\prime}}
$$

for all $x \in A_{v}$ and all $y^{\prime} \in A_{v^{\prime}}$. It is easy to verify that the scalar multiplication is, indeed, well defined and converts $k_{v^{\prime}}$ into a $k_{v}$-vector space.
19.5 Definition. Let $v$ be a real valuation of a field $K, v^{\prime}$ a real valuation of a larger field $K^{\prime}$ that extends $v$. Let $k$ and $k^{\prime}$ be respectively the residue fields of $v$ and $v^{\prime}$, and let $G$ and $G^{\prime}$ be respectively the value groups of $v$ and $v^{\prime}$. The index ( $G^{\prime}: G$ ) of $G$ in $G^{\prime}$ is called the ramification index of $v^{\prime}$ over $v$ and is denoted by $e\left(v^{\prime} / v\right)$. The dimension of the $k$-vector space $k^{\prime}$ is called the residue class degree of $v^{\prime}$ over $v$ and is denoted by $f\left(v^{\prime} / v\right)$.
19.6 Theorem. Let $K, K^{\prime}$, and $K^{\prime \prime}$ be fields such that $K \subseteq K^{\prime} \subseteq K^{\prime \prime}$, and let $v^{\prime \prime}$ be a real valuation of $K^{\prime \prime}, v^{\prime}$ and $v$ its restrictions to $K^{\prime}$ and $K$ respectively. Then

$$
\begin{aligned}
e\left(v^{\prime \prime} / v^{\prime}\right) e\left(v^{\prime} / v\right) & =e\left(v^{\prime \prime} / v\right) \\
f\left(v^{\prime \prime} / v^{\prime}\right) f\left(v^{\prime} / v\right) & =f\left(v^{\prime \prime} / v\right)
\end{aligned}
$$

The equalities are apparent.
19.7 Theorem. Let $v$ be a real valuation of a field $K, \hat{v}$ its continuous extension to $\widehat{K}$. Then

$$
e(\hat{v} / v)=1=f(\hat{v} / v)
$$

If $v^{\prime}$ is a real valuation extending $v$ to a larger field $L$ and $\hat{v}^{\prime}$ its continuous extension to $\widehat{L}$, then

$$
\begin{aligned}
e\left(\hat{v}^{\prime} / \hat{v}\right) & =e\left(v^{\prime} / v\right) \\
f\left(\hat{v}^{\prime} / \hat{v}\right) & =f\left(v^{\prime} / v\right)
\end{aligned}
$$

Proof. The first equality is a consequence of 17.12. The other two follow from the first and 19.6 , for

$$
\begin{aligned}
e\left(v^{\prime} / v\right) & =e\left(\hat{v}^{\prime} / v^{\prime}\right) e\left(v^{\prime} / v\right)=e\left(\hat{v}^{\prime} / v\right) \\
& =e\left(\hat{v}^{\prime} / \hat{v}\right) e(\hat{v} / v)=e\left(\hat{v}^{\prime} / \hat{v}\right)
\end{aligned}
$$

and similarly $f\left(v^{\prime} / v\right)=f\left(\hat{v}^{\prime} / \hat{v}\right)$. $\bullet$
Let $v$ be a real valuation of a field $K$ with valuation ring $A$ and residue field $k$. For any $x \in A$ we shall frequently denote by $\bar{x}$ its image under the canonical epimorphism from $A$ to $k$, and if $f=\sum_{k=0}^{n} a_{k} X^{k} \in A[X]$, we shall similarly denote by $\bar{f}$ the polynomial $\sum_{k=0}^{n} \bar{a}_{k} X^{k} \in k[X]$.
19.8 Theorem. Let $K$ be a field, $L$ a finite-dimensional extension of $K$, $v$ a real valuation of $K, v^{\prime}$ a real valuation of $L$ extending $K$. Then $e\left(v^{\prime} / v\right)$ and $f\left(v^{\prime} / v\right)$ are finite, and

$$
e\left(v^{\prime} / v\right) f\left(v^{\prime} / v\right) \leq[L: K]
$$

Proof. Let $n=[L: K]$. Let $A_{v}$ and $A_{v^{\prime}}$ be the valuation rings of $v$ and $v^{\prime}$ respectively, $k_{v}$ and $k_{v^{\prime}}$ their residue fields, $G$ and $G^{\prime}$ their value groups. Let $r$ and $s$ ke any positive integers not exceeding $e\left(v^{\prime} / v\right)$ and $f\left(v^{\prime} / v\right)$ respectively. It suffices to show that $r s \leq n$.

There exist $x_{1}, \ldots, x_{r} \in L^{*}$ such that $v\left(x_{i}\right)-v\left(x_{j}\right) \notin G$ whenever $i \neq j$, and there exist $y_{1}, \ldots, y_{s} \in A_{v^{\prime}}$ such that their images in $k_{v^{\prime}}$ form a linearly independent set over $k_{v}$ (in particular, $v^{\prime}\left(y_{k}\right)=0$ for all $k \in[1, s]$ ). To show that $r s \leq n$, we need only show that $\left\{x_{i} y_{j}: i \in[1, r], j \in[1, s]\right\}$ is linearly independent over $K$. Assume that

$$
\begin{equation*}
\sum_{i=1}^{r} \sum_{j=1}^{s} a_{i j} x_{i} y_{j}=0 \tag{2}
\end{equation*}
$$

where $a_{i j} \in K$ but not all $a_{i j}=0$. Let $p \in[1, r]$ and $q \in[1, s]$ be such that

$$
v^{\prime}\left(a_{p q} x_{p}\right)=\inf \left\{v^{\prime}\left(a_{i j} x_{i}\right): i \in[1, r], j \in[1, s]\right\}
$$

By our assumption, $a_{p q} \neq 0$. If $i \neq p$, then

$$
v^{\prime}\left(a_{p q} x_{p}\right)<v^{\prime}\left(a_{i j} x_{i}\right)
$$

for each $j \in[1, s]$, for otherwise

$$
v^{\prime}\left(x_{i}\right)-v^{\prime}\left(x_{p}\right)=v\left(a_{p q}\right)-v\left(a_{i j}\right) \in G,
$$

a contradiction. Let

$$
b_{i j}=\left(a_{i j} x_{i}\right)\left(a_{p q} x_{p}\right)^{-1}
$$

From (2) we obtain

$$
\sum_{j=1}^{s} b_{p j} y_{j}+\sum_{i \neq p} \sum_{j=1}^{s} b_{i j} y_{j}=0
$$

and

$$
v^{\prime}\left(b_{i j} y_{j}\right)=v^{\prime}\left(b_{i j}\right)>0
$$

if $i \neq p$,

$$
v^{\prime}\left(b_{p j} y_{j}\right)=v^{\prime}\left(b_{p j}\right) \geq 0
$$

for all $j \in[1, s]$. Therefore in $k_{v^{\prime}}$

$$
\sum_{j=1}^{s} \bar{b}_{p j} \bar{y}_{j}=\overline{0}
$$

whereas $\bar{b}_{p q}=\overline{1}$, in contradiction to the linear independence of $\bar{y}_{1}, \ldots, \bar{y}_{s} . \bullet$
In an important case, the inequality of 19.8 is an equality:
19.9 Theorem. Let $v$ be a complete discrete valuation of a field $K$, let $L$ be an extension field of $K$, and let $v^{\prime}$ be an extension of $v$ to $L$ such that $e\left(v^{\prime} / v\right)<+\infty$ and $f\left(v^{\prime} / v\right)<+\infty$. Then $L$ is a finite-dimensional extension of $K$, and

$$
e\left(v^{\prime} / v\right) f\left(v^{\prime} / v\right)=[L: K] .
$$

Proof. We abbreviate $e\left(v^{\prime} / v\right)$ and $f\left(v^{\prime} / v\right)$ to $e$ and $f$ respectively. We may assume that the value group of $v$ is $\mathbb{Z}$; let $G^{\prime}$ be the value group of $v^{\prime}$. As $\left(G^{\prime}: \mathbb{Z}\right)=e, e G^{\prime} \subseteq \mathbb{Z}$, and hence $G^{\prime} \subseteq(1 / e) \mathbb{Z}$. Thus $G^{\prime}=(1 / e) \mathbb{Z}$ as no
other group $H$ between $\mathbb{Z}$ and $(1 / e) \mathbb{Z}$ satisfies $(H: \mathbb{Z})=e$. In particular, $v^{\prime}$ is discrete.

Let $u$ and $t$ be uniformizers of $v^{\prime}$ and $v$ respectively, and for each $n \in \mathbb{Z}$, let $z_{n}=t^{q} u^{r}$ where $n=q e+r$ and $0 \leq r<e$. Then $v^{\prime}\left(z_{n}\right)=n / e$.

Let $A_{v^{\prime}}$ and $M_{v^{\prime}}$ be the valuation ring and ideal respectively of $v^{\prime}$. By hypothesis there exist $b_{l}, \ldots, b_{f} \in A_{v^{\prime}} \backslash M_{v^{\prime}}$ whose images in the residue field $k_{v^{\prime}}$ of $v^{\prime}$ form a basis of $k_{v^{\prime}}$ over the residue field $k_{v}$ of $v$. Let $S$ be a representative set for $v$. Then $S^{\prime}$, defined by

$$
S^{\prime}=\left\{\sum_{i=1}^{f} s_{i} b_{i}: s_{i} \in S \text { for all } i \in[1, f]\right\}
$$

is a representative set for $v^{\prime}$. By 19.8 it suffices to show that $\left\{b_{i} u^{r}: 1 \leq\right.$ $i \leq f, 0 \leq r<e\}$ generates the $K$-vector space $L$.

Let $x \in L$. By (1) of 18.5 there exists a family $\left(c_{n}\right)_{n \in \mathbb{Z}}$ of elements of $S^{\prime}$ such that $c_{n}=0$ for all but finitely many $n<0$ and

$$
x=\sum_{n \in \mathbb{Z}} c_{n} z_{n} .
$$

By the definition of $S^{\prime}$, for each $q \in \mathbb{Z}$ and each $r \in[0, e-1]$ there exists a sequence $\left(s_{q, r, i}\right)_{1 \leq i \leq f}$ in $S$ such that

$$
c_{q e+r}=\sum_{i=1}^{f} s_{q, r, i} b_{i},
$$

and moreover, for all but finitely many $q<0, s_{q, r, i}=0$ for all $r \in[0, e-1]$ and all $i \in[1, f]$. Thus by (2) of 18.5 , for each such $r$ and $i,\left(s_{q, r, i} t^{q}\right)_{q \in \mathbb{Z}}$ is summable in $K$; let

$$
a_{r, i}=\sum_{q \in \mathbb{Z}} s_{q, r, i} t^{q} \in K
$$

By $10.12,10.8$, and 10.2,

$$
\begin{aligned}
\sum_{r=0}^{e-1} \sum_{i=1}^{f} a_{r, i} b_{i} u^{r} & =\sum_{r=0}^{e-1} \sum_{i=1}^{f}\left(\sum_{q \in \mathbb{Z}} s_{q, r, i} t^{q}\right) b_{i} u^{r}=\sum_{q \in \mathbb{Z}} \sum_{r=0}^{e-1}\left(\sum_{i=1}^{f} s_{q, r, i} b_{i}\right) t^{q} u^{r} \\
& =\sum_{q \in \mathbb{Z}} \sum_{r=0}^{e-1} c_{q e+r} z_{q e+r}=\sum_{n \in \mathbb{Z}} c_{n} z_{n}=x .
\end{aligned}
$$

19.10 Theorem. Let $v$ be a discrete valuation of a field $K$, and let $L$ be a simple algebraic extension of $K$. There are only finitely many valuations $v_{1}^{\prime}, \ldots, v_{m}^{\prime}$ of $L$ extending $v$, and

$$
\begin{equation*}
\sum_{k=1}^{m} e\left(v_{k}^{\prime} / v\right) f\left(v_{k}^{\prime} / v\right) \leq[L: K] \tag{3}
\end{equation*}
$$

Further, if $L$ is a separable extension of $K$, equality holds in (3).
Proof. By 19.3 there are only finitely many extensions. Let $\widehat{L}_{k}$ be the completion of $L$ for $v_{k}^{\prime}$. Then

$$
\sum_{k=1}^{m} e\left(v_{k}^{\prime} / v\right) f\left(v_{k}^{\prime} / v\right)=\sum_{k=1}^{m} e\left(\hat{v}_{k}^{\prime} / \hat{v}\right) f\left(\hat{v}_{k}^{\prime} / \hat{v}\right)=\sum_{k=1}^{m}\left[\widehat{L}_{k}: \widehat{K}\right]
$$

by Theorems 19.7 and 19.9, so the assertions hold by 19.3.
A real valuation $v$ of a field $K$ induces in a natural way a real valuation $\bar{v}$ of the field $K(X)$ of fractions over $K$ :
19.11 Theorem. If $v$ is a real valuation of a field $K$, there is a valuation $\bar{v}$ of $K(X)$ satisfying

$$
\bar{v}\left(\sum_{k=0}^{n} a_{k} X^{k}\right)=\inf \left\{v\left(a_{k}\right): k \in[0, n]\right\}
$$

for every polynomial $\sum_{k=0}^{n} a_{k} X^{k}$ over $K$.
Proof. The function $w$ with domain $K[X]$ defined by

$$
w\left(\sum_{k=0}^{n} a_{k} X^{k}\right)=\inf \left\{v\left(a_{k}\right): k \in[0, n]\right\}
$$

is easily seen to be a real valuation of $K[X]$. We extend it to a function $\bar{v}$ on $K(X)$ by

$$
\bar{v}(f / g)=w(f)-w(g)
$$

for all polynomials $f, g$ over $K$ such that $g \neq 0$, and it is easy to see that $\bar{v}$ is a real valuation of $K(X)$.
19.12 Theorem. Let $v$ be a real valuation of a field $K$, and let $A$ be its valuation ring. If $f$ is a monic polynomial over $A$ and if $f=g_{1} \ldots g_{n}$ where $g, \ldots, g_{n}$ are polynomials over $K$, then there exist $a_{1}, \ldots, a_{n} \in K^{*}$ such that if $g_{i}^{\prime}=a_{i} g_{i}$ for each $i \in[1, n]$, then each $g_{i}^{\prime}$ is a polynomial over $A$, and $f=g_{1}^{\prime} \ldots g_{n}^{\prime}$.

Proof. For each $i \in[1, n-1]$, let $b_{i} \in K^{*}$ be such that $v\left(b_{i}\right)=\bar{v}\left(g_{i}\right)$. We need only let $a_{i}=b_{i}^{-1}$ for all $i \in[1, n-1]$ and $a_{n}=b_{1} b_{2} \ldots b_{n-1}$. Then

$$
v\left(a_{n}\right)=\sum_{i=0}^{n-1} \bar{v}\left(g_{i}\right)=\bar{v}(f)-\bar{v}\left(g_{n}\right)=-\bar{v}\left(g_{n}\right),
$$

so $\bar{v}\left(g_{i}\right)=0$ and hence $g_{i} \in A[X]$ for all $i \in[1, n]$.
19.13 Corollary. Let $v$ be a real valuation of a field $K$, and let $A$ be its valuation ring. If $f$ is a monic polynomial over $A$ that is an irreducible element of $A[X]$, then $f$ is a prime polynomial over $K$.

Proof. If $f$ were not a prime polynomial over $K$, then there would exist nonconstant polynomials $g$ and $h$ over $K$ such that $f=g h$, and hence by 19.12 there would exist nonconstant polynomials $g^{\prime}, h^{\prime} \in A[X]$ such that $f=g^{\prime} h^{\prime}$, a contradiction of our hypothesis that $f$ is irreducible in $A[X] . \bullet$
19.14 Theorem. Let $v$ be a valuation of a field $K$. If $k_{1}^{\prime}$ is a finitedimensional [separable] extension of the residue field $k$ of $v$, there exist a finite-dimensional [separable] extension $K^{\prime}$ of $K$ and a valuation $v^{\prime}$ of $K^{\prime}$ extending $v$ such that the residue field $k^{\prime}$ of $v^{\prime}$ is $k$-isomorphic to $k_{1}^{\prime}$, $f\left(v^{\prime} / v\right)=\left[K^{\prime}: K\right]$, and $e\left(v^{\prime} / v\right)=1$.

Proof. By induction and the theorem of the primitive element, we may assume that $k_{1}^{\prime}=k[\alpha]$ where $\alpha$ is [separable] algebraic over $k$. Let $f$ be a monic polynomial over the valuation ring $A$ of $v$ such that $\bar{f}$ is the minimal polynomial of $\alpha$. In particular, $\bar{f}$ is a prime polynomial over $k$. If $f=g h$ where $g$ and $h$ are nonunits of $A[X]$, then their leading coefficients are invertible elements of $A$, so neither is a constant polynomial; hence $\bar{f}=\bar{g} \bar{h}$ where neither $\bar{g}$ nor $\bar{h}$ is a constant polynomial, a contradiction. Thus $f$ is an irreducible element of $A[X]$ and hence, by 19.13, a prime polynomial over $K$. Moreover, if $\bar{f}$ is separable, then its derivative $D \bar{f} \neq 0$, so $\overline{D f}=D \bar{f} \neq 0$, hence $D f \neq 0$, and therefore $f$ is separable.

Let $K^{\prime}=K[a]$ where $a$ is a root of $f$. It follows at once from 16.10 (or from 19.2) that there is a real valuation $v^{\prime}$ of $K^{\prime}$ extending $v$; let $A^{\prime}$ be its valuation ring, $k^{\prime}$ its residue field. If $v^{\prime}(a)<0$, then $v^{\prime}(g(a))=n v^{\prime}(a)<0$ for any monic polynomial $g$ of degree $n$ over $A$ by 17.2 ; consequently as
$f(a)=0, v^{\prime}(a) \geq 0$ and thus $a \in A^{\prime}$. As $\bar{f}$ is prime, $\bar{f}$ is the minimal polynomial of $\bar{a} \in k^{\prime}$ since $\bar{f}(\bar{a})=\overline{f(a)}=\overline{0}$. Therefore there is a $k$-isomorphism $\sigma$ from $k[\bar{a}]$ to $k[\alpha]$, and

$$
[k[\bar{a}]: k]=\operatorname{deg} \bar{f}=\operatorname{deg} f=\left[K^{\prime}: K\right] .
$$

Consequently by $19.8, k[\bar{a}]=k^{\prime}$, and $e\left(v^{\prime} / v\right)=1$.
Our final result extends 19.14:
19.15 Theorem. Let $v$ be a proper real valuation of a field $K$ with residue field $k_{v}$, and let $\psi$ be a monomorphism from $k_{v}$ to a field $\Omega$. There exist an extension field $H$ of $K$, a real valuation $w$ of $H$ extending $v$, and an isomorphism $\Psi$ from the residue field $k_{w}$ of $w$ to $\Omega$ such that $e(w / v)=1$ and $\Psi \circ \phi_{w, v}=\psi$.

Proof. Let $G$ be the value group of $v$, and let $E$ be a set such that $\operatorname{card}(E)>\operatorname{card}\left(\Omega^{G}\right)$. Let $\mathcal{L}$ be the set of all $(F, u, \sigma)$ such that $F$ is an extension field of $K$, the set $F$ is a subset of $E, u$ is a real valuation of $F$ extending $v$ whose value group is $G$, and $\sigma$ is an monomorphism from the residue field $k_{u}$ of $u$ to $\Omega$ such that $\sigma \circ \phi_{u, v}=\psi$. Clearly $\mathcal{L}$ is a set, and $(K, v, \psi) \in \mathcal{L}$. The relation $\preccurlyeq$ on $\mathcal{L}$ satisfying

$$
\left(F_{1}, u_{1}, \sigma_{1}\right) \preccurlyeq\left(F_{2}, u_{2}, \sigma_{2}\right)
$$

if and only if $F_{2}$ is an extension field of $F_{1}, u_{2}$ is an extension of $u_{1}$, and $\sigma_{2} \circ \phi_{u_{2}, u_{1}}=\sigma_{1}$, is easily seen to be an ordering. To show that ( $\left.\mathcal{L}, \preccurlyeq\right)$ is inductive, let $\left\{\left(F_{\lambda}, u_{\lambda}, \sigma_{\lambda}\right): \lambda \in L\right\}$ be a totally ordered subset of $\mathcal{L}$, indexed by a set $L$, let $A_{\lambda}$ and $M_{\lambda}$ be the valuation ring and maximal ideal of each $u_{\lambda}$, and let $\leq$ be the total ordering on $L$ satisfying $\alpha \leq \beta$ if and only if $\left(F_{\alpha}, u_{\alpha}, \sigma_{\alpha}\right) \preccurlyeq\left(F_{\beta}, u_{\beta}, \sigma_{\beta}\right)$. Let

$$
F=\bigcup_{\lambda \in L} F_{\lambda},
$$

a subset of $E$. There are unique compositions, addition and multiplication, on $F$ that are extensions of addition and multiplication on each $F_{\lambda}$, and with them $F$ is a field. Since $G$ is the value group of each $u_{\lambda}$, there is a unique real valuation $u$ of $F$ that extends each $u_{\lambda}$, and its value group is $G$. The valuation ring $A$ and maximal ideal $M$ of $u$ are then given by

$$
A=\bigcup_{\lambda \in L} A_{\lambda} \quad M=\bigcup_{\lambda \in L} M_{\lambda}
$$

and moreover, $M \cap A_{\lambda}=M_{\lambda}$ for all $\lambda \in L$. We define $\sigma: A / M \rightarrow \Omega$ as follows: For each $x \in A$, let $\lambda \in L$ be such that $x \in A_{\lambda}$, and define $\sigma(x+M)$ to be $\sigma_{\lambda}\left(x+M_{\lambda}\right)$. This is well defined, for if also $x \in A_{\mu}$ where $\lambda<\mu$, then

$$
\sigma_{\lambda}\left(x+M_{\lambda}\right)=\left(\sigma_{\mu} \circ \phi_{v_{\mu}, v_{\lambda}}\right)\left(x+M_{\lambda}\right)=\sigma_{\mu}\left(x+M_{\mu}\right)
$$

Clearly $\sigma$ is a monomorphism from $A / M$ to $\Omega$, and $\sigma \circ \phi_{\mu, u_{\lambda}}=\sigma_{\lambda}$ for all $\lambda \in L$. In particular, let $\lambda \in L$; then

$$
\sigma \circ \phi_{u, v}=\sigma \circ \phi_{u, u_{\lambda}} \circ \phi_{u_{\lambda}, v}=\sigma_{\lambda} \circ \phi_{u_{\lambda}, v}=\psi
$$

Thus $(F, u, \sigma) \in \mathcal{L}$, and clearly

$$
(F, u, \sigma)=\sup _{\lambda \in L}\left(F_{\lambda}, u_{\lambda}, \sigma_{\lambda}\right) .
$$

By Zorn's Lemma, therefore, $\mathcal{L}$ contains a maximal member ( $H, w, \Psi$ ). Let $A_{w}$ and $k_{w}$ be respectively the valuation ring and residue field of $w$. We need only show that $\Psi\left(k_{w}\right)=\Omega$. By 17.15,

$$
\operatorname{card}(H) \leq \operatorname{card}\left(k_{w}^{G}\right) \leq \operatorname{card}\left(\Omega^{G}\right)<\operatorname{card}(E)
$$

and hence $\operatorname{card}(E \backslash H)=\operatorname{card}(E)$. Suppose there exists $t \in \Omega \backslash \Psi\left(k_{w}\right)$.
Case 1: $t$ is transcendental over $\Psi\left(k_{w}\right)$. Now

$$
\operatorname{card}(H(X) \backslash H)=\aleph_{0} \operatorname{card}(H)=\sup \left\{\aleph_{0}, \operatorname{card}(H)\right\}<\operatorname{card}(E \backslash H)
$$

Consequently, by a set-theoretic "push-out," there is a field extension $H(x)$ of $H$ such that the set $H(x)$ is contained in $E$ and $x$ is transcendental over $H$. By 19.11 there is a valuation $\bar{w}$ of $H(x)$ satisfying

$$
\bar{w}\left(\sum_{j=0}^{n} a_{j} x^{j}\right)=\inf \left\{w\left(a_{j}\right): j \in[0, n]\right\}
$$

for all $a_{0}, a_{1}, \ldots, a_{n} \in H$. The value group of $\bar{w}$ is thus $G$. By definition, $\bar{w}(x)=0$, so $\bar{x} \neq \overline{0}$ in the residue field $k_{\bar{w}}$ of $\bar{w}$. Moreover, $\bar{x}$ is transcendental over the subfield $\phi_{\bar{w}, w}\left(k_{w}\right)$ of $k_{\bar{w}}$. Indeed, let $a_{0}, a_{1}, \ldots, a_{n} \in A_{w}$. If

$$
\sum_{j=0}^{n} \phi_{\bar{w}, w}\left(\bar{a}_{j}\right) \bar{x}^{j}=\overline{0},
$$

then

$$
\overline{\sum_{j=0}^{n} a_{j} x^{j}}=\overline{0},
$$

so

$$
\bar{w}\left(\sum_{j=0}^{n} a_{j} x^{j}\right)>0
$$

thus $w\left(a_{j}\right)>0$ for all $j \in[0, n]$, and hence $\bar{a}_{j}=\overline{0}$ for all $j \in[0, n]$. It is easy to see that $k_{\bar{w}}$ is the field [ $\left.\phi_{\bar{w}, w}\left(k_{w}\right)\right](\bar{x})$ of rational functions in the transcendental element $\bar{x}$ over $\phi_{\bar{w}, w}\left(k_{w}\right)$. As $\Psi \circ \phi_{\bar{w}, w}^{-1}$ is an isomorphism from $\phi_{\bar{w}, w}\left(k_{w}\right)$ to $\Psi\left(k_{w}\right)$, there is a unique isomorphism $\bar{\Psi}$ from $k_{\bar{w}}$ to $\left[\Psi\left(k_{w}\right)\right](t)$ satisfying $\bar{\Psi} \circ \phi_{\bar{w}, w}=\Psi$ and $\bar{\Psi}(\bar{x})=t$. Thus $(H(x), \bar{w}, \bar{\Psi}) \in \mathcal{L}$ and $(H(x), \bar{w}, \bar{\Psi}) \succ(H, w, \Psi)$, a contradiction.

Case 2: $t$ is algebraic over $\Psi\left(k_{w}\right)$. If $H_{0}$ is an $n$-dimensional field extension of $H$, then as in Case $1 \operatorname{card}\left(H_{0} \backslash H\right)<\operatorname{card}(E \backslash H)$, so there is a bijection $\tau$ from $H_{0}$ to a subset $H_{1}$ of $E$ containing $H$ such that $\tau(x)=x$ for all $x \in H$, and consequently $H_{1}$ may be made into a field such that $\tau$ is an $H$ isomorphism from $H_{0}$ to $H_{1}$. Therefore by 19.4 there exist a field extension $H_{1}$ of $H$ such that $H_{1} \subset E$, a real valuation $w_{1}$ of $H_{1}$ extending $w$ whose value group is $G$, and an isomorphism $\Psi_{1}$ from the residue field $k_{w_{1}}$ of $w_{1}$ to $\Psi\left(k_{w}\right)(t)$ such that $\Psi_{1} \circ \phi_{w_{1}, w}=\Psi$. Consequently, $\left(H_{1}, w_{1}, \Psi_{1}\right) \in \mathcal{L}$ and $\left(H_{1}, w_{1}, \Psi_{1}\right) \succ(H, w, \Psi)$, a contradiction.

## Exercises

In Exercises $19.1-19.3 A$ is a proper absolute value of a field $K, \mathcal{T}$ is the topology defined by $A, L$ is the field extension $K[c]$ where $c$ is algebraic over $K, n=[L: K]$, and $f$ is the minimal polynomial of $c$ over $K$.
19.1 The following statements are equivalent:
$1^{\circ}$ There are $n$ absolute values on $L$ extending $A$.
$2^{\circ}$ There are $2^{n}-1$ ring topologies on $L$ inducing $\mathcal{T}$ on $K$.
$3^{\circ} L$ is a separable extension of $K$, and $\widehat{K}$ contains a splitting field of $f$.
19.2 The following statements are equivalent:
$1^{\circ}$ There are $n$ ring topologies on $L$ inducing $\mathcal{T}$ on $K$, but there is only one absolute value on $L$ extending $A$.
$2^{\circ}$ There are $n$ ring topologies on $L$ inducing $\mathcal{T}$ on $K$, and they are totally ordered by inclusion.
$3^{\circ} c$ is purely inseparable over $\widehat{K}$.
19.3 The completion of $L$ for some ring topology on $L$ inducing $\mathcal{T}$ on $K$ has a nonzero nilpotent if and only if there is a prime polynomial $p$ over $\widehat{K}$ such that $p^{2} \mid f$ in $\widehat{K}[X]$.
19.4 If $v$ is a complete proper real valuation of a field $K$ and if $L$ is an algebraic extension of $K$, there is a unique real valuation of $L$ extending $v$. [Use Exercise 16.1.]
19.5 If $v$ is a real valuation of an algebraically closed field $K$, then the residue field of $v$ is algebraically closed and the value group of $v$ is the additive group of a $\mathbb{Q}$-vector space.
19.6 (Ostrowski [1932]) Let $\Omega$ be an algebraic closure of the 2 -adic field $\mathbb{Q}_{2}$, and let $\left(c_{n}\right)_{n \geq 0}$ be a sequence of elements of $\Omega$ satisfying $c_{0}=2$, $c_{n}^{2}=c_{n-1}$ for all $n \geq 1$. Let $K_{n}=\mathbb{Q}_{2}\left(c_{n}\right)$ for each $n \in \mathbb{N}$, and let

$$
K=\bigcup_{n=0}^{\infty} K_{n}
$$

(a) For all $n \in \mathbb{N},\left[K: \mathbb{Q}_{2}\right]=2^{n}$. (b) There is a unique real valuation $v$ of $K$ extending the 2 -adic valuation of $\mathbb{Q}_{2}=K_{0}$. [Use Exercise 19.4.] The value group of the restriction $v_{n}$ of $v$ to $K_{n}$ is $2^{n}, \mathbb{Z}$, and the value group $G$ of $v$ satisfies $2 . G=G$. (c) $[K(\sqrt{3}): K]=2$. [Use (b) in showing $\left[K_{n}(\sqrt{3})\right.$ : $\left.K_{n}\right]=2$ for all $n \in \mathbb{N}$.] (d) There is a unique valuation $w$ of $K(\sqrt{3})$ extending $v_{0}$, and for all $a, b \in K, w(a+b \sqrt{3})=w(a-b \sqrt{3})$. (e) $e(w / v)=1$. (f) $w\left(s_{n}-\sqrt{3}\right)=1-2^{-(n+1)}$ where $s_{n}=1+2\left(c_{1}^{-1}+c_{2}^{-1}+\ldots+c_{n}^{-1}\right)$. [Calculate $v\left(s_{n}^{2}-3\right.$ ) by expanding $s_{n}^{2}$, and use (d).] (g) $f(w, v)=1$. [If $w(a+b \sqrt{3}) \geq 0$ where $a, b \in K_{n}$, use (d) to show that $w(a) \geq-1$ and $w(b) \geq-1$. If the restriction $w_{n}$ of $w$ to $K_{n}(\sqrt{3})$ satisfies $f\left(w_{n} / v_{n}\right)=2$, use (b), (d), and (f) to show that $w((a+b \sqrt{3})-(a-b \sqrt{3}))>0$, and consider $\left.a+b s_{n+1}.\right]$

## CHAPTER V

## COMPLETE LOCAL RINGS

Here we investigate an area of commutative algebra in which the topology determined by an ideal of a commutative ring, for which the powers of the ideal form a fundamental system of neighborhoods of zero, plays a crucial role. After an introductory discussion of local and noetherian rings in $\S 20$, we establish in $\S 21$ I. S. Cohen's fundamental theorem that a local noetherian ring complete for the topology determined by its maximal ideal contains a special type of subring, called here a Cohen subring. This theorem is applied in $\S 22$ to describe complete discrete valuation rings: such a ring is either the valuation ring of a formal power series field or is finitely generated as a module over a Cohen subring, which, in turn, is completely determined by its characteristic and residue field. In $\S 23$ we give characterizations of complete local noetherian rings, and after a general discussion of the topologies determined by an ideal, we show in $\S 24$ that a complete semilocal noetherian ring is the topological direct sum of complete local noetherian rings.

## 20 Noetherian Modules and Rings

Here we shall give some basic properties of noetherian rings and modules.
20.1 Definition. Let $A$ be a ring. An $A$-module $E$ is noetherian if every submodule $M$ of $E$ is finitely generated, that is, if there exist $x_{1}, \ldots, x_{n} \in M$ such that $M=\mathbb{Z} \cdot x_{1}+A x_{1}+\ldots+\mathbb{Z} \cdot x_{n}+A x_{n}$. A ring is noetherian if it is noetherian as a left module over itself, that is, if every left ideal is finitely generated.

If $A$ is a ring with identity and $E$ a unitary $A$-module, then $E$ is noetherian if and only if for each submodule $M$ of $E$ there exist $x_{1}, \ldots, x_{n} \in M$ such that $M=A x_{1}+\cdots+A x_{n}$.
20.2 Theorem. If $E$ is an $A$ module, the following statements are equivalent:
$1^{\circ} E$ is noetherian.
$2^{\circ}$ If $\left(M_{n}\right)_{n \geq 1}$ is any increasing sequence of submodules of $E$, there exists $q \geq 1$ such that $M_{n}=M_{q}$ for all $n \geq q$.
$3^{\circ}$ Every nonempty set of submodules of $E$, ordered by inclusion, contains a maximal element.

Proof. Assume $1^{\circ}$, let $\left(M_{n}\right)_{n \geq 1}$ be an increasing sequence of submodules of $E$, and let

$$
M=\bigcup_{n=1}^{\infty} M_{n}
$$

Then $M$ is a submodule, so by $1^{\circ}, M$ is generated by a finite subset $\left\{x_{1}, \ldots, x_{m}\right\}$. Consequently, there exists $q \geq 1$ such that $\left\{x_{1}, \ldots, x_{m}\right\} \subseteq$ $M_{q}$, so $M=M_{q}$, and hence $M_{n}=M_{q}$ for all $n \geq q$.

To show that $2^{\circ}$ implies $3^{\circ}$, assume that $\mathcal{M}$ is a nonempty family of submodules of $E$ that, ordered by inclusion, contains no maximal element. Then for each $M \in \mathcal{M}$, the set $\mathcal{S}_{M}$ of all submodules in $\mathcal{M}$ strictly containing $M$ is nonempty. Consequently, by the Axiom of Choice, there is a function $c$ from $\mathcal{M}$ into itself such that for each $M \in \mathcal{M}, c(M) \in \mathcal{S}_{M}$, whence $c(M) \supset M$. Let $M_{1} \in \mathcal{M}$. The sequence $\left(c^{n}\left(M_{1}\right)\right)_{n \geq 0}$ is thus a strictly increasing sequence of submodules, so $2^{\circ}$ does not hold.

Finally, $3^{\circ}$ implies $1^{\circ}$, for we need only apply $3^{\circ}$ to the set of all finitely generated submodules of a given submodule of $E$.

Thus, a ring is noetherian if every increasing sequence of left ideals is eventually stationary, or equivalently, if every nonempty set of left ideals, ordered by inclusion, contains a maximal member.

The statement of $2^{\circ}$ is frequently called the Ascending Chain Condition.
20.3 Theorem. If $E$ is an $A$-module and $F$ a submodule of $E$, then $E$ is noetherian if and only if both $F$ and $E / F$ are noetherian.

Proof. Necessity: Clearly every submodule of $F$ is finitely generated. If $Q$ is a submodule of $E / F$ and if $\phi_{F}$ is the canonical epimorphism from $E$ to $E / F$, then $\phi^{-1}(Q)$ is generated by finitely many elements $x_{1}, \ldots, x_{q}$, and hence $Q$, which is $\phi_{F}\left(\phi_{F}^{-1}(Q)\right.$, is generated by $x_{1}+F, \ldots, x_{q}+F$.

Sufficiency: Let $M$ be a submodule of $E$. By hypothesis, $(M+F) / F$ and $M \cap F$ are finitely generated, so there exist $x_{1}, \ldots, x_{n} \in M$ and $x_{n+1}, \ldots, x_{p} \in M \cap F$ such that

$$
\sum_{i=1}^{n} A x_{i}+\mathbb{Z} \cdot x_{i}+F=M+F, \quad \sum_{i=n+1}^{p} A x_{i}+\mathbb{Z} . x_{i}=M \cap F
$$

Then

$$
\sum_{i=1}^{p}\left(A x_{i}+\mathbb{Z} \cdot x_{i}\right)=M
$$

for if $z \in M$, there exist $a_{i}, \ldots, a_{n} \in A$ and $q_{1}, \ldots, q_{n} \in \mathbb{Z}$ such that $z-\sum_{i=1}^{n}\left(a_{i} x_{i}+q_{i} . x_{i}\right)$ belongs to $F$ and hence to $M \cap F$, and therefore there exist $a_{n+1}, \ldots, a_{p} \in A$ and $q_{n+1}, \ldots, q_{p} \in \mathbb{Z}$ such that

$$
z-\sum_{i=1}^{n}\left(a_{i} x_{i}+q_{i} \cdot x_{i}\right)=\sum_{i=n+1}^{p}\left(a_{i} x_{i}+q_{i} \cdot x_{i}\right)
$$

and consequently $z$ belongs to the submodule generated by $x_{1}, \ldots, x_{p}$.
20.4 Corollary. If $A$ is a noetherian ring and if $J$ is an ideal of $A$, then $A / J$ is a noetherian ring.

Proof. The assertion follows from 20.3, since the left ideals of $A / J$ are precisely the submodules of the $A$-module $A / J$. -
20.5 Corollary. The sum of finitely many noetherian submodules of an $A$-module $E$ is noetherian.

Proof. By induction, it suffices to prove that the sum of two noetherian submodules is noetherian. If $F_{1}$ and $F_{2}$ are noetherian submodules, then $F_{1} /\left(F_{1} \cap F_{2}\right)$ is noetherian by 20.3 , so as $\left(F_{1}+F_{2}\right) / F_{2}$ and $F_{1} /\left(F_{1} \cap F_{2}\right)$ are isomorphic $A$-modules, $\left(F_{1}+F_{2}\right) / F_{2}$ also is noetherian; therefore by 20.3, $F_{1}+F_{2}$ is noetherian.
20.6 Corollary. The cartesian product of finitely many noetherian $A$ modules is noetherian.

Proof. By induction, it suffices to show that if $E$ and $F$ are noetherian $A$-modules, so is $E \times F$. As the submodules $E \times\{0\}$ and $\{0\} \times F$ of $E \times F$ are respectively isomorphic to $E$ and $F$, they are noetherian, and hence their sum $E \times F$ is noetherian. -
20.7 Theorem. The cartesian product of finitely many noetherian rings is noetherian.

Proof. By induction it suffices to show that if $A$ and $B$ are noetherian rings, so is $A \times B$. We make $A$ and $B$ into $(A \times B)$-modules by defining $(a, b) x=a x$ and $(a, b) y=b y$ for all $a, x \in A$ and all $b, y \in B$. The left ideals of $A$ and $B$ respectively are then precisely the submodules of the $(A \times B)$ modules $A$ and $B$. Consequently by 20.6 the ( $A \times B$ )-module $A \times B$ is noetherian, that is, the ring $A \times B$ is noetherian -
20.8 Theorem. If $A$ is a noetherian ring with identity, a unitary $A$ module $E$ is noetherian if and only if $E$ is finitely generated.

Proof. Sufficiency: By 20.5 it suffices to show that if $x \in E$, then $A x$ is a noetherian $A$-module. But if $N=\{a \in A: a x=0\}$, then $A x$ is isomorphic to the $A$-module $A / N$, which is noetherian by 20.3.

We recall that an ideal $P$ of a commutative ring with identity $A$ is prime if $P$ is a proper ideal and for all $a, b \in A$, if $a b \in P$, then either $a \in P$ or $b \in P$; equivalently, an ideal $P$ is prime if and only if $A / P$ is an integral domain.
20.9 Theorem. If every prime ideal of a commutative ring with identity $A$ is finitely generated, then $A$ is noetherian.

Proof. Suppose that the set $\mathcal{J}$ of ideals of $A$ that are not finitely generated is nonempty. Ordered by inclusion, $\mathcal{J}$ is inductive, for if the union $S$ of a totally ordered subset $\mathcal{S}$ of $\mathcal{T}$ were generated by a finite set $F$, some member of $\mathcal{S}$ would contain $F$, hence be identical with $S$ and thus be finitely generated, a contradiction. By Zorn's Lemma, there is an ideal $M$ that is maximal in $\mathcal{J}$ for the ordering defined by inclusion. To obtain a contradiction, we need only show that $M$ is a prime ideal. Suppose that $a b \in M$ but that $a \notin M$ and $b \notin M$. By the maximality of $M, M+A b$ is finitely generated, say, by $m_{1}+x_{1} b, \ldots, m_{n}+x_{n} b$ where $m_{1}, \ldots, m_{n} \in M$ and $x_{1}, \ldots, x_{n} \in A$. Let $J=\{x \in A: x b \in M\}$. Then $J$ contains both $M$ and $a$ and hence is finitely generated, so $A m_{1}+\cdots+A m_{n}+J b$ is also. To show that $M$ is contained in the latter ideal, let $z \in M \subset M+A b$. Then there exist $y_{1}, \ldots, y_{n} \in A$ such that

$$
z=\sum_{i=1}^{n} y_{i}\left(m_{i}+x_{i} b\right) .
$$

As

$$
\sum_{i=1}^{n} y_{i} x_{i} b=z-\sum_{i=1}^{n} y_{i} m_{i} \in M
$$

$y_{1} x_{1}+\cdots+y_{n} x_{n} \in J$. Thus $z \in A m_{1}+\cdots+A m_{n}+J b$. But by definition of $J, A m_{1}+\cdots+A m_{n}+J b \subseteq M$. Therefore $M=A m_{1}+\cdots+A m_{n}+J b$, a finitely generated ideal.

Henceforth we shall use the following notational convention: Let $A$ be a ring, $E$ an $A$-module. For any additive subgroup $J$ of $A$ and any additive subgroup $F$ of $E$, we shall denote by $J F$ the additive subgroup of $E$ generated by all $c x$, where $c \in J$ and $x \in F$. Thus

$$
J F=\left\{\sum_{i=1}^{n} c_{i} x_{i}: n \geq 1, \text { and for all } i \in[1, n], c_{i} \in J \text { and } x \in F\right\} .
$$

This convention is applicable, in particular, to additive subgroups of $A$, regarded as a left module over itself. Thus, if $I$ and $J$ are additive subgroups
of $A, I J$ is the additive subgroup of $A$ generated by the elements $a b$, where $a \in I$ and $b \in J$. This notational convention for products of additive subgroups of a ring is, of course, in conflict with that introduced on page 13 where the composition $*$ is the multiplicative composition of a ring, but in any context it will be clear which convention is meant.

Let $I, J$, and $K$ be additive subgroups of $A, F$ and $G$ additive subgroups of $E$. Clearly

$$
\begin{aligned}
(I J) F & =I(J F) \\
(I+J) F & =I F+J F \\
I(F+G) & =I F+I G
\end{aligned}
$$

If $I$ is a left ideal, $I F$ is a submodule. If $\left(I_{\lambda}\right)_{\lambda \in L}$ is a family of additive subgroups of $A$ and $F$ an additive subgroup of $E$, then

$$
\left(\bigcap_{\lambda \in L} I_{\lambda}\right) F \subseteq \bigcap_{\lambda \in L} I_{\lambda} F
$$

and if $I$ is an additive subgroup of $A$ and $\left(F_{\lambda}\right)_{\lambda \in L}$ a family of additive subgroups of $E$, then

$$
I\left(\bigcap_{\lambda \in L} F_{\lambda}\right) \subseteq \bigcap_{\lambda \in L} I F_{\lambda}
$$

In particular, $(I J) K=I(J K), I J$ is a left ideal if $I$ is, $I J$ is a right ideal if $J$ is, and thus $I J$ is an ideal if $I$ is a left ideal, $J$ a right ideal.
20.10 Theorem. Let $A$ be a commutative ring with identity. If $F$ is a finitely generated unitary $A$-module and if $J$ is an ideal of $A$ such that $J F=F$, then $J$ contains an element a such that $(1-a) F=\{0\}$.

Proof. Let $F=A x_{1}+\ldots+A x_{n}$, let $F_{k}=A x_{k}+\ldots A x_{n}$ for each $k \in[1, n]$, and let $F_{n+1}=\{0\}$. We shall show inductively that for each $k \in[q, n+1]$ there exists $a_{k} \in J$ such that $\left(1-a_{k}\right) F \subseteq F_{k}$; then $a_{n+1}$ is the desired $a$. Let $a_{1}=0$, and assume that there exists $a_{k} \in J$ such that $\left(1-a_{k}\right) F \subseteq F_{k}$ where $k \in[1, n]$. By hypothesis,

$$
\left(1-a_{k}\right) F=\left(1-a_{k}\right) J F=J\left(1-a_{k}\right) F \subseteq J F_{k}
$$

so there exist $a_{k k}, \ldots a_{k n} \in J$ such that

$$
\left(1-a_{k}\right) x_{k}=\sum_{j=k}^{n} a_{k j} x_{j}
$$

Thus ( $\left.1-a_{k}-a_{k k}\right) x_{k} \in F_{k+1}$, so we need only let

$$
a_{k+1}=a_{k}+\left(a_{k}+a_{k k}\right)-\left(a_{k}+a_{k k}\right) a_{k} \in J
$$

for then

$$
\left(1-a_{k+1}\right) F=\left(1-a_{k}-a_{k k}\right)\left(1-a_{k}\right) F \subseteq\left(1-a_{k}-a_{k k}\right) F_{k} \subseteq F_{k+1}
$$

20.11 Theorem. Let $A$ be a commutative noetherian ring with identity, and let $E$ be a finitely generated unitary $A$-module. If $F$ is a submodule of $E$ and $J$ an ideal of $A$, there exists $n \geq 1$ such that $J^{n} E \cap F \subseteq J F$.

Proof. The set $\mathcal{A}$ of submodules $G$ of $E$ such that $G \cap F=J F$ is nonempty since $J F \in \mathcal{A}$. Consequently, as $E$ is noetherian by $20.8, \mathcal{A}$ contains a maximal member $H$. We need only show that $J^{n} E \subseteq H$ for some $n \geq 1$. If $J=A a_{1}+\cdots+A a_{r}$ and if $a_{j}^{m} E \subseteq H$ for each $j \in[1, r]$, then clearly $J^{r m} E \subseteq H$. Thus it suffices to show that if $a \in J$, then $a^{m} E \subseteq H$ for some $m \geq 1$.

Let $D_{r}=\left\{x \in E: a^{r} x \in H\right\}$ for each $r \geq 1$. Then $\left(D_{r}\right)_{r \geq 1}$ is an increasing sequence of submodules, so there exists $m \geq 1$ such that $\bar{D}_{m+1}=$ $D_{m}$. Clearly $\left(a^{m} E+H\right) \cap F \supseteq H \cap F=J F$. Conversely, let $y=a^{m} x+h \in F$ where $x \in E, h \in H$. Then

$$
a y=a^{m+1} x+a h \in a F \subseteq J F \subseteq H
$$

so $a^{m+1} x \in H$. Thus $x \in D_{m+1}=D_{m}$, so $a^{m} x \in H$ and hence $y \in H$. Therefore $y \in H \cap F=J F$. Consequently, $\left(a^{m} E+H\right) \cap F=J F$, so by the maximality of $H, a^{m} E \subseteq H$. •
20.12 Corollary. Let $A$ be a commutative noetherian ring with identity, $E$ a finitely generated unitary $A$-module. If $J$ is an ideal of $A$ and if $F=$ $\cap_{n=1}^{\infty} J^{n} E$, then $J F=F$.

Proof. By 20.11 there exists $n \geq 1$ such that

$$
F=J^{n} E \cap F \subseteq J F \subseteq F
$$

so $F=J F$.
20.13 Corollary. Let $A$ be a commutative noetherian ring with identity, and let $E$ be a finitely generated unitary $A$-module. If $J$ is an ideal of $A$, there exists $a \in J$ such that

$$
(1-a)\left(\bigcap_{n=1}^{\infty} J^{n} E\right)=\{0\}
$$

Conversely, if $x \in E$ satisfies $(1-a) x=0$ for some $a \in J$, then

$$
x \in \bigcap_{n=1}^{\infty} J^{n} E
$$

Proof. The first assertion follows from 20.12 and 20.10. If $(1-a) x=0$ where $a \in J$, then $x=a x$, so by induction $x=a^{n} x \in J^{n} E$ for all $n \geq 1$.
20.14 Definition. A local ring is a commutative ring with identity having only one maximal ideal, and a local domain is an integral domain that is a local ring. If $A$ is a local ring with maximal ideal $M$, the residue field of $A$ is the field $A / M$, and the natural topology of $A$ is the ring topology for which the ideals $\left(M^{n}\right)_{n \geq 1}$ form a fundamental system of neighborhoods of zero.

If $M$ is a proper ideal of a commutative ring with identity $A$, clearly $A$ is a local ring with maximal ideal $M$ if and only $A^{\times}=A \backslash M$.

A field is a local ring. More generally, the valuation ring of a real valuation of a field is a local ring by (2) of 17.4.
20.15 Theorem. If $J$ is a proper ideal of a local ring $A$, then $A / J$ is a local ring whose natural topology is the quotient topology induced by the natural topology of $A$.

Proof. Let $M$ be the maximal ideal of $A$. Clearly $M / J$ is the unique maximal ideal of $A / J$. Since $(M / J)^{n}=\left(M^{n}+J\right) / J$ for all $n \geq 1$, the final assertion follows.
20.16 Theorem. The natural topology of a local noetherian ring $A$ is Hausdorff, and each of its ideals is closed for that topology.

Proof. Let $M$ be the maximal ideal of $A$, and let $x \in \cap_{n=1}^{\infty} M^{n}$. By 20.13 applied to $E=A$, there exists $a \in M$ such that $(1-a) x=0$, whence $x=0$ as $1-a$ is invertible in $A$. Thus $A$ is Hausdorff by 3.4. If $J$ is a proper ideal of $A$, then $A / J$ is Hausdorff for its natural topology by 20.4 and what we have just proved, so $J$ is closed by 20.15 and 5.7. -

We conclude by characterizing the local domains that are discrete valuation rings:
20.17 Theorem. Let $A$ be a local domain distinct from its quotient field $K$, and let $M$ be its maximal ideal. The following statements are equivalent:
$1^{\circ} A$ is the valuation ring of a discrete valuation.
$2^{\circ} A$ is noetherian and the valuation ring of a real valuation.
$3^{\circ} A$ is a principal ideal domain.
$4^{\circ} A$ is noetherian, and $M$ is a principal ideal.
$5^{\circ} M$ is a principal ideal, and $\cap_{n=1}^{\infty} M^{n}=(0)$.
Proof. By $18.2,1^{\circ}$ implies $2^{\circ}$ and $3^{\circ}$. Assume $2^{\circ}$. By (5) of 17.4 , the principal ideals of $A$ are totally ordered by inclusion. Consequently, if $M=$ $A x_{1}+\cdots+A x_{n}$, then there exists $k \in[1, n]$ such that $A x_{k} \supseteq A x_{j}$ for all $j \in[1, n]$, whence $M=A x_{k}$. Thus $4^{\circ}$ holds. Clearly $3^{\circ}$ implies $4^{\circ}$, and $4^{\circ}$ implies $5^{\circ}$ by 20.16 .

Assume, finally, $5^{\circ}$, and let $M=A p$. As $D \neq K$ and hence $p \neq 0$, $\left(A p^{n}\right)_{n \in \mathbb{Z}}$ is a strictly decreasing sequence of $A$-submodules of $K$ whose intersection is ( 0 ) by hypothesis and whose union in $K$; indeed, for each $a \in A^{*}$ there is a unique $n \in \mathbb{N}$ such that $a \in A p^{n} \backslash A p^{n+1}$, so $a=u p^{n}$ where $u \in A \backslash A p$ and hence is a unit of $A$, and therefore $a^{-1}=u^{-1} p^{-n} \in A p^{-n}$. For each $x \in K^{*}$, let $v(x)$ be the unique $n \in \mathbb{Z}$ such that $x \in A p^{n} \backslash A p^{n+1}$, and let $v(0)=+\infty$. Clearly $v(a+b) \geq \inf \{v(a), v(b)\}$ for all $a, b \in K$. If $v(a)=n$ and $v(b)=m$, then $a=t p^{n}$ and $b=u p^{m}$ where $t, u \in A \backslash A p$ and hence are units of $A$; thus $a b=t u p^{n+m}$ where $t u$ is a unit of $A$, so $a b \in A p^{n+m} \backslash A p^{n+m+1}$, and hence $v(a b)=n+m=v(a)+v(b)$. Thus $v$ is a discrete valuation of $K$, and clearly $A$ is its valuation ring. -

## Exercises

20.1 (a) If $A$ is a finite-dimensional algebra over a field, the ring $A$ is noetherian. (b) Let $K$ be an infinite field, and let $A$ be the $K$-algebra $K \times K$ where addition is defined componentwise and multiplication by

$$
(s, x)(t, y)=(s t, s y+t x)
$$

for all $s, t, x, y \in K$. Let $J=\{0\} \times K$. The ring $A$ is noetherian and $J$ is an ideal of $A$, but $J$ is not a noetherian ring.
20.2 If $E$ is a vector space over a division ring $K$, the ring $A$ of all linear operators on $E$ is noetherian if and only if $E$ is finite-dimensional.
20.3 Let $D$ be a noetherian domain, and let $a$ be a noninvertible element of $D^{*}$. (a) There is an irreducible element $p$ of $D$ such that $p \mid a$. [Consider the family of proper principal ideals containing $(a)$.$] (b) a$ is the product of irreducible elements. [Consider the family of principal ideals $(a / d)$ where $d$ is a product of irreducible elements and $d \mid a$.]
20.4 Let $A$ be a commutative ring with identity. (a) A proper ideal $P$ of $A$ is a prime ideal if and only if for all ideals $I, J$ of $A$, if $I J \subseteq P$, then either $I \subseteq P$ or $J \subseteq P$. (b) If $L$ is a proper ideal of $A$ that is not prime, then there exist ideals $I$ and $J$ properly containing $L$ such that $I J \subseteq L$.
20.5 If $A$ is a commutative noetherian ring with identity, every ideal of $A$ contains a product of prime ideals. [Use Exercise 20.4(b) in considering the set of all proper ideals of $A$ that do not contain a product of prime ideals.]

## 21 Cohen Subrings of Complete Local Rings

The completeness of the natural topology of a local noetherian ring has important consequences, which we shall investigate in the remainder of this chapter and in Chapter 9.
21.1 Definition. A local ring is equicharacteristic if it has the same characteristic as its residue field.

We shall extend to local rings the notational convention introduced on page 158: Let $M$ is the maximal ideal of a local ring $A, \phi_{M}$ the canonical epimorphism from $A$ to $A / M$. For any $x$ in $A$ we shall denote $\phi_{M}(x)$ by $\bar{x}$, and for any $f \in A[X]$ we shall denote by $\bar{f}$ its image under the epimorphism from $A[X]$ to $(A / M)[X]$ induced by $\phi_{M}$.
21.2 Theorem. Let $p$ be the characteristic of the residue field of a local ring $A$. If $p=0$, then $A$ has characteristic zero and, in particular, is equicharacteristic. If $p$ is a prime, then the characteristic of $A$ is either zero or $p^{r}$ for some $r \geq 1$.

Proof. The first assertion is obvious. Assume that the characteristic $q$ of $A$ is not zero, let $M$ be the maximal ideal of $A$, and let $q=p^{r} s$ where $p \nmid s$. Then $s . \overline{1} \neq \overline{0}$, so $s .1 \notin M$ and hence $s .1$ is invertible. Therefore as $0=q .1=\left(p^{r} .1\right)(s .1), p^{r} .1=0$ and $s=1$.
21.3 Definition. A complete local ring is a local ring that is Hausdorff and complete for its natural topology. $A$ ring $C$ is a Cohen ring if $C$ is a complete local ring whose maximal ideal is the principal ideal generated by $p .1$, where $p$ is the characteristic of its residue field. If $A$ is a local ring, a subring $C$ of $A$ is a Cohen subring (or a Cohen subfield if it is a field) if $C$ is a Cohen ring and the restriction to $C$ of the canonical epimorphism from $A$ to its residue field $k$ is an epimorphism from $C$ to $k$.

For example, for each prime $p$ the ring $\mathbb{Z}_{p}$ of $p$-adic integers is a Cohen ring.

Let $C$ be a local ring whose maximal ideal is the principal ideal generated by $p .1$, where $p$ is the characteristic of its residue field. If $p=0$, or if the characteristic of $C$ is $p$, then $C$ is a field and its natural topology is the discrete topology and, in particular, is complete. By virtue of the following theorem, if the characteristic of $C$ is a prime power $p^{r}$, then the natural topology of $C$ is again discrete. Consequently, the requirement that a Cohen ring be complete and Hausdorff for its natural topology is substantive only if it has characteristic zero and its residue field has prime characteristic.

A ring (or ideal) $A$ is nilpotent if for some $n \geq 1, A^{n}=\{0\}$, or equivalently, if zero is the only product of $n$ terms of $A . A$ is nilpotent of index $n$ if $n$ is the smallest natural number such that $A^{n}=\{0\}$.
21.4 Theorem. Let $A$ be a local ring whose maximal ideal is a principal ideal $A b$ satisfying $\cap_{n=1}^{\infty} A b^{n}=(0)$. If $b$ is nilpotent of index $n$, then $A b$ is nilpotent of index $n$, hence the natural topology of $A$ is discrete, for every nonzero $x \in A$ there is a unique unit $u$ and a unique $r \in[0, n-1]$ such
that $x=u b^{r}$, and $\left(A b^{k}\right)_{0 \leq k \leq n}$ is a strictly decreasing sequence consisting of all ideals of $A$. If $b$ is not nilpotent, then $A$ is an integral domain and, furthermore, is the valuation ring of a discrete valuation of its quotient field.

Proof. For each nonzero $x$, there is a largest integer $r$ such that $x \in A b^{r}$, so $x=u b^{r}$ where $u \in A \backslash A b$ and hence is a unit, as $x \notin A b^{r+1}$; clearly $r<n$ if $b^{n}=0$. If $J$ is a nonzero ideal, clearly $J=A b^{k}$ where $k$ is the smallest of the integers $r$ such that for some unit $u, u b^{r} \in J$. Assume, finally, that $b$ is not nilpotent. If $x=u b^{r}$ and $y=v b^{s}$ where $u$ and $v$ are units, then $x y=u v b^{r+s} \neq 0$. Hence $A$ is an integral domain, so the final assertion follows from 20.17.
21.5 Lemma. Let $A$ be a local ring, $M$ its maximal ideal. Let $K$ be a subfield of $A$, let $g \in K[X]$, and let $a \in A$ be such that $\bar{a}$ is a simple root of $\bar{g}$ in $A / M$. If $Q$ and $N$ are proper ideals of $A$ such that $g(a) \in Q$ and $g(a)^{n+1} \in N$ where $n \geq 1$, there exists $a_{1} \in A$ such that $a-a_{1} \in Q$ and $g\left(a_{1}\right)^{n} \in N$; moreover $\bar{a}_{1}$ is a simple root of $\bar{g}$.

Proof. As $\bar{a}$ is a simple root of $\bar{g}, D \bar{g}(\bar{a}) \neq \overline{0}$, where $D \bar{g}$ is the derivative of $\bar{g}$. Consequently, as $D \bar{g}(\bar{a})=\overline{D g(a)}, D g(a) \notin M$ and therefore is invertible. Let

$$
b=D g(a)^{-1}(g(a)-1), \quad h=b g(a), \quad a_{1}=a+h
$$

Then $a-a_{1} \in Q$. The set of all $f \in K[X]$ such that $f(a+h)-f(a)-$ $h D f(a) \in A h^{2}$ is clearly a subspace of $K[X]$ containing all monomials and hence is $K[X]$; consequently, there exists $c \in A$ such that

$$
\begin{aligned}
g\left(a_{1}\right) & =g(a)+D g(a) b g(a)+c b^{2} g(a)^{2} \\
& =g(a)[1+D g(a) b]+c b^{2} g(a)^{2} \\
& =g(a)^{2}\left(1+c b^{2}\right) .
\end{aligned}
$$

Hence $g\left(a_{1}\right)^{n}$ is a multiple of $g(a)^{2 n}$ and thus belongs to $N$. The final assertion follows since $\bar{a}_{1}=\bar{a}$ as $a-a_{1} \in Q \subseteq M$. $\bullet$
21.6 Lemma. Let $A$ be a local ring furnished with a complete metrizable ideal topology for which every element of the maximal ideal $M$ of $A$ is a topological nilpotent. Let $K$ be a subfield of $A$, let $g \in K[X]$, and let $a \in A$. If $\bar{a}$ is a simple root of $\bar{g}$ in $A / M$, then there is a root $b$ of $g$ in $A$ such that $\bar{b}=\bar{a}$.

Proof. As the topology is a Hausdorff ideal topoloy, $M$ is open and thus closed. Let $\left(N_{k}\right)_{k \geq 0}$ be a decreasing fundamental system of ideal neighborhoods of zero such that $N_{0}=M$. We shall show that there is a sequence $\left(a_{k}\right)_{k \geq 0}$ of elements of $A$ such that $a_{0}=a, g\left(a_{k}\right) \in N_{k}$ for all $k \geq 0$, and
$a_{k}-a_{k-1} \in N_{k-1}$ for all $k \geq 1$. Indeed, as $\overline{g(a)}=\bar{g}(\bar{a})=\overline{0}$ by hypothesis, $g\left(a_{0}\right) \in M=N_{0}$. Assume that $k \geq 0$, that $g\left(a_{k}\right) \in N_{k} \subseteq M$, and, if $k \geq 1$, that $a_{k}-a_{k-1} \in N_{k-1}$. Then $\lim _{n \rightarrow \infty} g\left(a_{k}\right)^{n}=0$ by hypothesis, so there exists $m \geq 1$ such that $g\left(a_{k}\right)^{m} \in N_{k+1}$; by 21.5 applied $m-1$ times, there exists $a_{k+1} \in A$ such that $g\left(a_{k+1}\right) \in N_{k+1}$ and $a_{k+1}-a_{k} \in N_{k}$. Consequently, $\lim _{k \rightarrow \infty}\left(a_{k+1}-a_{k}\right)=0$, so as the topology is a complete ideal topology, $\left(a_{k}\right)_{k \geq 0}$ converges to an element $b \in A$. Also $\lim _{k \rightarrow \infty} g\left(a_{k}\right)=0$, so as $g$ is a polynomial and therefore continuous,

$$
0=\lim _{k \rightarrow \infty} g\left(a_{k}\right)=g(b)
$$

As $M$ is closed and as

$$
a-a_{k}=\sum_{j=0}^{k-1}\left(a_{j}-a_{j+1}\right) \in \sum_{j=0}^{k-1} N_{j}=M
$$

for all $k \geq 1$, we conclude that $a-b \in M$ and hence that $\bar{b}=\bar{a}$.
21.7 Theorem. Let $A$ be an equicharacteristic local ring furnished with a complete metrizable ideal topology for which every element of the maximal ideal $M$ of $A$ is a topological nilpotent. Then $A$ contains a subfield $K$ such that the residue field $k$ of $A$ is a purely inseparable algebraic extension of the image $\bar{K}$ of $K$ under the canonical epimorphism from $A$ to $k$; indeed, if $K$ is any maximal subfield of $A, k$ is a purely inseparable algebraic extension of $\bar{K}$.

Proof. If $A$ has prime characteristic, clearly $A$ contains a prime subfield. If $A$ has characteristic zero and if $n \in \mathbb{Z}^{*}$, then $n . \overline{1} \neq \overline{0}$ since by hypothesis $k$ has characteristic zero, so $n .1 \notin M$ and thus is invertible in $A$. Therefore if $A$ has characteristic zero, $A$ contains a subfield isomorphic to $\mathbb{Q}$. Consequently by Zorn's Lemma, $A$ contains maximal subfields, so it remains to show that if $K$ is a maximal subfield of $A, k$ is purely inseparable over $\bar{K}$.

If $\bar{a} \in k$ were transcendental over $\bar{K}$, then for every nonzero $g \in K[X]$, we would have $\bar{g}(\bar{a}) \neq \overline{0}$, whence $g(a) \notin M$, and thus $g(a)$ would be invertible in $A$; the set of all $f(a) / g(a)$, where $f, g \in K[X]$ and $g \neq 0$, would then be a subfield of $A$ properly containing $K$, a contradiction. Thus $k$ is an algebraic extension of $\bar{K}$. If $\bar{a}$ is separable over $\bar{K}$ and if $g \in K[X]$ is such that $\bar{g}$ is the minimal polynomial of $a$ over $\bar{K}$, then by 21.6 there is a root $b \in A$ of $g$ such that $\bar{b}=\bar{a}$; as $\bar{g}$ and hence also $g$ are irreducible, $K[b]$ is a subfield of $A$ containing $K$, so by maximality $K[b]=K$ and thus $\bar{a}=\bar{b} \in \bar{K}$. Therefore $k$ is a purely inseparable extension of $\bar{K}$. •
21.8 Corollary. If $A$ is an equicharacteristic local ring of characteristic zero furnished with a complete metrizable ideal topology for which every element of the maximal ideal of $A$ is a topological nilpotent, then $A$ contains a Cohen subfield.
21.9 Definition. An ideal $J$ of a ring $A$ is a nil ideal if every element of $J$ is nilpotent; if $r \geq 1, J$ is a nil ideal of index $\mathbf{r}$ if $x^{r}=0$ for all $x \in J$ but $x^{r-1} \neq 0$ for some $x \in J ; J$ is a nil ideal of bounded index if $J$ is a nil ideal of index $r$ for some $r \geq 1$.

Applying 21.8 to the discrete topology, we obtain:
21.10 Theorem. If $A$ is an equicharacteristic local ring of characteristic zero whose maximal ideal is a nil ideal, then $A$ contains a Cohen subfield, and moreover, every maximal subfield of $A$ is a Cohen subfield.
21.11 Theorem. If $A$ is a local ring whose characteristic is a prime $p$ and whose maximal ideal $M$ is a nil ideal of index $\leq p$, then $A$ has a Cohen subfield, and moreover, the Cohen subfields of $A$ are precisely the maximal subfields of $A$ containing the image $\sigma(A)$ of $A$ under the endomorphism $\sigma: x \rightarrow x^{p}$ of $A$.

Proof. To show that $\sigma(A)$ is a field, let $x \in \sigma(A), x \neq 0$. Then there exists $y \in A$ such that $y^{p}=x$. If $y \in M$, then $0=y^{p}=x$, a contradiction; hence $y$ is invertible in $A$, and $y^{-p} \in \sigma(A)$ is clearly the inverse of $x$.

The set $\mathcal{F}$ of all subfields of $A$ containing $\sigma(A)$, ordered by inclusion, is clearly inductive and hence contains maximal members; but a maximal member of $\mathcal{F}$ is maximal in the set of all subfields of $A$. Therefore, to complete the proof, we need only show that if $C$ is a subfield of $A$, then $C$ is a Cohen subfield if and only if $C$ is a maximal subfield and $C \supseteq \sigma(A)$. Necessity: A Cohen subfield $C$ is clearly maximal. To show that $C \supseteq \sigma(A)$, let $x \in \sigma(A)$, and let $y \in A$ be such that $y^{p}=x$. There exists $z \in C$ such that $z-y \in M$, whence

$$
z^{p}-y^{p}=(z-y)^{p}=0
$$

by hypothesis. Thus $x=y^{p}=z^{p} \in C$.
Sufficiency: Let $C$ be a maximal subfield of $A$ that contains $\sigma(A)$, and let $a \in A$. By 21.7 applied to the discrete topology of $A$, the residue field $k$ of $A$ is a purely inseparable algebraic extension of the image $\bar{C}$ of $C$ under the canonical epimorphism from $A$ to $k$. Assume that $\bar{a} \notin \bar{C}$. Then since $\ddot{a}^{p} \in \bar{C}$, the minimal polynomial of $\bar{a}$ over $\bar{C}$ is $X^{p}-\bar{a}^{p}$. As $X^{p}-\bar{a}^{p}$ is thus irreducible over $\bar{C}, X^{p}-a^{p}$ is irreducible over $C$. Therefore $C(a)$ is a subfield of $A$ properly containing $C$, as $\bar{a} \notin \bar{C}$, a contradiction. Hence $\bar{C}=k$, so $C$ is a Cohen subfield of $A$.
21.12 Lemma. Let $A$ and $A^{\prime}$ be local rings whose characteristics are powers of a prime $p$, let $f$ be an epimorphism from $A$ to $A^{\prime}$, and let $C^{\prime}$ be a Cohen subring of $A^{\prime}$. Then $f^{-1}\left(C^{\prime}\right)$ is a local ring whose maximal ideal is contained in the maximal ideal $M$ of $A$. If $C$ is a Cohen subring of $f^{-1}\left(C^{\prime}\right)$, then $C$ is a Cohen subring of $A$, and $f(C)=C^{\prime}$.

Proof. Let $M^{\prime}$ be the maximal ideal of $A^{\prime}$. As the residue field of $A^{\prime}$ has characteristic $p, p . A^{\prime} \subseteq M^{\prime}$. As $C^{\prime}$ is a local ring whose maximal ideal is $p . C^{\prime}$, clearly $f^{-1}\left(C^{\prime}\right)$ is a local ring whose maximal ideal is $f^{-1}\left(p . C^{\prime}\right)$, and

$$
f^{-1}\left(p . C^{\prime}\right) \subseteq f^{-1}\left(p \cdot A^{\prime}\right) \subseteq f^{-1}\left(M^{\prime}\right)=M
$$

Let $C$ be a Cohen subring of $f^{-1}\left(C^{\prime}\right)$. To show that $C$ is a Cohen subring of $A$, let $a \in A$. As $f$ is an epimorphism and $C^{\prime}$ a Cohen subring, there exists $b \in f^{-1}\left(C^{\prime}\right)$ such that $f(a)-f(b) \in M^{\prime}$, whence $a-b \in f^{-1}\left(M^{\prime}\right)=M$; also there exists $c \in C$ such that $b-c \in f^{-1}\left(p . C^{\prime}\right) \subseteq M$; thus $a-c=$ $(a-b)+(b-c) \in M$.

To show that $f(C) \supseteq C^{\prime}$, let $p^{r}$ be the characteristic of $A^{\prime}$, and let $y \in C^{\prime}$. We shall show by induction that there is a sequence $x_{1}, \ldots, x_{r}$ of elements of $C$ such that for each $n \in[1, r]$,

$$
\begin{equation*}
y-f\left(x_{1}+p \cdot x_{2}+\ldots+p^{n-1} \cdot x_{n}\right) \in p^{n} C^{\prime} \tag{1}
\end{equation*}
$$

Indeed, let $x \in f^{-1}\left(C^{\prime}\right)$ be such that $f(x)=y$; there exists $x_{1} \in C$ such that $x-x_{1} \in f^{-1}\left(p . C^{\prime}\right)$, so $y-f\left(x_{1}\right) \in p . C^{\prime}$. If $x_{1}, \ldots, x_{n}$ are elements of $C$ satisfying (1) where $n<r$, there exists $z \in C^{\prime}$ such that

$$
y-f\left(x_{1}+p \cdot x_{2}+\cdots+p^{n-1} \cdot x_{n}\right)=p^{n} . z
$$

Let $u \in f^{-1}\left(C^{\prime}\right)$ be such that $f(u)=z$. There exists $x_{n+1} \in C$ such that $u-x_{n+1} \in f^{-1}\left(p . C^{\prime}\right)$. Then

$$
\begin{aligned}
y & -f\left(x_{1}+p \cdot x_{2}+\ldots+p^{n} \cdot x_{n+1}\right)=p^{n} \cdot z-p^{n} \cdot f\left(x_{n+1}\right) \\
& =p^{n} \cdot f\left(u-x_{n+1}\right) \in p^{n+1} \cdot C^{\prime} .
\end{aligned}
$$

Thus such a sequence exists. By (1) where $n=r$,

$$
y=f\left(x_{1}+p \cdot x_{2}+\ldots+p^{r-1} \cdot x_{r}\right) \in f(C)
$$

21.13 Lemma. Let $A$ be a local ring furnished with a complete Hausdorff ring topology, and let $\left(J_{n}\right)_{n \geq 1}$ be a decreasing sequence of proper closed ideals of $A$ that converges to zero. For all $m, n \in \mathbb{N}$ such that $m \geq n \geq 1$, let $f_{n, m}$ be the canonical epimorphism from $A / J_{m}$ to $A / J_{n}$, let $A_{0}=\varliminf_{n \geq 1}\left(A / J_{n}\right)$, and let $p$ be the characteristic of the residue field of $A$. If for all $n \geq 1$ the local ring $A / J_{n}$ contains a Cohen subring $C_{n}$, if $f_{n, n+1}\left(C_{n+1}\right)=C_{n}$ for all $n \geq 1$, and if

$$
C_{0}=\left(\prod_{n=1}^{\infty} C_{n}\right) \cap A_{0}, \quad M_{0}=\left(\prod_{n=1}^{\infty} p . C_{n}\right) \cap A_{0}
$$

then $C_{0}$ is a local ring whose maximal ideal is $M_{0}$, for all $m \geq 1$ the restriction to $C_{0}$ of the canonical projection $p r_{m}$ from $\prod_{n=1}^{\infty} C_{n}$ to $C_{m}$ is an epimorphism, and the restriction to $C_{0}$ of the canonical epimorphism from $A_{0}$ to its residue field $k_{0}$ is an epimorphism.

Proof. By (2) of 8.5, the canonical homomorphism $g$ from $A$ to $A_{0}$ is a topological isomorphism, so in particular, $A_{0}$ is a local ring. If $m \geq n \geq 1$, then since

$$
f_{n, m}=f_{n, n+1} \circ f_{n+1, n+2} \circ \cdots \circ f_{m-1, m},
$$

clearly $f_{n, m}\left(C_{m}\right)=C_{n}$. To show that the restriction to $C_{0}$ of $p r_{m}$ is surjective, let $y_{m} \in C_{m}$. For each $j \in[1, m-1]$ let $y_{j}=f_{j, m}\left(y_{m}\right) \in C_{j}$. By hypothesis there is a sequence $\left(y_{k}\right)_{k \geq m+1}$ such that for all $k \geq m+1$, $y_{k} \in C_{k}$ and $f_{k-1, k}\left(y_{k}\right)=y_{k-1}$. Let $y=\left(y_{k}\right)_{k \geq 1}$; clearly $y \in C_{0}$ and $p r_{m}(y)=y_{m}$.

Since $p . C_{n}$ is the maximal ideal of $C_{n}$ for all $n \geq 1, M_{0}$ is a proper ideal of $C_{0}$. Let $\left(c_{n}\right)_{n \geq 1} \in C_{0} \backslash M_{0}$. Then for some $m \geq 1, c_{m} \notin p . C_{m}$, so $c_{m}$ has an inverse $c_{m}^{-1} \in C_{m}$. Consequently, if $j \in[1, m-1]$, then $c_{j}$, which is $f_{j, m}\left(c_{m}\right)$, is invertible in $C_{j}$. If $k \geq m+1$, then $f_{m, k}\left(c_{k}\right)=c_{m} \notin p . C_{m}$, so as $f_{m, k}\left(p . C_{k}\right)=p . C_{m}, c_{k} \notin p . C_{k}$ and therefore $c_{k}$ is invertible in $C_{k}$. Clearly $\left(c_{n}^{-1}\right)_{n \geq 1} \in A_{0}$, so $\left(c_{n}^{-1}\right)_{n \geq 1}$ is the inverse of $\left(c_{n}\right)_{n \geq 1}$ in $C_{0}$. Therefore $C_{0}$ is a local ring whose maximal ideal is $M_{0}$.

Let $M$ be the maximal ideal of $A$. By hypothesis, the restriction $q_{1}$ to $C_{1}$ of the canonical epimorphism from $A / J_{1}$ to its residue field $\left(A / J_{1}\right) /\left(M / J_{1}\right)$ is surjective. Let $r$ be the canonical isomorphism from $\left(A / J_{1}\right) /\left(M / J_{1}\right)$ to $A / M, \bar{g}$ the isomorphism from $A / M$ to $k_{0}$ induced by the isomorphism $g$ from $A$ to $A_{0}$. Let

$$
h=\bar{g} \circ r \circ q_{1} \circ \pi_{1}
$$

where $\pi_{1}$ is the restriction to $C_{0}$ of $p r_{1}$. Since $\pi_{1}$ is an epimorphism from $C_{0}$ to $C_{1}, h$ is an epimorphism from $C_{0}$ to $k_{0}$. To see that $h$ is the restriction to $C_{0}$ of the canonical epimorphism from $A_{0}$ to $k_{0}$, let $c \in C_{0}$. Since $g$ is an
isomorphism, there exists $b \in A$ such that $g(b)=c$. Then $c=\left(b+J_{n}\right)_{n \geq 1}$. Consequently,

$$
h(c)=\left(\bar{g} \circ r \circ q_{1}\right)\left(b+J_{1}\right)=\bar{g}(b+M)=g(b)+M=c+M . \bullet
$$

21.14 Theorem. Let $A$ be a local ring of prime characteristic $p$, furnished with a complete Hausdorff ideal topology, let $\sigma$ be the endomorphism of $A$ defined by $\sigma(x)=x^{p}$ for all $x \in A$, and let $M$ be the maximal ideal of $A$. If the filter base $\left(\sigma^{n}(M)\right)_{n \geq 0}$ converges to zero, then $A$ contains a Cohen subfield.

Proof. For each $n \in \mathbb{N}$ let $J_{n}$ be the closure of the ideal $Q_{n}$ generated by $\sigma^{n}(M)$. Since the given topology is an ideal topology and is, by 3.4, regular, the filter base $\left(J_{n}\right)_{n \geq 0}$ also converges to zero. Furthermore, as the topology is an ideal topology, the maximal ideal $M$ is necessarily open and hence closed, so $J_{0}=M$. Let $A_{0}=\varliminf_{n \geq 0}\left(A / J_{n}\right)$. By (2) of $8.5 A$ is topologically isomorphic to $A_{0}$, so we need only show that $A_{0}$ has a Cohen subfield.

For each $n \in \mathbb{N}$ let $f_{n}$ be the canonical epimorphism from $A / J_{n+1}$ to $A / J_{n}$. We shall first show that if $C_{n}$ is a Cohen subfield of $A / J_{n}$, then there is a Cohen subfield $C_{n+1}$ of $A / J_{n+1}$ such that $f_{n}\left(C_{n+1}\right)=C_{n}$. By 21.12 it suffices to show that the local ring $f_{n}^{-1}\left(C_{n}\right)$ contains a Cohen subfield, and for this, it suffices by 21.11 to show that the maximal ideal $f_{n}^{-1}(0)=$ $J_{n} / J_{n+1}$ of $f_{n}^{-1}\left(C_{n}\right)$ is a nil ideal of index $\leq p$. If $a \in Q_{n}$, then

$$
a=\sum_{i=1}^{s} a_{i} m_{i}^{p^{n}}
$$

where $a_{i} \in A$ and $m_{i} \in M$ for all $i \in[1, s]$, so

$$
a^{p}=\sum_{i=1}^{s} a_{i}^{p} m_{i}^{p^{n+1}} \in Q_{n+1}
$$

Thus $\sigma\left(Q_{n}\right) \subseteq Q_{n+1}$. Since $\sigma$ is continuous, $\sigma\left(J_{n}\right) \subseteq J_{n+1}$, so $J_{n} / J_{n+1}$ is a nil ideal of $A / J_{n+1}$ of index $\leq p$.

In particular, since $A / J_{0}$ is a field and hence is a Cohen subfield of itself, by the preceding and induction there exists $\left(C_{n}\right)_{n \geq 1}$ such that for all $n \geq 1$, $C_{n}$ is a Cohen subfield of $A / J_{n}$ and $f_{n}\left(C_{n+1}\right)=\bar{C}_{n}$. Let

$$
C_{0}=\left(\prod_{n=1}^{\infty} C_{n}\right) \cap A_{0}
$$

By 21.13, the maximal ideal $M_{0}$ of $C_{0}$ is the zero ideal, since each $C_{n}$ has characteristic $p$. Thus $C_{0}$ is a subfield of $A_{0}$, and by 21.13 it is a Cohen subfield.
21.15 Theorem. Let $A$ be a local ring of prime characteristic $p$, furnished with a complete Hausdorff ideal topology, let $\sigma$ be the endomorphism of $A$ defined by $\sigma(x)=x^{p}$ for all $x \in A$, let $M$ be the maximal ideal of $A$, and let $k_{0}$ be a perfect subfield of the residue field $k$ of $A$. If $\left(\sigma^{n}(M)\right)_{n \geq 0}$ converges to zero, then $A$ contains a unique subfield $K_{0}$ such that the restriction to $K_{0}$ of the canonical epimorphism from $A$ to $k$ is an isomorphism from $K_{0}$ to $k_{0}$.

Proof. Since $A$ has a Cohen subfield $C$ by 21.14, $\left\{x \in C: \bar{x} \in k_{0}\right\}$ is such a field $K_{0}$. To establish its uniqueness, it suffices to show that for each $\alpha \in k_{0}$, the element $a$ of $C$ such that $\bar{a}=\alpha$ is the only element $x$ of $A$ such that $\bar{x}=\alpha$ and $x^{p^{-n}} \in A$ for all $n \in \mathbb{N}$. Indeed, for each $n \in \mathbb{N}$, since

$$
\bar{x}^{p^{-n}}=\alpha^{p^{-n}}=\bar{a}^{p^{-n}}
$$

$x^{p^{-n}}-a^{p^{-n}} \in M$, so

$$
x-a=\left(x^{p^{-n}}-a^{p^{-n}}\right)^{p^{n}} \in \sigma^{n}(M) .
$$

Consequently,

$$
x-a \in \bigcap_{n=0}^{\infty} \sigma^{n}(M)=(0)
$$

by hypothesis. -
21.16 Corollary. If $A$ is a local ring of prime characteristic $p$ whose maximal ideal Mis a nil ideal of bounded index, then $A$ contains a Cohen subfield; if, moreover, $k_{0}$ is a perfect subfield of the residue field $k$ of $A$, then there is a unique subfield $K_{0}$ of $A$ such that the restriction to $K_{0}$ of the canonical epimorphism from $A$ to $k$ is an isomorphism from $K_{0}$ to $k_{0}$.

The assertion follows from 21.14 and 21.15 for the case where the topology is the discrete topology.
21.17 Theorem. A local ring whose maximal ideal is nilpotent contains a Cohen subring.

Proof. The assertion follows from 21.10 if the characteristic of the residue field is zero. Consequently, we need only prove by induction on $n$ the assertion that a local ring whose residue field has prime characteristic $p$ and whose maximal ideal is nilpotent of index $\leq n$ contains a Cohen subring.

First, we consider the case $n=2$ : Let $A$ be a local ring whose residue field has characteristic $p$ and whose maximal ideal $M$ satisfies $M^{2}=(0)$. Then $p .1 \in M$, so the characteristic of $A$ is $p$ or $p^{2}$. Moreover, $A / p . A$ is
a local ring whose characteristic is $p$ and whose maximal ideal $M / p . A$ is nilpotent of index not exceeding 2 . As $2 \leq p, A / p$. $A$ has a Cohen subfield $F$ by 21.11. Let $C=\psi^{-1}(F)$, where $\psi$ is the canonical epimorphism from $A$ to $A / p . A$. Then $C$ is a local ring whose maximal ideal, $\psi^{-1}(0)$, is $p . A$. To show that $C$ is a Cohen subring of $A$, it therefore suffices to show that if $x \in A$, there exists $y \in C$ such that $x-y \in M$ and $p . x=p . y$. As the maximal ideal of $A / p . A$ is $M / p . A$, there exists $y \in C$ such that

$$
\psi(x)-\psi(y) \in M / p . A
$$

whence $x-y \in M$; moreover,

$$
p . x-p . y \in(p .1) M \subseteq M^{2}=(0),
$$

so $p . x=p . y$.
Finally, assume the truth of the assertion if $n<m$, where $m \geq 3$, and let $A$ be a local ring whose residue field has prime characteristic $p$ and whose maximal ideal $M$ satisfies $M^{m}=(0)$. As $p . A \subseteq M, p^{m-1} . A \subseteq M^{m-1}$; let $f$ be the canonical epimorphism from $A /\left(p^{m-1} . A\right)$ to $A / M^{m-1}$. The index of nilpotency of the maximal ideal $M / M^{m-1}$ of $A / M^{m-1}$ clearly does not exceed $m-1$, so by our inductive hypothesis, $A / M^{m-1}$ has a Cohen subring $C^{\prime}$. Then $f^{-1}\left(C^{\prime}\right)$ is a local ring whose maximal ideal is $f^{-1}\left(p . C^{\prime}\right)$. It is easy to verify that

$$
f^{-1}\left(p . C^{\prime}\right) \subseteq\left(p . A+M^{m-1}\right) /\left(p^{m-1} \cdot A\right)
$$

Now

$$
\begin{aligned}
\left(p . A+M^{m-1}\right)^{m-1} & \subseteq p^{m-1} \cdot A+\sum_{k=1}^{m-1} p^{m-1-k} \cdot M^{(m-1) k} \\
& \subseteq p^{m-1} \cdot A+\sum_{k=1}^{m-1} M^{m-1-k+(m-1) k}=p^{m-1} \cdot A
\end{aligned}
$$

since, as $m \geq 3, m-1-k+(m-1) k \geq m$ for all $k \in[1, m-1]$. Therefore the index of nilpotency of $f^{-1}(p . C)$ does not exceed $m-1$, so by our inductive hypothesis, $f^{-1}\left(C^{\prime}\right)$ contains a Cohen subring $C$. The characteristic of $A /\left(p^{m-1} . A\right)$ is clearly $p^{r}$ for some $r \in[1, m-1]$, so by $21.12, C$ is a Cohen subring of $A /\left(p^{m-1} . A\right)$.

Let $\phi$ be the canonical epimorphism from $A$ to $A /\left(p^{m-1} . A\right)$. If $x \in A$, there exists $y \in \phi^{-1}(C)$ such that

$$
\phi(x)-\phi(y) \in M /\left(p^{m-1} \cdot A\right)
$$

whence $x-y \in M$. Therefore, since $\phi^{-1}(C)$ is a local ring whose maximal ideal is $\phi^{-1}(p . C)$, to show that $\phi^{-1}(C)$ is a Cohen subring of $A$ it suffices to show that $p \cdot \phi^{-1}(C)=\phi^{-1}(p . C)$. Clearly $p . \phi^{-1}(C) \subseteq \phi^{-1}(p . C)$. Conversely, let $x \in \phi^{-1}(p . C)$; then there exist $y \in \phi^{-1}(C)$ and $z \in A$ such that

$$
x=p . y+p^{m-1} . z
$$

As $C$ is a Cohen subring of $A /\left(p^{m-1} \cdot A\right)$, there exists $t \in \phi^{-1}(C)$ such that

$$
\phi(t)-\phi(z) \in M /\left(p^{m-1} \cdot A\right)
$$

whence $t-z \in M$, and therefore

$$
p^{m-1} \cdot t-p^{m-1} \cdot z=p^{m-1} \cdot(t-z) \in M^{m}=(0) .
$$

Thus

$$
x=p \cdot y+p^{m-1} . t=p \cdot\left(y+p^{m-2} \cdot t\right) \in p \cdot \phi^{-1}(C) .
$$

21.18 Theorem. Let $A$ be a local ring of characteristic zero with maximal ideal $M$ whose residue field has prime characteristic $p$, and let $C$ be a subring of $A$ that is the valuation ring of a real valuation $v$ of some field. If $\mathcal{T}$ is a Hausdorff ideal topology on $A$ for which $\left(M^{r}\right)_{r \geq 1}$ converges to zero, then the topology on $C$ induced by $\mathcal{T}$ is the topology defined by $v$, for which all nonzero ideals of $C$ form a fundamental system of neighborhoods of zero.

Proof. Since the ideals of $C$ are totally ordered and since $\mathcal{T}$ induces on $C$ a Hausdorff ideal topology, every nonzero ideal of $C$ is open for the topology induced by $\mathcal{T}$. Consequently, we need only show that the zero ideal is not open for that topology. In the contrary case, $J \cap C=(0)$ for some ideal $J$ of $A$ that is open for $\mathcal{T}$. By hypothesis, $M^{n} \subseteq J$ for some $n \geq 1$, and $p .1 \in M$. Hence

$$
p^{n} .1 \in M^{n} \cap C \subseteq J \cap C=(0),
$$

in contradiction to our hypothesis that $A$ has characteristic zero. -
21.19 Theorem. If $A$ is a local ring furnished with a complete Hausdorff ring topology that is weaker than its natural topology, then $A$ contains a Cohen subring.

Proof. Let $M$ be the maximal ideal of $A$. For each $n \geq 1$, the closure $Q_{n}$ of $M^{n}$ is an ideal, and $\left(Q_{n}\right)_{n \geq 1}$ converges to zero since the topology is regular by 3.4. The ring topology $\mathcal{T}$ on $A$ for which $\left(Q_{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero is then stronger than the given complete
topology and hence is also complete by 7.21. Replacing the given topology by $\tau$, therefore, we may assume that the topology of $A$ is a complete metrizable ideal topology for which $\left(M^{n}\right)_{n \geq 1}$ converges to zero.

If the residue field of $A$ has characteristic zero, then $A$ contains a Cohen subfield by 21.8 . Therefore we may assume that the residue field has prime characteristic $p$.

Since $M$ is necessarily open, there is a fundamental decreasing sequence $\left(J_{n}\right)_{n \geq 1}$ of neighborhoods of zero such that each $J_{n}$ is an open ideal and $J_{1}=\bar{M}$. The maximal ideal $M / J_{n}$ of each $A / J_{n}$ is then nilpotent and the characteristic of $A / J_{n}$ is a power of $p$; indeed, $J_{n}$ contains $M^{r}$ for some $r \geq 1$ by hypothesis, so $\left(M / J_{n}\right)^{r}=(0)$, and as $p .1 \in M, p^{r} .1 \in M^{r} \subseteq J_{n}$, so $A / J_{n}$ has characteristic $p^{s}$ for some $s \in[1, r]$. Let $A_{0}=\varliminf_{n \geq 1}\left(A / J_{n}\right)$. By (2) of 8.5 we need only show that $A_{0}$ contains a Cohen subring. For each $n \geq 1$, let $p r_{n}$ be the canonical projection from $A_{0}$ onto $A / J_{n}$, and let $f_{m, n}$ be the canonical epimorphism from $A / J_{n}$ to $A / J_{m}$ whenever $n \geq m \geq 1$. By the definition of projective limit, $f_{m, n} \circ p r_{n}=p r_{m}$.

We shall first show that if $C_{n}$ is a Cohen subring of $A / J_{n}$, then there is a Cohen subring $C_{n+1}$ of $A / J_{n+1}$ such that $f_{n, n+1}\left(C_{n+1}\right)=C_{n}$. By 21.12 the maximal ideal of $f_{n, n+1}^{-1}\left(C_{n}\right)$ is contained in that of $A / J_{n+1}$ and hence is nilpotent, so by $21.17, f_{n, n+1}^{-1}\left(C_{n}\right)$ contains a Cohen subring $C_{n+1}$, and $f_{n, n+1}\left(C_{n+1}\right)=C_{n}$ by 21.12 .

Let $C_{1}$ be the field $A / J_{1}$. By the preceding and induction, there exists $\left(C_{n}\right)_{n \geq 1}$ such that for each $n \geq 1, C_{n}$ is a Cohen subring of $A / J_{n}$ and $f_{n, n+1}\left(C_{n+1}\right)=C_{n}$. Let

$$
C_{0}=\left(\prod_{n=1}^{\infty} C_{n}\right) \cap A_{0}, \quad M_{0}=\left(\prod_{n=1}^{\infty} p \cdot C_{n}\right) \cap A_{0}
$$

By 21.13, we need only show that $M_{0}=p . C_{0}$ and, if $A$ has characteristic zero, the discrete valuation ring $C_{0}$ is complete. For each $n \geq 1$, let $p^{r_{n}}$ be the characteristic of $A / J_{n}$ and hence of $C_{n}$. Since $C_{n}$ is an epimorphic image of $C_{n+1}, r_{n} \leq r_{n+1}$.

Case 1: The characteristic of $A$ is $p^{r}$ for some $r \geq 1$. Then there exists $s$ such that $p^{r-1} .1 \notin J_{s}$, so $r_{s}=r$ and hence $r_{n}=r$ for all $n \geq s$. By 21.13, $p r_{s}\left(C_{0}\right)=C_{s}$. To show that the restriction $\pi_{s}$ of $p r_{s}$ to $C_{0}$ is an isomorphism from $C_{0}$ to $C_{s}$, let $\left(x_{n}\right)_{n \geq 1} \in C_{0}$ be such that $x_{s}=0$. If $j \in[1, s-1], x_{j}=f_{j, s}\left(x_{s}\right)=0$. Suppose that $x_{k} \neq 0$ for some $k>s$; by 21.4, $x_{k}=p^{t} . u_{k}$ where $u_{k}$ is invertible in $C_{k}$ and $t \in[0, r-1]$. Since

$$
0=x_{s}=f_{s, k}\left(x_{k}\right)=\boldsymbol{p}^{t} . f_{s, k}\left(u_{k}\right)
$$

and since $f_{s, k}\left(u_{k}\right)$ is invertible in $C_{s}, t \geq r_{s}=r$, a contradiction. Thus $x_{n}=0$ for all $n \geq 1$. Therefore $\pi_{s}$ is an isomorphism from $C_{0}$ to $C_{s}$, so the maximal ideal $M_{0}$ of $C_{0}$ is $\pi_{s}^{-1}\left(p . C_{s}\right)=p . C_{0}$.

Case 2: The characteristic of $A$ is zero. Then $\left(r_{n}\right)_{n \geq 1}$ is an increasing sequence diverging to $+\infty$, since for any $m \geq 1$ there exists $k \geq 1$ such that $p^{m} .1 \notin J_{k}$, whence $r_{k} \geq m$. Let $y \in M_{0}$. Then $y=\left(p . y_{n}\right)_{n \geq 1}$ where $y_{n} \in C_{n}$ for all $n \geq 1$ and $f_{m, n}\left(p . y_{n}\right)=p . y_{m}$ whenever $n \geq m \geq 1$. By 21.13, for each $n \geq 1$ there exists $z_{n} \in C_{0}$ such that $p r_{n}\left(z_{n}\right)=y_{n}$. We shall show that $\left(z_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $C_{0}$, or equivalently by 7.8. that $\left(p r_{m}\left(z_{n}\right)\right)_{n \geq 1}$ is an eventually stationary sequence in $C_{m}$ for each $m \geq 1$, since $A / J_{m}$ is discrete. Let $q>m$ be such that $r_{q}>r_{m}$, and let $s>q$. Then

$$
\begin{aligned}
p \cdot p r_{q}\left(z_{q}\right) & =p \cdot y_{q}=f_{q, s}\left(p \cdot y_{s}\right)=f_{q, s}\left(p \cdot p r_{s}\left(z_{s}\right)\right) \\
& =p \cdot f_{q, s}\left(p r_{s}\left(z_{s}\right)\right)=p \cdot p r_{q}\left(z_{s}\right)
\end{aligned}
$$

Therefore $p \cdot\left(p r_{q}\left(z_{q}-z_{s}\right)\right)=0$, so $p r_{q}\left(z_{q}-z_{s}\right) \in p^{r_{q}-1} . C_{q}$ by 21.4 , and consequently

$$
\begin{aligned}
p r_{m}\left(z_{q}\right)-p r_{m}\left(z_{s}\right) & =p r_{m}\left(z_{q}-z_{s}\right)=f_{m, q}\left(p r_{q}\left(z_{q}-z_{s}\right)\right) \\
& \in p^{r_{q}-1} \cdot C_{m} \subseteq p^{r_{m}} \cdot C_{m}=(0)
\end{aligned}
$$

Since each $A / J_{n}$ is discrete, $C_{0}$ is closed in $A_{0}$ and thus complete for the topology it inherits from $A_{0}$. Therefore $\left(z_{n}\right)_{n \geq 1}$ has a limit $z \in C_{0}$, and consequently $\lim _{n \rightarrow \infty} p . z_{n}=p . z$. If $n>m$,

$$
p r_{m}\left(z_{n}\right)=f_{m, n}\left(p r_{n}\left(z_{n}\right)\right)=f_{m, n}\left(y_{n}\right)
$$

Hence

$$
\begin{aligned}
p r_{m}(p \cdot z) & =\lim _{n \rightarrow \infty} p r_{m}\left(p \cdot z_{n}\right)=\lim _{n \rightarrow \infty} p \cdot p r_{m}\left(z_{n}\right)=\lim _{n \rightarrow \infty} p \cdot f_{m, n}\left(y_{n}\right) \\
& =\lim _{n \rightarrow \infty} f_{m, n}\left(p \cdot y_{n}\right)=p \cdot y_{m}
\end{aligned}
$$

Therefore $p . z=\left(p . y_{m}\right)_{m \geq 1}=y$. Consequently $C_{0}$ is a discrete valuation ring that is complete for the topology it inherits from $A_{0}$, which by 21.4 and 21.18 is its valuation topology.
21.20 Corollary. A complete local ring contains a Cohen subring.

## Exercises

21.1 Let $A$ be the valuation ring, $M$ the valuation ideal of a proper real valuation $v$ of a field $K$. (a) If $v$ is not discrete, then $M^{2}=M$, and hence the natural topology of $A$ is not Hausdorff. (b) If $Q$ is an ideal of $A$ properly contained in $M$, then $\cap_{n=1}^{\infty} Q^{n}=(0)$.

In the following exercises, $F$ is a field, $f$ is a prime polynmomial in $F[X]$, $v_{f}$ is the valuation of $F(X)$ determined by $f$, and $A_{f}$ is the valuation ring of $\hat{v}_{f}$. We recall that a stem field of $f$ is a field $F(c)$ generated by $F$ and a root $c$ of $f$.
21.2 (a) The residue field of $\hat{v}_{f}$ is isomorphic to a stem field of $f$ over $F$. (b) If $f$ is separable, $A_{f}$ contains a stem field of $f$ over $F$. [Use 21.7.]
21.3 (I. S. Cohen [1945]) Let $F$ be an imperfect field of prime characteristic $p$, and let $f$ be the prime polynomial $X^{p}-a$ where $a \in F$ has no $p$ th root in $F$. (a) $A_{f}$ contains no root of $f$. [If $c$ were a root, calculate $\hat{v}_{f}(X-c)$, and use 17.12.] (b) $a$ does not belong to any Cohen subfield of $A_{f}$.
21.4 For every prime polynomial $f \in F[X]$, there is a Cohen subfield of $A_{f}$ containing $F$ if and only if $F$ is perfect.

## 22 Complete Discretely Valued Fields

From the results of $\S 21$ we may derive a classical description of all complete discretely valued fields and their valuation rings. The equicharacteristic case is immediate:
22.1 Theorem. Let $v$ be a complete discrete valuation of a field $K$ whose value group is $\mathbb{Z}$ and whose residue field $k$ has the same characteristic as $K$, and let $u$ be a uniformizer of $v$. The valuation ring $A$ of $v$ contains a Cohen subfield. If $C$ is a Cohen subfield of $A$ and $\phi$ the restriction to $C$ of the canonical epimorphism from $A$ to $k$, then the function $\Phi$ from $k((X))$ to $K$ defined by

$$
\Phi\left(\sum_{n \in \mathbb{Z}} c_{n} X^{n}\right)=\sum_{n \in \mathbb{Z}} \phi^{-1}\left(c_{n}\right) u^{n}
$$

is an isomorphism satisfying $v \circ \Phi=$ ord, the canonical valuation of $k((X))$; in particular, $\Phi(k[[X]])=A$.

Proof. The first assertion is a consequence of 21.8 and 21.14. Let $C$ be a Cohen subfield of $A$. By 18.5, for each family $\left(c_{n}\right)_{n \in \mathbb{Z}}$ of elements of $k$ such that $c_{n}=0$ for all but finitely many $n<0$, the family $\left(\phi^{-1}\left(c_{n}\right) u^{n}\right)_{n \in \mathbb{Z}}$ of elements of $K$ is summable, and $\Phi$ is a bijection from $k((X))$ to $K$ satisfying $v \circ \Phi=$ ord. In particular, $\Phi(k[[X]])=A$. By 10.12 and 10.16, $\Phi$ is a homomorphism. -

Thus a complete discrete valuation whose valuation ring is equicharacteristic is completely determined by its residue field.

The nonequicharacteristic case requires a further concept:
22.2 Definition. Let $A$ be a local domain. An Eisenstein polynomial over $A$ is a monic polynomial whose nonleading coefficients all belong to the
maximal ideal $M$ of $A$ and whose constant coefficient does not belong to $M^{2}$. An Eisenstein polynomial relative to $v$, where $v$ is a real valuation of a field, is an Eisenstein polynomial over the valuation ring of $v$.
22.3 Theorem. Let $v$ be a discrete valuation of a field K. Every Eisenstein polynomial relative to $v$ is a prime polynomial over $K$. If $u$ is a root in an extension field of $K$ of an Eisenstein polynomial relative to $v$ of degree $m$, then $v$ has a unique extension $v^{\prime}$ to $K(u), e\left(v^{\prime} / v\right)=m, f\left(v^{\prime} / v\right)=1$, and $u$ is a uniformizer of $v^{\prime}$.

Proof. We may assume that $\mathbb{Z}$ is the value group of $v$. Let $u$ be a root of an Eisenstein polynomial $g$ relative to $v$, and let

$$
g(x)=X^{m}+a_{m-1} X^{m-1}+\ldots+a_{1} X+a_{0}
$$

Let $v^{\prime}$ be an extension of $v$ to $K(u)$. By hypothesis, $v\left(a_{j}\right) \geq 1$ for all $j \in[0, m-1]$, and $v^{\prime}\left(u^{m}\right)=v^{\prime}\left(\sum_{j=0}^{m-1} a_{j} u^{j}\right)$. If $v^{\prime}(u) \leq 0$, then for each $j \in[0, m-1]$,

$$
v^{\prime}\left(a_{j} u^{j}\right) \geq 1+j v^{\prime}(u)>m v^{\prime}(u)=v^{\prime}\left(u^{m}\right)
$$

so

$$
v^{\prime}\left(\sum_{j=0}^{m-1} a_{j} u^{j}\right) \geq \inf \left\{v^{\prime}\left(a_{j} u^{j}\right): j \in[0, m-1]\right\}>v^{\prime}\left(u^{m}\right)
$$

a contradiction. Hence $v^{\prime}(u)>0$. Thus if $j \in[0, m-1]$,

$$
v^{\prime}\left(a_{j} u^{j}\right) \geq 1+j v^{\prime}(u)>1,
$$

but $v^{\prime}\left(a_{0}\right)=1$ by hypothesis, so

$$
m v^{\prime}(u)=v^{\prime}\left(u^{m}\right)=v^{\prime}\left(\sum_{j=0}^{m-1} a_{j} u^{j}\right)=\inf \left\{v^{\prime}\left(a_{j} u^{j}\right): j \in[0, m-1]\right\}=1
$$

by 17.2 , and consequently $v^{\prime}(u)=1 / m$.
The value group of $v^{\prime}$ therefore contains $(1 / m) \mathbb{Z}$, so $e\left(v^{\prime} / v\right) \geq m$. Since $g$ is a multiple of the minimal polynomial of $u$ over $K, m \geq[K(u): K]$. By 19.8,

$$
[K(u): K] \geq e\left(v^{\prime} / v\right) f\left(v^{\prime} / v\right) \geq e\left(v^{\prime} / v\right)
$$

Therefore $m=e\left(v^{\prime} / v\right)$, so the value group of $v^{\prime}$ is $(1 / m) \mathbb{Z}$, and hence $u$ is a uniformizer of $v^{\prime} ; \operatorname{deg} g=m=[K(u): K]$, so $g$ is a prime polynomial; $v^{\prime}$ is the only extension of $v$ to $K(u)$ by 19.10 ; and $f\left(v^{\prime} / v\right)=1$. -

The preceding theorem admits a converse:
22.4 Theorem. Let $v$ be a discrete valuation of a field $K$, let $v^{\prime}$ be a valuation of a finite-dimensional extension field $K^{\prime}$ of $K$ that extends $v$, and let $m=\left[K^{\prime}: K\right]$. If $e\left(v^{\prime} / v\right)=m$, then $v^{\prime}$ is the only extension of $v$ to $K^{\prime}$, and for each uniformizer $u$ of $v^{\prime}, K^{\prime}=K(u)$, the minimal polynomial of $u$ over $K$ is an Eisenstein polynomial relative to $v$, and $A^{\prime}=A+A u+\ldots+A u^{m-1}$, where $A$ and $A^{\prime}$ are respectively the valuation rings of $v$ and $v^{\prime}$.

Proof. We may assume that the value group of $v$ is $\mathbb{Z}$, so by hypothesis the value group of $v^{\prime}$ is $(1 / m) \mathbb{Z}$. Let $u$ be a uniformizer of $v^{\prime}$; then $v^{\prime}(u)=1 / m$. If $a, b \in K^{*}$ and if $0 \leq j<k \leq m-1$, then $v(a) \in \mathbb{Z}, v(b) \in \mathbb{Z}$, so

$$
v^{\prime}\left(a u^{j}\right)=v(a)+\frac{j}{m} \neq v(b)+\frac{k}{m}=v^{\prime}\left(b u^{k}\right)
$$

Consequently, by 17.2 , if $a_{0}, a_{1}, \ldots, a_{m-1} \in K$, then

$$
v^{\prime}\left(\sum_{j=0}^{m-1} a_{j} u^{j}\right)=\inf \left\{v\left(a_{j}\right)+\frac{j}{m}: j \in[0, m-1]\right\}
$$

In particular, $\left\{1, u, u^{2}, \ldots, u^{m-1}\right\}$ is linearly independent. Consequently, the minimal polynomial $g$ of $u$ cannot have degree $<m$, so $\operatorname{deg} g=m$ and hence $K^{\prime}=K[u]$. Therefore by $19.10, v^{\prime}$ is the only valuation of $K^{\prime}$ that extends $v$. Let

$$
g=X^{m}+b_{m-1} X^{m-1}+\ldots b_{1} X+b_{0}
$$

Then

$$
1=v^{\prime}\left(u^{m}\right)=v^{\prime}\left(\sum_{j=0}^{m-1} b_{j} u^{j}\right)=\inf \left\{v\left(b_{j}\right)+\frac{j}{m}: j \in[0, m-1]\right\}
$$

If $j \in[1, m-1]$, then $v\left(b_{j}\right)+(j / m) \notin \mathbb{Z}$, so $1=v\left(b_{0}\right)<v\left(b_{j}\right)+(j / m)$ and consequently $1=v\left(b_{0}\right) \leq v\left(b_{j}\right)$. Therefore $g$ is an Eisenstein polynomial relative to $v$. Finally, let $c \in A^{\prime}$. As $K^{\prime}=K(u), c=\sum_{j=0}^{m-1} a_{j} u^{j}$ where $a_{0}, a_{1}, \ldots, a_{m-1} \in K$. Then

$$
0 \leq v^{\prime}(c)=\inf \left\{v\left(a_{j}\right)+\frac{j}{m}: j \in[0, m-1]\right\}
$$

Thus for each $j \in[0, m-1], v\left(a_{j}\right)+(j / m) \geq 0$, so $v\left(a_{j}\right) \geq 0$ as $v\left(a_{j}\right) \in \mathbb{Z}$; consequently, $c \in A+A u+\ldots+A u^{m-1}$.
22.5 Definition. Let $v$ be a real valuation of a field $K$. A finitedimensional extension field $K^{\prime}$ of $K$ is an Eisenstein extension relative to $v$ if there exists $u \in K^{\prime}$ such that $K^{\prime}=K(u)$ and the minimal polynomial of $u$ over $K$ is an Eisenstein polynomial relative to $v$.

From 22.3 and 22.4 , we conclude:
22.6 Theorem. Let $v$ be a discrete valuation of a field $K$. A finitedimensional extension field $K^{\prime}$ of $K$ is an Eisenstein extension relative to $v$ if and only if there is a valuation $v^{\prime}$ of $K^{\prime}$ extending $v$ such that $e\left(v^{\prime} / v\right)=\left[K^{\prime}\right.$ : $K]$; in this case, $v^{\prime}$ is the only valuation of $K^{\prime}$ extending $v$, the uniformizers of $v^{\prime}$ are precisely the elements $u$ of $K^{\prime}$ such that $K^{\prime}=K(u)$, the minimal polynomial of $u$ over $K$ is an Eisenstein polynomial relative to $v$, and the valuation ring $A^{\prime}$ of $v^{\prime}$ is a finitely generated module over the valuation ring $A$ of $v$.

The codimension of a subfield $K$ of a field $K^{\prime}$ is $\left[K^{\prime}: K\right]$. The following theorem reduces the problem of describing complete discrete valuations in the nonequicharacteristic case to that of characterizing those whose valuation rings are Cohen rings:
22.7 Theorem. If $v$ is a complete discrete valuation of a field $K$ of characteristic zero whose residue field has prime characteristic $p$, there is a finite-codimensional subfield $K_{0}$ of $K$ such that the restriction $v_{0}$ of $v$ to $K_{0}$ is a complete discrete valuation whose valuation ring is a Cohen ring, and $K$ is an Eisenstein extension of $K_{0}$ relative to $v_{0}$.

Proof. By 20.17 and 21.20 the valuation ring $A$ of $v$ contains a Cohen subring $A_{0}$; let $K_{0}$ be the quotient field in $K$ of $A_{0}$. The restriction $v_{0}$ of $v$ to $K_{0}$ is then a complete discrete valuation by 21.18 and 7.6 . We may assume that the value group of $v$ is $\mathbb{Z}$. The value group of $v_{0}$ is then a nonzero subgroup of $\mathbb{Z}$ and hence is $m . \mathbb{Z}$ for some $m \geq 1$. Consequently, $e\left(v / v_{0}\right)=(\mathbb{Z}: m . \mathbb{Z})=m<+\infty$. By the definition of a Cohen subring, $f\left(v / v_{0}\right)=1$. Therefore by $19.9\left[K: K_{0}\right]=e\left(v / v_{0}\right)<+\infty$, so by $22.6, K$ is an Eisenstein extension of $K_{0}$ relative to $v_{0}$.

An investigation of complete discretely valued fields therefore devolves upon nonequicharacteristic Cohen rings of characteristic zero. The main result is that for any field $F$ of prime characteristic there is one and, to within isomorphism, only one Cohen ring of characteristic zero whose residue field is isomorphic to $F$.
22.8 Theorem. Let $F$ be a field of prime characteristic $p$. If $q$ is either zero or a power of $p$, there is a Cohen ring of characteristic $q$ whose residue field is isomorphic to $F$.

Proof. Assume first that $q=0$. The ring $\mathbb{Z}_{p}$ of $p$-adic integers is a Cohen ring of characteristic zero whose residue field is the prime field of $p$ elements. By 19.15 , there is a real valution $w$ of a field $K$ extending the $p$-adic valuation $\widehat{v}_{p}$ of $\mathbb{Q}_{p}$ such that the value group of $w$ is $\mathbb{Z}$ and the residue field of $w$ is isomorphic to $F$. The valuation ring $A_{\widehat{w}}$ of $\widehat{w}$ is then the desired Cohen ring of characteristic $p$ whose residue field is isomorphic to $F$ by 19.7. If $q=p^{n}$, then $A_{\widehat{w}} / p^{n} A_{\widehat{w}}$ is a Cohen ring of characteristic $q$ whose residue field is isomorphic to $F$. -

Our first step in establishing the uniqueness of Cohen rings is to show that a Cohen ring is the only Cohen subring of itself, an assertion that is clearly true if the Cohen ring is a field.
22.9 Theorem. If $B$ is a Cohen subring of a Cohen ring $C$ whose residue field has prime characteristic $p$, then $B=C$.

Proof. Since $p C$ is the maximal ideal of $C$, for each $x \in C$ there exists $y \in B$ such that $y \equiv x(\bmod p C)$; consequently, $C=B+p C$. If $C=$ $B+p^{m} C$, then $p C=p B+p^{m+1} C$, so $C=B+p C=B+p^{m+1} C$. An inductive argument thus establishes that $C=B+p^{n} C$ for all $n \geq 1$. If $C$ has characteristic $p^{r}$, then, in particular, $C=B+p^{r} C=B$. If $C$ has characteristic zero, then

$$
C=\bigcap_{n=1}^{\infty}\left(B+p^{n} C\right)=\bar{B}
$$

by (3) of 3.3 , but as $B$ is a complete subring of $C, \bar{B}=B$. -
22.10 Lemma. Let $p$ be a prime, let $C_{1}$ and $C_{2}$ be Cohen rings of characteristic $p^{m}$, let $K_{1}$ and $K_{2}$ be Cohen rings of characteristic $p^{n}$ where $1 \leq n<m$, let $f_{1}$ and $f_{2}$ be epimorphisms respectively from $C_{1}$ to $K_{1}$ and from $C_{2}$ to $K_{2}$, and let $g$ be an isomorphism from $K_{1}$ to $K_{2}$. Then there is an isomorphism $h$ from $C_{1}$ to $C_{2}$ such that $f_{2} \circ h=g \circ f_{1}$.

Proof. By 21.4, the only ideals of $C_{1}$ are the ideals $p^{k} C_{1}$ where $k \in[0, m]$, and the characteristic of $C_{1} / p^{k} C_{1}$ is $p^{k}$. Since the characteristic of $K_{1}$ is $p^{n}$, therefore, the kernel of $f_{1}$ is $p^{n} C_{1}$. Similarly, the kernel of $f_{2}$ is $p^{n} C_{2}$. Let

$$
A=\left\{\left(x_{1}, x_{2}\right) \in C_{1} \times C_{2}: g\left(f_{1}\left(x_{1}\right)\right)=f_{2}\left(x_{2}\right)\right\} .
$$

Clearly $A$ is a subring of $C_{1} \times C_{2}$ containing $p^{n} C_{1} \times p^{n} C_{2}$. Let $q_{1}$ and $q_{2}$ be the restrictions to $A$ of the canonical projections from $C_{1} \times C_{2}$ to $C_{1}$ and $C_{2}$ respectively. Each is surjective since both $g \circ f_{1}$ and $f_{2}$ are surjective. Let

$$
M=\left(f_{2} \circ q_{2}\right)^{-1}\left(p K_{2}\right)
$$

As $q_{2}$ and $f_{2}$ are surjective, and as $p K_{2}$ is the maximal ideal of $K_{2}, M$ is a maximal ideal of $A$. Also, $M$ is nilpotent, for by the definition of $A$,

$$
\left(g \circ f_{1} \circ q_{1}\right)\left(M^{n}\right) \subseteq\left(f_{2} \circ q_{2}\right)\left(M^{n}\right)=\left(p K_{2}\right)^{n}=(0)
$$

and hence $\left(f_{1} \circ q_{1}\right)\left(M^{n}\right)=(0)$, so $M^{n} \subseteq q_{1}\left(M^{n}\right) \times q_{2}\left(M^{n}\right) \subseteq p^{n} C_{1} \times p^{n} C_{2}$, and therefore

$$
M^{n m} \subseteq p^{n m} C_{1} \times p^{n m} C_{2}=(0)
$$

Since a prime ideal of a commutative ring with identity necessarily contains every nilpotent and since a maximal ideal is prime, $M$ is the only maximal ideal of $A$.

Consequently by $21.17, A$ contains a Cohen subring $C$. Again by 21.4 , the kernel of $q_{1}$ is $p^{k} C$ for some $k \in[0, m]$. As the characteristic of $C / p^{k} C$ is $p^{k}$ and as the characteristic of the subring $q_{1}(C)$ of $C_{1}$ is $p^{m}$, therefore, $k=m$, so $p^{k} C=(0)$ and $q_{1}$ is injective. To show that $q_{1}(C)$ is a Cohen subring of $C_{1}$, let $x_{1} \in C_{1}$. As $q_{1}$ is surjective, there exists $x_{2} \in C_{2}$ such that $\left(x_{1}, x_{2}\right) \in$ $A$. Consequently, there exists $\left(y_{1}, y_{2}\right) \in C$ such that $\left(y_{1}, y_{2}\right)-\left(x_{1}, x_{2}\right) \in M$, so

$$
\left(g \circ f_{1}\right)\left(y_{1}-x_{1}\right)=f_{2}\left(y_{2}-x_{2}\right)=\left(f_{2} \circ q_{2}\right)\left(\left(y_{1}, y_{2}\right)-\left(x_{1}, x_{2}\right)\right) \in p K_{2}
$$

the maximal ideal of $K_{2}$, and thus $y_{1}-x_{1}$ belongs to the maximal ideal $p C_{1}$ of $C_{1}$. Therefore $q_{1}(C)$ is a Cohen subring of $C_{1}$, so $q_{1}(C)=C_{1}$ by 22.9 , and thus $q_{1}$ is an isomorphism from $C$ to $C_{1}$. Similarly, $q_{2}$ is an isomorphism from $C$ to $C_{2}$. Let $h=q_{2} \circ q_{1}^{-1}$, an isomorphism from $C_{1}$ to $C_{2}$. As $f_{2} \circ q_{2}=g \circ f_{1} \circ q_{1}, f \circ h=f_{2} \circ q_{2} \circ q_{1}^{-1}=g \circ f_{1} . \bullet$
22.11 Theorem. Let $C_{1}$ and $C_{2}$ be Cohen rings of the same characteristic, and let $f_{1}$ and $f_{2}$ be the canonical epimorphisms from $C_{1}$ and $C_{2}$ to their residue fields $k_{1}$ and $k_{2}$ respectively. If $g_{1}$ is an isomorphism from $k_{1}$ to $k_{2}$, there is an isomorphism $h$ from $C_{1}$ to $C_{2}$ such that $f_{2} \circ h=g_{1} \circ f_{1}$.

Proof. If the common characteristic is $p^{m}$, we need only apply 22.10 where $K_{1}=k_{1}, K_{2}=k_{2}$. Therefore we may assume that the characteristic of $C_{1}$ and $C_{2}$ is zero and the characteristic of $k_{1}$ and $k_{2}$ is a prime $p$. For each $n \geq 1$, let $f_{n, 1}$ and $f_{n, 2}$ be the canonical epimorphisms from $C_{1} / p^{n+1} C_{1}$ to $C_{1} / p^{n} C_{1}$ and from $C_{2} / p^{n+1} C_{2}$ to $C_{2} / p^{n} C_{2}$ respectively. By 22.10 there is an isomorphism $g_{2}$ from $C_{1} / p^{2} C_{1}$ to $C_{2} / p^{2} C_{2}$ such that $f_{1,2} \circ g_{2}=g_{1} \circ f_{1,1}$, and in general, by an inductive argument, there is a sequence $\left(g_{n}\right)_{n \geq 1}$ such that each $g_{n}$ is an isomorphism from $C_{1} / p^{n} C_{1}$ to $C_{2} / p^{n} C_{2}$ and $f_{n, 2} \circ g_{n+1}=$ $g_{n} \circ f_{n, 1}$ for all $n \geq 1$. For each $\left(x_{n}\right)_{n \geq 1} \in \varliminf_{n \geq 1}\left(C_{1} / p^{n} C_{1}\right),\left(g_{n}\left(x_{n}\right)\right)_{n \geq 1} \in$ $\varliminf_{n \geq 1}\left(C_{2} / p^{n} C_{2}\right)$, for if $m \geq 1, f_{m, 1}\left(x_{m+1}\right)=x_{m}$, so

$$
f_{n, 2}\left(g_{m+1}\left(x_{m+1}\right)\right)=g_{m}\left(f_{m, 1}\left(x_{m+1}\right)\right)=g_{m}\left(x_{m}\right)
$$

The function $g$ from $\varliminf_{n \geq 1}\left(C_{1} / p^{n} C_{1}\right)$ to $\varliminf_{n \geq 1}\left(C_{2} / p^{n} C_{2}\right)$, defined by

$$
g\left(\left(x_{n}\right)_{n \geq 1}\right)=\left(g_{n}\left(x_{n}\right)\right)_{n \geq 1},
$$

is easily seen to be an isomorphism. By (2) of 8.5 , the canonical homomorphisms $h_{1}: x \rightarrow\left(x+p^{n} C_{1}\right)_{n \geq 1}$ from $C_{1}$ to $\varliminf_{n \geq 1}\left(C_{1} / p^{n} C_{1}\right)$ and $h_{2}: x \rightarrow\left(x+p^{n} C_{2}\right)_{n \geq 1}$ from $C_{2}$ to $\varliminf_{n \geq 1}\left(C_{2} / p^{n} C_{2}\right)$ are isomorphisms. Thus $h$, defined to be $h_{2}^{-1} \circ g \circ h_{1}$, is an isomorphism from $C_{1}$ to $C_{2}$. Let $\pi_{1}$ be the restriction to $\varliminf_{n \geq 1}\left(C_{2} / p^{n} C_{2}\right)$ of the canonical projection $p r_{1}$ from $\prod_{n=1}^{\infty}\left(C_{2} / p^{n} C_{2}\right)$ to $C_{2} / p C_{2}$. Then $g_{1} \circ f_{1}=\pi_{1} \circ g \circ h_{1}$ and $f_{2}=\pi_{1} \circ h_{2}$, so

$$
f_{2} \circ h=f_{2} \circ h_{2}^{-1} \circ g \circ h_{1}=\pi_{1} \circ g \circ h_{1}=g_{1} \circ f_{1} \bullet
$$

Thus a Cohen ring is completely determined by its residue field and its characteristic.

## 23 Complete Local Noetherian Rings

Let $A$ be a commutative ring with identity. By the definition on page 148, $A[[X]]$ is the ring or $A$-algebra of all sequences $\left(a_{n}\right)_{n \in \mathbb{Z}}$ of elements of $A$ such that $a_{n}=0$ for all $n<0$. For notational convenience, we shall henceforth omit reference to the terms of negative index, and denote any such $\left(a_{n}\right)_{n \in \mathbb{Z}}$ by $\left(a_{n}\right)_{n \in \mathbb{N}}$ or $\left(a_{n}\right)_{n \geq 0}$.

For every $\left(a_{n}\right)_{n \in \mathbb{N}} \in A[[X]],\left(a_{n} X^{n}\right)_{n \in \mathbb{N}}$ is summable and its sum

$$
\sum_{n \in \mathbb{N}} a_{n} X^{n}=\left(a_{n}\right)_{n \in \mathbb{N}}
$$

for the order topology. Here we shall be concerned with Hausdorff ring topologies strictly weaker than the order topology, but any family of elements summable in $A[[X]]$ for the order topology is a fortiori summable (with the same sum) for any such weaker topology. In any case, even if we have no specific topology in mind, we shall usually denote the sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ by $\sum_{n \in \mathbb{N}} a_{n} X^{n}$. Consequently, the elements of $A[[X]]$ are frequently called formal power series. If $a \in A$, the constant formal power series determined by $a$ is $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ where $a_{0}=a$ and $a_{n}=0$ for all $n \geq 1$; we shall frequently identify $a$ with the constant formal power series it defines. The constant term of a formal power series $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ is the element $a_{0}$ of $A$.

The principal ideal of $A[[X]]$ generated by $X$ consists of all formal power series $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ such that $a_{0}=0$. It is easy to see, by an inductive
argument, that $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ is invertible in $A[[X]]$ if and only if $a_{0}$ is invertible in $A$. Indeed, if $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ is a formal power series such that $a_{0}$ is invertible, then $\sum_{n \in \mathbb{N}} b_{n} X^{n}$ is the inverse of $\sum_{n \in \mathbb{N}} a_{n} X^{n}$ where $\left(b_{n}\right)_{n \geq 0}$ is defined recursively by $b_{0}=a_{0}^{-1}$,

$$
b_{n+1}=-a_{0}^{-1}\left(a_{1} b_{n}+\ldots a_{n+1} b_{0}\right)
$$

Consequently, we have:
23.1 Theorem. If $A$ is a local ring with maximal ideal $M$, then $A[[X]]$ is a local ring with maximal ideal $M+(X)$.
23.2 Theorem. If $A$ is a commutative noetherian ring with identity, so is $A[[X]]$. If $A$ is an integral domain, so is $A[[X]]$.

Proof. Let $B=A[[X]]$. The second statement is easy to verify. For the first, it suffices by 20.9 to show that each prime ideal $P$ of $B$ is finitely generated. The constant terms of formal power series belonging to $P$ form an ideal $Q$ of $A$, so there exist $a_{1}, \ldots, a_{m} \in Q$ such that $Q=A a_{1}+\ldots+A a_{m}$. If $X \in P$, the constant power series determined by each $q \in Q$ clearly belongs to $P$, so $P=B a_{1}+\ldots+B a_{m}+B X$. We need only show, therefore, that if $X \notin P$ and if, for each $j \in[1, m], f_{j}$ is a member of $P$ whose constant term is $a_{j}$, then $P=B f_{1}+\ldots+B f_{m}$.

Let $g \in P$. We define recursively sequences $\left(b_{1, n}\right)_{n \geq 0}, \ldots,\left(b_{m, n}\right)_{n \geq 0}$ such that for each $n \in \mathbb{N}$,

$$
\begin{equation*}
g-\sum_{j=1}^{m}\left(\sum_{k=0}^{n-1} b_{j, k} X^{k}\right) f_{j} \in B X^{n} \tag{1}
\end{equation*}
$$

Indeed, if (1) holds, then

$$
g-\sum_{j=1}^{m}\left(\sum_{k=0}^{n-1} b_{j, k} X^{k}\right) f_{j}=h X^{n}
$$

for some $h \in B$. Since $P$ is a prime ideal and $X \notin P, h \in P$, so its constant term $c$ belongs to $Q$. Thus there exist $b_{1, n}, \ldots, b_{m, n} \in Q$ such that $c=\sum_{j=1}^{m} b_{j, n} a_{j}$. The constant term of $h-\sum_{j=1}^{m} b_{j, n} f_{j}$ is then zero, so

$$
g-\sum_{j=1}^{m}\left(\sum_{k=0}^{n} b_{j, k} X^{k}\right) f_{j}=h X^{n}-\sum_{j=1}^{m} b_{j, n} X^{n} f_{j} \in X^{n+1} B
$$

Let

$$
h_{j}=\sum_{k \in \mathbb{N}} b_{k, j} X^{k}
$$

for each $j \in[1, m]$. Then by (1), $g-\sum_{j=1}^{m} h_{j} f_{j} \in B X^{n}$ for all $n \in \mathbb{N}$, so $g=\sum_{j=1}^{m} h_{j} f_{j} . \bullet$
23.3 Theorem. Let $A$ be a local ring. (a) If the natural topology of $A$ is Hausdorff, the natural topology of $A[[X]]$ is Hausdorff. (b) If $A$ is a complete local ring, so is $A[[X]]$.

Proof. Let $B=A[[X]]$, and let $M$ be the maximal ideal of $A$. By 23.1, the maximal ideal $N$ of $B$ is $M+B X$. Consequently

$$
N^{k}=M^{k}+M^{k-1} X+\ldots+M X^{k-1}+B X^{k}
$$

for all $k \geq 1$. It readily follows that if $\cap_{k=0}^{\infty} M^{k}=\{0\}$, then $\cap_{k=0}^{\infty} N^{k}=\{0\}$ also. Thus (a) holds.
(b) Let $\left(f_{n}\right)_{n \geq 1}$ be a Cauchy sequence in $B$. To show that $\left(f_{n}\right)_{n \geq 1}$ converges to an element of $B$, it suffices by 7.2 to show that some $f \in B$ is adherent to $\left(f_{n}\right)_{n \geq 1}$, and thus we may assume, by extracting a subsequence if necessary, that for each $k \geq 1, f_{n}-f_{k} \in N^{k}$ for all $n \geq k$. Let

$$
f_{n}=\sum_{j \in \mathbb{N}} a_{n, j} X^{j} .
$$

If $n \geq k \geq j$, then $a_{n, j}-a_{k, j} \in M^{k-j}$, so $\left(a_{n, j}\right)_{n \geq 1}$ is a Cauchy sequence in $A$. Let $a_{j}=\lim _{n \rightarrow \infty} a_{n, j}$ for each $j \in \mathbb{N}$, and let

$$
f=\sum_{j \in \mathbb{N}} a_{j} X^{j}
$$

Since $a_{n, j}-a_{k, j} \in M^{k-j}$ whenever $n \geq k \geq j$ and since $M^{k-j}$ is open and thus closed for the natural topology of $A, a_{j}-a_{k, j} \in M^{j-k}$ for all $k \geq j$, and hence
$f-f_{k}=\sum_{j \in \mathbb{N}}\left(a_{j}-a_{k, j}\right) X^{j} \in M^{k}+M^{k-1} X+\ldots+M X^{k-1}+B X^{k}=N^{k}$
for all $k \geq 1$. Thus $f=\lim _{k \rightarrow \infty} f_{k}$. $\bullet$
There is a natural extension of the definition of the power series ring (in one variable) over a commutative ring $A$ with identity to one of the power series ring in several variables over $A$ : Let $m \geq 1$, and let $\mathbb{N}^{m}$ be the cartesian product of $m$ copies of the additive semigroup $\mathbb{N}$. The ring of formal power series in $m$ variables over $A$ is the set $S\left[A, \mathbb{N}^{m}\right]$ of all families of elements of $A$ indexed by $\mathbb{N}^{m}$ (or equivalently, the set of all functions from $\mathbb{N}^{m}$ into $A$ ), where addition is defined componentwise and multiplication by

$$
\left(a_{n}\right)_{n \in \mathbb{N} m}\left(b_{n}\right)_{n \in \mathbb{N} m}=\left(\sum_{i+j=n} a_{i} b_{j}\right)_{n \in \mathbb{N} m}
$$

For each $n \in \mathbb{N}^{m}$, let $n_{i}$ be the $i$ th component of $n$ for all $i \in[1, m]$, so that $n=\left(n_{1}, \ldots, n_{m}\right)$. It is customary to choose some capital letter, say $X$, and denote by $X_{i}$ the element $\left(a_{n}\right)_{n \in \mathbb{N}^{m}}$ where $a_{n}=0$ unless $n_{i}=1$ and $n_{j}=0$ for all other $j \in[1, m]$, in which case $a_{n}=1$. From the definition of multiplication, it then follows that for any $r \in \mathbb{N}^{m}$, the element $\left(a_{n}\right)_{n \in \mathbb{N}^{m}}$, where $a_{r}=1$ and $a_{n}=0$ for all $n \neq r$, is simply $X^{r_{1}} X^{r_{2}} \ldots X^{r_{m}}$. Consequently, if $\left(a_{n}\right)_{n \in \mathbb{N}^{m}}$ is any element all but finitely many of whose terms are zero,

$$
\left(a_{n}\right)_{n \in \mathbb{N}^{m}}=\sum_{\left(n_{1}, n_{2}, \ldots, n_{m}\right) \in \mathbb{N} m} a_{\left(n_{1}, n_{2}, \ldots, n_{m}\right)} X_{1}^{n_{1}} X_{2}^{n_{2}} \ldots X_{n}^{n_{m}}
$$

For this reason, we denote any element $\left(a_{n}\right)_{n \in \mathbb{N}^{m}}$ by

$$
\sum_{\left(n_{1}, n_{2}, \ldots, n_{m}\right) \in \mathbb{N}^{m}} a_{\left(n_{1}, n_{2}, \ldots, n_{m}\right)} X_{1}^{n_{1}} X_{2}^{n_{2}} \ldots X_{m}^{n_{m}}
$$

or, for short,

$$
\sum_{n \in \mathbb{N}^{m}} a_{n} X^{n}
$$

where $X^{n}$ stands for $X_{1}^{n_{1}} X_{2}^{n_{2}} \ldots X_{m}^{n_{m}}$. Consequently, we customarily denote the ring $S\left[A, \mathbb{N}^{m}\right]$ by $A\left[\left[X_{1}, X_{2}, \ldots, X_{m}\right]\right]$.

The ring $\left(A\left[\left[X_{1}, X_{2}, \ldots, X_{m-1}\right]\right]\right)\left[\left[X_{m}\right]\right]$ is naturally isomorphic to the formal power series ring $A\left[\left[X_{1}, X_{2}, \ldots, X_{m}\right]\right]$ under the isomorphism $\Phi$ defined by

$$
\begin{array}{r}
\Phi\left(\sum_{k \in \mathbb{N}}\left(\sum_{\left(n_{1}, n_{2}, \ldots, n_{m-1}\right) \in \mathbb{N}^{m-1}} a_{\left(n_{1}, n_{2}, \ldots, n_{m-1}, k\right)} X_{1}^{n_{1}} \ldots X_{m-1}^{n_{m-1}}\right) X_{m}^{k}\right)= \\
\sum_{\left(n_{1}, n_{2}, \ldots, n_{m-1}, k\right) \in \mathbb{N}^{m}} a_{\left(n_{1}, n_{2}, \ldots, n_{m-1}, k\right)} X_{1}^{n_{1}} X_{2}^{n_{2}} \ldots X_{m-1}^{n_{m-1}} X_{m}^{k} .
\end{array}
$$

Consequently we obtain by induction from Theorems 23.1-23.3:
23.4 Theorem. Let $A$ be a commutative ring with identity, $m \geq 1$. (a) If $A$ is a local ring with maximal ideal $M, A\left[\left[X_{1}, \ldots, X_{m}\right]\right]$ is a local ring with ideal $M+\left(X_{1}\right)+\ldots+\left(X_{m}\right)$. (b) If $A$ is noetherian [an integral domain], so is $A\left[\left[X_{1}, \ldots, X_{m}\right]\right]$. (c) If $A$ is a local ring that is Hausdorff for its natural topology, then so is $A\left[\left[X_{1}, \ldots, X_{m}\right]\right]$. (d) If $A$ is a complete local ring, so is $A\left[\left[X_{1}, \ldots, X_{m}\right]\right]$.
23.5 Theorem. Let $A$ be a commutative ring with identity that is Hausdorff and complete for the ring topology for which $\left(J^{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero, where $J$ is an ideal of $A$. Let $C$ be a subring of $A$ such that the restriction to $C$ of the canonical epimorphism from $A$ to $A / J$ is a surjection, and let $x_{1}, \ldots, x_{m} \in J$. For any family $\left(c_{n}\right)_{n \in \mathbb{N}^{m}}$ of elements of $C$ indexed by $\mathbb{N}^{m}$, the family $\left(c_{n} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}\right)_{\left(n_{1}, \ldots, n_{m}\right) \in \mathbb{N}^{m}}$ is summable in $A$, and the function $S$ from $C\left[\left[X_{1}, \ldots, X_{m}\right]\right]$ to $A$ defined by

$$
S\left(\sum_{n \in \mathbb{N}^{m}} c_{n} X_{1}^{n_{1}} \ldots X_{m}^{n_{m}}\right)=\sum_{n \in \mathbb{N}^{m}} c_{n} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}
$$

is a homomorphism. If $\left\{x_{1}, \ldots, x_{m}\right\}$ generates $J$, then $S$ is an epimorphism.
Proof. For each $n \in \mathbb{N}^{m}$ we shall denote $n_{1}+\ldots+n_{m}$ by $|n|$, the monomial $X_{1}^{n_{1}} \ldots X_{m}^{n_{m}}$ by $X^{n}$, and the element $x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}$ of $A$ by $x^{n}$. For any family $\left(c_{n}\right)_{n \in \mathbb{N}^{m}}$ of elements of $C,\left(c_{n} x^{n}\right)_{n \in \mathbb{N}^{m}}$ is summable by 10.5 , since $c_{n} x^{n} \in J^{k}$ whenever $|n| \geq k$. By 10.12 and $10.16, S$ is a homomorphism.

Assume further that $J=A x_{1}+\cdots+A x_{m}$. To show that $S$ is surjective, let $y \in A$. We shall define $c_{n}$ inductively for all $n \in \mathbb{N}^{m}$ so that

$$
y-\sum_{|n|<k} c_{n} x^{n} \in J^{k}
$$

Indeed if that statement holds, then

$$
y-\sum_{|n|<k} c_{n} x^{n}=\sum_{|p|=k} a_{p} x^{p}
$$

where $a_{p} \in A$ for all $p \in \mathbb{N}^{m}$ such that $|p|=k$. By hypothesis, for each such $p \in \mathbb{N}^{m}$ there exists $c_{p} \in C$ such that $c_{p}-a_{p} \in J$, so

$$
y-\sum_{|n|<k+1} c_{n} x^{n}=\sum_{|p|=k}\left(a_{p}-c_{p}\right) x^{p} \in J J^{k}=J^{k+1}
$$

Clearly

$$
y=\sum_{n \in \mathbb{N}_{m}} c_{n} x^{n}
$$

We may now characterize complete local noetherian rings:
23.6 Theorem. Let $A$ be a commutative ring with identity. The following statements are equivalent:
$1^{\circ} A$ is a complete local ring whose maximal ideal is finitely generated.
$2^{\circ} A$ is a complete local noetherian ring.
$3^{\circ}$ There exist a Cohen ring $C$ and $m \geq 0$ such that $A$ is an epimorphic image of $C\left[\left[X_{1}, \ldots, X_{m}\right]\right]$.

Proof. Clearly $2^{\circ}$ implies $1^{\circ}$. If $1^{\circ}$ holds, then $A$ contains a Cohen subring by 21.20 , so $3^{\circ}$ holds by 23.5 . Assume $3^{\circ}$. Then $A$ is isomorphic to $C\left[\left[X_{1}, \ldots, X_{m}\right]\right] / J$ for some proper ideal $J$ of $C\left[\left[X, \ldots, X_{m}\right]\right]$. Consequently, $1^{\circ}$ follows by $23.4,20.16,20.15,6.4$, and 6.12 .

## Exercise

23.1 (Nagata [1949]) Let $K$ be a field, and let $A=\{f / g \in K(X)$ : the constant coefficient of $g$ is not 0$\}$. (a) $A$ is a subring of $K[[X]]$ and hence of $K[[X, Y]]$. (b) Let $B=A+K[[X, Y]] Y, N=A X+K[[X, Y]] Y$. Show that $B$ is a local ring whose maximal ideal is $N$, and that $N=B X+B Y$. (c) Let $M$ be the maximal ideal of $K[[X, Y]]$. Show that $N=M \cap B$ and, more generally, that $N^{n}=M^{n} \cap B$ for all $n \geq 1$. (d) $B$, furnished with its natural topology, is a proper dense subring of $K[[X, Y]]$, furnished with its natural topology. (e) There exists $z \in K[[X]] \backslash B$, and $z Y \in B$. (f) The ideal $B Y$ of $B$ is not closed in $B$. [Use (d) and (e).] (g) $B$ is a local nonnoetherian ring whose maximal ideal is finitely generated and whose natural topology is Hausdorff. [Use 20.16.]

## 24 Complete Semilocal Noetherian Rings

Theorems relating properties of a commutative noetherian ring to those of its completion for the topology for which the powers of an ideal form a fundamental system of neighborhoods of zero have important applications in commutative algebra. Here we will present a few basic examples of such theorems.
24.1 Definition. Let $J$ be an ideal of a ring $A$. The $J$-topology on $A$ is the ring topology for which $\left(J^{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero. If $E$ is an $A$-module, the $J$-topology on $E$ is the additive group topology for which $\left(J^{n} E\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero.
24.2 Theorem. let $E$ be an $A$-module, $J$ an ideal of $A$. If $A$ is furnished with its $J$-topology, then $E$, furnished with its $J$-topology, is a topological module over $A$. If $M$ is a submodule of $E$, the quotient topology induced on $E / M$ by the $J$-topology of $E$ is the $J$-topology of $E / M$.

Proof. Clearly $\left\{J^{n} E: n \geq 1\right\}$ satisfies (TMN 1)-(TMN 3) of 3.6 if $A$ is furnished with the $J$-topology. The second assertion follows from the identity $J^{n}(E / M)=\left(J^{n} E+M\right) / M$.
24.3 Theorem. If $E$ is a finitely generated unitary module over a commutative noetherian ring $A$ with identity and if $J$ is an ideal of $A$, then for each submodule $F$ of $E$, the topology induced on $F$ by the $J$-topology of $E$ is the $J$-topology of $F$.

The assertion is a consequence of 20.11 .
Let $E$ be an $A$-module, $J$ an ideal of $A$, and assume that the $J$-topologies of $A$ and $E$ are Hausdorff. By 24.2 and 8.6 we may regard the completion $\widehat{E}$ of $E$ for the $J$-topology as a module over the completion $\widehat{A}$ of $A$ for its $J$-topology. If $F$ is a submodule of $E$, we shall denote its closure in $\widehat{E}$ by $\widehat{F}$, since that is the completion of $F$ for the topology induced on $F$ by the $J$-topology of $E$. If the hypotheses of 24.3 hold, $\widehat{F}$ is also the completion of $F$ for its $J$-topology.
24.4 Theorem. Let $E$ be a unitary $A$-module, and let $x_{1}, \ldots, x_{n} \in E$ be such that $E=A x_{1}+\ldots A x_{n}$. If $J$ is an ideal of $A$ and if the $J$ topologies of both $A$ and $E$ are Hausdorff, then

$$
\widehat{E}=\widehat{A} x_{1}+\ldots+\widehat{A} x_{n}=\widehat{A} E
$$

Proof. Let $y \in \widehat{E}$. There is a Cauchy sequence $\left(y_{k}\right)_{k \geq 1}$ in $E$ such that $\lim _{k \rightarrow \infty} y_{k}=y$. By extracting a subsequence if necessary, we may assume that $y_{k+1}-y_{k} \in J^{k} E$ for all $k \geq 1$. Thus for each $k \geq 1$, there exist $c_{k, 1}, \ldots, c_{k, s(k)} \in J^{k}$ and $z_{k, 1}, \ldots, z_{k, s(k)} \in E$ such that

$$
y_{k+1}-y_{k}=\sum_{i=1}^{s(k)} c_{k, i} z_{k, i}
$$

For each $i \in[1, s(k)]$ let

$$
z_{k, i}=\sum_{j=1}^{n} d_{k, i, j} x_{j}
$$

where $d_{k, i, j} \in A$ for all $j \in[1, n]$. Then

$$
y_{k+1}-y_{k}=\sum_{j=1}^{n} a_{k, j} x_{j}
$$

where

$$
a_{k, j}=\sum_{i=1}^{s(k)} c_{k, i} d_{k, i, j} \in J^{k}
$$

Let

$$
y_{1}=\sum_{j=1}^{n} b_{1, j} x_{j}
$$

where $b_{1,1}, \ldots b_{1, n} \in A$. For each $j \in[1, n]$ we define $\left(b_{k, j}\right)_{k \geq 1}$ recursively by $b_{k+1, j}=b_{k, j}+a_{k, j}$. An inductive argument establishes that

$$
y_{k}=\sum_{j=1}^{n} b_{k, j} x_{j}
$$

for all $k \geq 1$. Since $b_{k+1, j}-b_{k, j}=a_{k, j} \in J^{k},\left(b_{k, j}\right)_{k \geq 1}$ is a Cauchy sequence in $A$ and hence has a limit $b_{j}$ in $\widehat{A}$. Clearly

$$
y=\lim _{k \rightarrow \infty} y_{k}=\lim _{k \rightarrow \infty} \sum_{j=1}^{n} b_{k, j} x_{j}=\sum_{j=1}^{n} b_{j} x_{j} . \bullet
$$

24.5 Corollary. Let $E$ be a finitely generated unitary $A$-module, $J$ a finitely generated ideal of $A$. If the $J$-topologies of $A$ and $E$ are Hausdorff, then

$$
\widehat{J^{n} E}=\widehat{J^{n}} E=\widehat{A} J^{n} E
$$

for all $n \geq 1$, and in particular, $\widehat{J^{n}}=\widehat{A} J^{n}$. If, moreover, $A$ is commutative, then

$$
(\widehat{J})^{n}=\widehat{J^{n}}
$$

and the topologies of $\widehat{E}$ and $\widehat{A}$ are their $\widehat{J}$-topologies.
Proof. The topology induced on $J^{n} E$ by the $J$ topology of $E$ is the $J$ topology of $J^{n} E$, since $J^{m}\left(J^{n} E\right)=J^{m+n} E \cap J^{n} E$ for all $m \geq 1$. Therefore $\widehat{J^{n} E}$ is also the completion, for the $J$-topology, of $J^{n} E$, which is finitely generated as both $E$ and $J$ are. Consequently by $24.4, \widehat{J^{n} E}=\widehat{A} J^{n} E$. In particular, $\widehat{J^{n}}=\widehat{A} J^{n}$.

Assume further that $A$ is commutative. Then $\widehat{A}$ is commutative by 8.3 , so

$$
(\widehat{J})^{n}=(\widehat{A} J)^{n}=\widehat{A} J^{n}=\widehat{J^{n}} .
$$

Consequently,

$$
\widehat{J^{n} E}=\widehat{A} J^{n} E=(\widehat{J})^{n} E=(\widehat{J})^{n} \widehat{A} E=(\widehat{J})^{n} \widehat{E}
$$

As $\left(\widehat{J^{n} E}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero for the topology of $\widehat{E}$ by 4.22 , therefore, the topology of $\widehat{E}$ is its $\widehat{J}$-topology. In particular, the topology of $\widehat{A}$ is its $\widehat{J}$-topology.
24.6 Corollary. Let $A$ be a commutative noetherian ring with identity, and let $E$ be a finitely generated unitary $A$-module. If $J$ is an ideal of $A$ such that the $J$-topologies of both $A$ and $E$ are Hausdorff, then for any $x_{1}, \ldots, x_{n} \in E$, if $F=A x_{1}+\ldots+A x_{n}$, the closure $\widehat{F}$ of $F$ in $\widehat{E}$ is $\widehat{A} F=\widehat{A} x_{1}+\ldots \widehat{A} x_{n}$.

Proof. By 24.3, $\widehat{F}$ is also the completion of $F$ for its $J$-topology, so by 28.4, $\widehat{F}=\widehat{A} F=\widehat{A} x_{1}+\ldots+\widehat{A} x_{n}$.
24.7 Theorem. Let $A$ be a commutative ring with identity furnished with the $M$-topology, where $M$ is an ideal of $A$ and the $M$-topology of $A$ is Hausdorff. (1) If $A$ is noetherian, then $\widehat{A}$ is noetherian, and the topology of $\widehat{A}$ is its $\widehat{M}$-topology. (2) If $M$ is a finitely generated maximal ideal, then $\widehat{A}$ is a local noetherian ring whose maximal ideal is $\widehat{M}$, and the topology of $\widehat{A}$ is its natural topology.

Proof. In both cases, the topology of $\widehat{A}$ is its $\widehat{M}$-topology by 24.5 . (1) By 5.14 applied to the dense subring $A$ of $\widehat{A}$ and its open ideal $M$ and by 23.5, $\widehat{A}$ is an epimorphic image of $A\left[\left[X_{1}, \ldots, X_{m}\right]\right]$ for some $m \geq 0$, so $\widehat{A}$ is noetherian by 23.4 and 20.4. (2) If $x \in \widehat{M}$, then $x$ is a topological nilpotent, so $1-x$ is invertible by 11.16. Thus each element of $1+\widehat{M}$ is invertible in $\widehat{A}$. By $5.14, A / M$ and $\widehat{A} / \widehat{M}$ are isomorphic, so $\widehat{M}$ is a maximal ideal of $\widehat{A}$. Therefore if $y \in \widehat{A} \backslash \widehat{M}$, there exists $z \in \widehat{A} \backslash \widehat{M}$ such that $1-y z \in \widehat{M}$; by the preceding, $y z$ is invertible in $\widehat{A}$, so $y$ is also. Thus $\widehat{A}$ is a local ring whose maximal ideal is $\widehat{M}$. By $24.5, \widehat{M}=\widehat{A} M$ and hence $\widehat{M}$ is a finitely generated ideal of $\widehat{A}$. Therefore by $23.6, \widehat{A}$ is noetherian.
24.8 Corollary. The completion of a local noetherian ring, furnished with its natural topology, is a complete local noetherian ring, furnished with its natural toology.

For our subsequent discussion, we shall need the following definitions and three theorems of algebra:
24.9 Definition. Let $A$ be a ring. Ideals $I$ and $J$ are relatively prime if $I+J=A$. A family $\left(I_{\lambda}\right)_{\lambda \in L}$ of ideals is pairwise relatively prime if $I_{\lambda}$ and $I_{\mu}$ are relatively prime whenver $\lambda, \mu \in L$ and $\lambda \neq \mu$.

The hypothesis $(A / I)^{2}=A / I$ of the following theorem, which is equivalent to the statement $A^{2}+I=A$, is always satisfied if $A$ has an identity element.
24.10 Theorem. Let $I, J_{1}, \ldots, J_{n}$ be ideals of a ring $A$ such that $(A / I)^{2}=A / I$. If $I$ and $J_{k}$ are relatively prime for each $k \in[1, n]$, then
$I$ and $J_{1} J_{2} \ldots J_{n}$ are relatively prime, and a fortiori $I$ and $J_{1} \cap J_{2} \cap \cdots \cap J_{n}$ are relatively prime. In particular, if $I$ and $J$ are relative prime, then for any $n \geq 1, I$ and $J^{n}$ are relatively prime.

Proof. By induction, $(A / I)^{m}=A / I$ for all $m \geq 1$, that is, $A^{m}+I=A$. In particular

$$
A=A^{n}+I=\left(I+J_{1}\right)\left(I+J_{2}\right) \ldots\left(I+J_{n}\right)+I=I+J_{1} J_{2} \ldots J_{n}
$$

Since $J_{1} J_{2} \ldots J_{n} \subseteq J_{1} \cap J_{2} \cap \cdots \cap J_{n}$, the second assertion also holds. -
24.11 Theorem. Let $J_{1}, J_{2}, \ldots, J_{n}$ be pairwise relatively prime ideals of a ring $A$ such that $\left(A / J_{k}\right)^{2}=A / J_{k}$ for each $k \in[1, n-1]$. Then $\Phi: x \rightarrow\left(x+J_{1}, x+J_{2}, \ldots, x+J_{n}\right)$ is an epimorphism from $A$ to $\prod_{k=1}^{n}\left(A / J_{k}\right)$, that is, for any sequence $a_{1}, a_{2}, \ldots, a_{n} \in A$ there exists $c \in A$ such that $c \equiv a_{k}\left(\bmod J_{k}\right)$ for each $k \in[1, n]$. If, moreover, $A$ is a commutative ring with identity, then $J_{1} \cap J_{2} \cap \cdots \cap J_{n}=J_{1} J_{2} \ldots J_{n}$.

Proof. We shall show by induction that if there exists $b \in A$ such that $b \equiv a_{k}\left(\bmod J_{k}\right)$ for all $k \in[m, n]$, where $1<m \leq n$, then there exists $c \in A$ such that $c \equiv a_{k}\left(\bmod J_{k}\right)$ for all $k \in[m-1, n]$. By 24.10, $J_{m-1}$ and $\cap_{k=m}^{n} J_{k}$ are relatively prime, so there exist $x \in J_{m-1}$ and $y \in \cap_{k=m}^{n} J_{k}$ such that $x+y=b-a_{m-1}$. Let $c=x+a_{m-1}=b-y$. Then $c \equiv a_{m-1}$ $\left(\bmod J_{m-1}\right)$, and for each $k \in[m, n], c \equiv b \equiv a_{k}\left(\bmod J_{k}\right)$. Thus by induction, the first assertion holds.

For the second assertion, assume that $J_{m} \cap \cdots \cap J_{n}=J_{m} \ldots J_{n}$ where $1<m \leq n$. We shall show that $J_{m-1} \cap J_{m} \cap \cdots \cap J_{n}=J_{m-1} J_{m} \ldots J_{n}$. Let $J=J_{m} \cap \cdots \cap J_{n}=J_{m} \ldots J_{n}$. By 24.10, $J_{m-1}$ and $J$ are relatively prime, so there exist $e \in J_{m-1}$ and $f \in J$ such that $e+f=1$. If $x \in J_{m-1} \cap J$, then $x=x e+x f \in J J_{m-1}+J_{m-1} J$. Thus $J_{m-1} \cap J \subseteq J_{m-1} J \subseteq J_{m-1} \cap J$, so

$$
J_{m-1} \cap J_{m} \cap \cdots \cap J_{n}=J_{m-1} J_{m} \ldots J_{n}
$$

An inductive argument thus establishes the assertion.
24.12 Theorem. Let $\left(A_{\lambda}\right)_{\lambda \in L}$ be a family of rings with identity, let $A$ be a subring of $\prod_{\lambda \in L} A_{\lambda}$ containing $\bigoplus_{\lambda \in L} A_{\lambda}$, and for each $\mu \in L$ let $p r_{\mu}$ be the canonical projection from $\prod_{\lambda \in L} A_{\lambda}$ to $A_{\mu}$, defined by $p r_{\mu}\left(\left(x_{\lambda}\right)_{\lambda \in L}\right)=x_{\mu}$. If $J$ is a left or right ideal of $A$, then $\bigoplus_{\lambda \in L} p r_{\lambda}(J) \subseteq J$; in particular, if $L$ is finite, $J=\prod_{\lambda \in L} p r_{\lambda}(J)$.

Proof. For each $\mu \in L$ let $i n_{\mu}$ be the canonical injection from $A_{\mu}$ to $\prod_{\lambda \in L} A_{\lambda}$ (so that $p r_{\mu} \circ i n_{\mu}$ is the identity mapping of $A_{\mu}$ ), and let $e_{\mu}=$ $i n_{\mu}\left(1_{\mu}\right)$, where $1_{\mu}$ is the identity element of $A_{\mu}$. Then $e_{\mu} \in \bigoplus_{\lambda \in L} A_{\lambda} \subseteq A$, and for any $z \in A$,

$$
i n_{\mu}\left(p r_{\mu}(z)\right)=z e_{\mu}=e_{\mu} z
$$

Let $\left(x_{\lambda}\right)_{\lambda \in L} \in \bigoplus_{\lambda \in L} p r_{\lambda}(J)$; then for each $\lambda \in L$ there exists $y_{\lambda} \in J$ such that $x_{\lambda}=p r_{\lambda}\left(y_{\lambda}\right)$, and there is a finite subset $M$ of $L$ such that $x_{\lambda}=0$ for all $\lambda \in L \backslash M$. Therefore

$$
\left(x_{\lambda}\right)_{\lambda \in L}=\sum_{\mu \in M} i n_{\mu}\left(x_{\mu}\right)=\sum_{\mu \in M} i n_{\mu}\left(p r_{\mu}\left(y_{\mu}\right)\right)=\sum_{\mu \in M} e_{\mu} y_{\mu} \in J
$$

if $J$ is a left ideal, and similarly $\left(x_{\lambda}\right)_{\lambda \in L}=\sum_{\mu \in M} y_{\mu} e_{\mu} \in J$ if $J$ is a right ideal.
24.13 Definition. Let $A$ be a commutative ring with identity. The radical of $A$ is the intersection of the maximal ideals of $A$.
24.14 Theorem. Let $A$ be a commutative noetherian ring with identity, and let $J$ be an ideal of $A$. The following statements are equivalent:
$1^{\circ}$ Every finitely generated unitary A-module is Hausdorff for the $J$ topology.
$2^{\circ}$ Every submodule of every finitely generated unitary $A$-module is closed for the J-topology.
$3^{\circ}$ Every ideal of $A$ is closed for the $J$-topology.
$4^{\circ} J$ is contained in the radical of $A$.
In particular, if $R$ is the radical of $A$, the $R$-topology of $A$ or of any finitely generated unitary $A$-module is Hausdorff.

Proof. To show that $1^{\circ}$ implies $2^{\circ}$, let $F$ be a submodule of a finitely generated unitary $A$-module $E$. By $1^{\circ}, E / F$ is Hausdorff for its $J$-topology, which by 24.2 is quotient topology induced on $E / F$ by the $J$-topology of $E$. Therefore by $5.7, F$ is closed in $E$.

To show that $3^{\circ}$ implies $4^{\circ}$, assume that $J$ is not contained in the radical of $A$. Then there is a maximal ideal $M$ of $A$ such that $J \nsubseteq M$, so $M+J=A$. By $24.10, M+J^{n}=A$ for all $n \geq 1$, so the closure of $M$ for the $J$-topology is $A$ by (3) of 3.3.

Finally, to show that $4^{\circ}$ implies $1^{\circ}$, let $E$ be a finitely generated unitary $A$-module, and let $x \in \cap_{n=1}^{\infty} J^{n} E$. By 20.13 there exists $a \in J$ such that $(1-a) x=0$. Since $a$ is contained in the radical of $A, 1-a$ belongs to no maximal ideal of $A$ and hence is invertible, so $x=0$.
24.15 Definition. A semilocal ring is a commutative ring with identity that has only finitely many maximal ideals. The natural topology of a semilocal ring $A$ or of a unitary $A$-module $E$ is its $R$-topology, where $R$ is the radical of $A$. A complete semilocal ring is a semilocal ring that is Hausdorff and complete for its natural topology.
24.16 Theorem. Let $A$ be a semilocal ring with radical $R$.
(1) $A / R$ has only finitely many ideals.
(2) The natural topology of $A$ is the supremum of its $M$-topologies, where $M$ is a maximal ideal of $A$.
(3) $R$ is a nilpotent ideal if and only if (0) is a product of maximal ideals.
(4) If $A$ is noetherian, then $A$ is Hausdorff and each of its ideals is closed for the natural topology; more generally, if $E$ is a finitely generated unitary A-module, then $E$ is Hausdorff and each of its submodules is closed for the natural topology.

Proof. Let $M_{1}, \ldots, M_{r}$ be the maximal ideals of $A$. By $24.11, A / R$ is isomorphic to $\prod_{k=1}^{r}\left(A / M_{k}\right)$, the cartesian product of $r$ fields, so $A / R$ has $2^{r}$ ideals by 24.12 . By 24.10 and 24.11 ,

$$
R^{n}=\left(M_{1} \cap \cdots \cap M_{r}\right)^{n}=\left(M_{1} \ldots M_{r}\right)^{n}=M_{1}^{n} \ldots M_{r}^{n}=M_{1}^{n} \cap \cdots \cap M_{r}^{n}
$$

Thus (2) and (3) hold, and (4) follows from 24.14.•
24.17 Theorem. Let $A$ be a semilocal ring, $R$ its radical. (1) If $R$ is finitely generated, so is each maximal ideal of $A$. (2) If the natural topology of $A$ is Hausdorff and if each maximal ideal of $A$ is finitely generated, then the completion $\widehat{A}$ of $A$ for the natural topology is a semilocal noetherian ring whose maximal ideals are the closures in $\bar{A}$ of the maximal ideals of $A$, $\widehat{A}$ is the topological direct sum of finitely many complete local noetherian rings, and the topology of $\widehat{A}$ is its natural topology.

Proof. By (1) of 24.16 and $20.2, A / R$ is noetherian, so if $M$ is a maximal ideal of $A$, there exist $x_{1}, \ldots, x_{s} \in M$ such that

$$
M / R=(A / R)\left(x_{1}+R\right)+\cdots+(A / R)\left(x_{s}+R\right)
$$

whence $M=A x_{1}+\ldots,+A x_{s}+R$. Thus if $R$ is finitely generated, so is $M$.
Let $M_{1}, \ldots, M_{r}$ be the maximal ideals of $A$. Then for any $n \geq 1$, $M_{1}^{n}, \ldots, M_{r}^{n}$ are pairwise relatively prime by 24.10 , so

$$
R^{n}=\left(\bigcap_{k=1}^{r} M_{k}\right)^{n}=\left(M_{1} \ldots M_{r}\right)^{n}=M_{1}^{n} \ldots M_{r}^{n}=\bigcap_{k=1}^{r} M_{k}^{n}
$$

by 24.11. To prove (2), for each $k \in[1, r]$ let $N_{k}=\cap_{n=1}^{\infty} M_{k}^{n}$, and let $A_{k}=A / N_{k}$, furnished with its ( $M_{k} / N_{k}$ )-topology. By (2) of $24.7, \widehat{A}_{k}$ is a local noetherian ring whose topology is its natural topology. By hypothesis,

$$
\bigcap_{k=1}^{r} N_{k}=\bigcap_{k=1}^{r}\left(\bigcap_{n=1}^{\infty} M_{k}^{n}\right)=\bigcap_{n=1}^{\infty}\left(\bigcap_{k=1}^{r} M_{k}^{n}\right)=\bigcap_{n=1}^{\infty} R^{n}=(0)
$$

Therefore the function $\Delta$ from $A$ to $\prod_{k=1}^{n} A_{k}$, defined by

$$
\Delta(x)=\left(x+N_{1}, \ldots, x+N_{r}\right)
$$

is a monomorphism. Moreover, for any $n \geq 1$,

$$
\Delta\left(R^{n}\right)=\prod_{k=1}^{r}\left(M_{k}^{n} / N_{k}\right) \cap \Delta(A)
$$

for $x \in R^{n}$ if and only if for all $i \in[1, r], x \in M_{i}^{n}$, or equivalently, $x+N_{i} \in$ $M_{i}^{n} / N_{i}=\left(M_{i} / N_{i}\right)^{n}$. Therefore $\Delta$ is a topological isomorphism from $A$ to its range $A^{\prime}$. Furthermore, $A^{\prime}$ is dense in $\prod_{k=1}^{r} A_{k}$, for if $n \geq 1$ and if $a_{1}, \ldots, a_{r} \in A$, there exists $x \in A$ such that $x \equiv a_{k}\left(\bmod M_{k}^{n}\right)$ for all $k \in[1, r]$ by 24.11. By 8.4 there is a topological isomorphism $\widehat{\Delta}$ from $\widehat{A}$ to $\prod_{k=1}^{r} \widehat{A}_{k}$ that extends $\Delta$. Thus $\widehat{A}$ is the topological direct sum of finitely many complete local noetherian rings. In particular, $\widehat{A}$ is noetherian by 20.7, and its topology is its natural topology. -
24.18 Theorem. If $A$ is a semilocal ring, then $A$ is noetherian if and only if each maximal ideal of $A$ is finitely generated and each ideal of $A$ is closed for the natural topology.

Proof. The condition is necessary by 24.14 . Sufficiency: Since the zero ideal is closed, the natural topology of $A$ is Hausdorff. By 24.17, $\widehat{A}$ is noetherian. If $\left(J_{n}\right)_{n \geq 1}$ is an increasing sequence of ideals in $A$, their closures $\left(\widehat{J}_{n}\right)_{n \geq 1}$ in $\widehat{A}$ form an increasing sequence of ideals, so there exists $q \geq 1$ such that $\widehat{J}_{n}=\widehat{J}_{q}$ for all $n \geq q$, whence

$$
J_{n}=\widehat{J}_{n} \cap A=\widehat{J}_{q} \cap A=J_{q}
$$

for all $n \geq q$, as each ideal of $A$ is closed.
24.19 Theorem. If $A$ is a commutative ring with identity, then $A$ is a complete semilocal noetherian ring if and only if $A$ is the topological direct sum of finitely many complete local noetherian rings.

Proof. The condition is necessary by (2) of 24.17. Sufficiency: Let $A=$ $\prod_{i=1}^{n} A_{i}$ where each $A_{i}$ is a complete local noetherian ring with maximal ideal $M_{i}$. The maximal ideals of $A$ are clearly the ideals $p r_{i}^{-1}\left(M_{i}\right)$ where $i \in[1, n]$ and $p r_{i}$ is the canonical projection of $A$ on $A_{i}$. Thus $A$ is semilocal and its radical $R$ satisfies

$$
R=\bigcap_{i=1}^{n} p r_{i}^{-1}\left(M_{i}\right)=\prod_{i=1}^{n} M_{i}
$$

By $20.7 A$ is noetherian, and clearly $R^{k}=\prod_{i=1}^{n} M_{i}^{k}$ for all $k \geq 1$, so the cartesian product topology on $A$ determined by the natural topologies of $A_{1}, \ldots, A_{n}$ is the natural topology of $A$. By $7.8, A$ is complete for that topology.

## Exercises

In these exercises, all rings are commutative rings with identity.
24.1 A ring topology on a ring $A$ is a Zariski topology is it is an ideal topology for which every ideal is closed. For example (Zariski [1945]), if $A$ is a noetherian ring and if $J$ is an ideal of $A$, the $J$-topology is a Zariski topology if and only if $J$ is contained in the radical of $A$ (Theorem 24.14). (a) A Zariski topology on a ring is Hausdorff. (b) If $J$ is an ideal of ring $A$, the topology induced on $A / J$ by a Zariski topology on $A$ is a Zariski topology. (c) If $A$ is complete for a Zariski topology, it is complete for any stronger ideal topology. [Use 7.21.] (d) (Chevalley [1943]) If $\widehat{A}$ is the completion of $A$ for a Zariski topology and if $c$ is a cancellable element of $A$, then $c$ is a cancellable element of $\widehat{A}$. [Use 7.20.]
24.2 (Zariski [1945]) If a noetherian ring $A$ is Hausdorff and complete for the $J$-topology, where $J$ is an ideal of $A$, then the $J$-topology is a Zariski topology, and consequently $A$ is also complete for any stronger ideal topology. [Use 24.6.]
24.3 (Lafon [1955]) If $J_{1}, \ldots, J_{r}$ are ideals of a noetherian ring $A$ and if $E$ is a finitely generated $A$-module, then the supremum of the $J_{k}$-topologies, $k \in[1, r]$, is the ( $J_{1} \ldots J_{n}$ )-topology on $E$. [Use 20.11.]
24.4 Let $M_{1}, \ldots, M_{n}$ be distinct maximal ideals of a commutative ring $A$ with identity. If $J$ is an ideal of $A$ contained in $\bigcup_{i=1}^{n} M_{i}$, then for some $k \in[1, n], J \subseteq M_{k}$. [Use 24.11 and 24.12.]

## CHAPTER VI

## PRIMITIVE AND SEMISIMPLE RINGS

This chapter is mostly devoted to fundamental concepts occurring in the theory of noncommutative rings. In $\S 25$ we discuss primitive rings, in $\S 26$ the radical of an arbitrary ring, and in $\S 27$ artinian rings and modules, where we conclude with the celebrated Artin-Wedderburn theorem.

## 25 Primitive Rings

If $E$ is a commutative group, $\operatorname{End}(E)$ is the ring of all endomorphisms of $E$, and if $E$ is a $K$-module, $\operatorname{End}_{K}(E)$ is the ring of all linear operators on E.
25.1 Definition. If $E$ is a commutative group, a subring $A$ of $\operatorname{End}(E)$ is a primitive ring of endomorphisms of $E$ if for all $x, y \in E$ such that $x \neq 0$ there exists $a \in A$ such that $a(x)=y$.

If $E$ is a vector space, then $A$ is a primitive ring of endomorphisms of (the additive group) $E$ if and only if $A$ is 1 -fold transitive in the following sense:
25.2 Definition. Let $E$ be a vector space over a division ring $K$. $A$ subring $A$ of $\operatorname{End}(E)$ is $\mathbf{n}$-fold transitive if for every linearly independent sequence $x_{1}, \ldots, x_{n}$ of $n$ vectors of $E$ and every sequence $y_{1}, \ldots, y_{n}$ of vectors of $E$ there exists $a \in A$ such that $a\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$. The ring $A$ is a dense ring of linear operators on $E$ if $A$ is $n$-fold transitive for all $n \geq 1$.

For example, any subring of $\operatorname{End}_{K}(E)$ that contains all linear operators whose range is finite-dimensional is a dense ring of linear operators.

We shall need an extension of Definition 25.2 to one for left ideals of a ring of linear operators. If $L$ is a subset of $\operatorname{End}_{K}(E)$, we shall call the subspace of all $x \in E$ such that $v(x)=0$ for all $v \in L$ the annihilator of $L$ and denote it by $\mathrm{Ann}_{E}(L)$.
25.3 Definition. Let $A$ be a ring of linear operators on a vector space $E$ over a division ring $K$ such that $\operatorname{Ann}_{E}(A)=\{0\}$. If $L$ is a left ideal of $A$ and if $M=\operatorname{Ann}_{E}(L)$, then $L$ is $\mathbf{n}$-fold transitive if for every sequence
$x_{1}, \ldots, x_{n}$ of vectors of $E$ such that $x_{1}+M, \ldots, x_{n}+M$ is a linearly independent sequence of vectors in $E / M$ and for every sequence $y_{1}, \ldots, y_{n}$ of vectors of $E$ there exists $a \in L$ such that $a\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$.
25.4 Theorem. Let $E$ be a vector space over a division ring $K$, let $A$ be a 1 -fold transitive ring of linear operators on $E$, let $L$ be a left ideal of $A$, and let $M=\operatorname{Ann}_{E}(L)$. For any $n \geq 1, L$ is $n$-fold transitive if and only if for every sequence $x_{1}, \ldots, x_{n}$ of $n$ vectors of $E$ such that $x_{1}+M, \ldots, x_{n}+M$ is a linearly independent sequence of $n$ vectors of $E / M$ there exists $a \in L$ such that $a\left(x_{n}\right) \neq 0$ and $a\left(x_{i}\right)=0$ for all $i<n$.

Proof. Sufficiency: Let $y_{1}, \ldots, y_{n} \in E$. For each $j \in[1, n]$, the sequence $x_{j+1}+M, \ldots, x_{n}+M, x_{1}+M, \ldots, x_{j}+M$ is a linearly independent sequence, so there exists $a_{j} \in L$ such that $a_{j}\left(x_{i}\right)=0$ if $i \neq j$ and $a_{j}\left(x_{j}\right) \neq 0$. As $A$ is 1 -fold transitive, for each $i \in[1, n]$ there exists $b_{i} \in A$ such that $b_{i}\left(a_{i}\left(x_{i}\right)\right)=y_{i}$. Let

$$
a=\sum_{j=1}^{n} b_{j} a_{j} \in L .
$$

Clearly $a\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$.
25.5 Theorem. Let $E$ be a vector space over a division ring $K$. If a subring $A$ of $\operatorname{End}(E)$ is 1-fold transitive and if a left ideal $L$ of $A$ is 2-fold transitive, then $L$ is $n$-fold transitive for all $n \geq 1$.

Proof. Let $M=\operatorname{Ann}_{E}(L)$. First, $L$ is 1-fold transitive, for if $x \in E \backslash M$ and if $y \in E$, there exists $a \in L$ such that $a(x) \neq 0$, and hence there exists $b \in A$ such that $b(a(x))=y$; then $b a \in L$ and $(b a)(x)=y$.

Assume that $L$ is $n$-fold transitive for all $n<m$, where $m \geq 3$. To show that $L$ is $m$-fold transitive, it suffices by 25.4 to show that if $x_{1}, \ldots, x_{m}$ are vectors of $E$ such that $x_{1}+M, \ldots, x_{m}+M$ is a linearly independent sequence of vectors of $E / M$, there exists $c \in L$ such that $c\left(x_{i}\right)=0$ for all $i<m$ and $c\left(x_{m}\right) \neq 0$. By assumption, for each $i \in[1, m-1]$ there exists $a_{i} \in L$ such that $a_{i}\left(x_{i}\right)=x_{i}$ and $a_{i}\left(x_{j}\right)=0$ for all $j \in[1, m-1]$ such that $j \neq i$. Let

$$
a=\sum_{i=1}^{m-1} a_{i} \in L
$$

Case 1: $a\left(x_{m}\right)-x_{m} \notin M$. By hypothesis there exists $b \in L$ such that $b\left(a\left(x_{m}\right)-x_{m}\right) \neq 0$. Thus if $c=b a-b \in L$, then $c$ has the desired properties.

Case 2: $a\left(x_{m}\right)-x_{m} \in M$. Suppose that for all $i<m, x_{i}+M$ and $a_{i}\left(x_{m}\right)+M$ were linearly dependent vectors in $E / M$. Then for each $i<m$
there would exist $\lambda_{i} \in K$ such that $\lambda_{i} x_{i}-a_{i}\left(x_{m}\right) \in M$. Consequently,

$$
\sum_{i=1}^{m-1} \lambda_{i} x_{i}-x_{m}=\sum_{i=1}^{m-1}\left(\lambda_{i} x_{i}-a_{i}\left(x_{m}\right)\right)+\left(a\left(x_{m}\right)-x_{m}\right) \in M
$$

a contradiction of the linear independence of $x_{1}+M, \ldots, x_{m}+M$. Thus there exists $j<m$ such that $x_{j}+M$ and $a_{j}\left(x_{m}\right)+M$ are linearly independent. As $L$ is 2 -fold transitive, there exists $b \in L$ such that $b\left(x_{j}\right)=0$ and $b\left(a_{j}\left(x_{m}\right)\right) \neq 0$. If $c=b a_{j} \in L$, then $c$ has the desired properties.
25.6 Theorem. (Density Theorem) Let $A$ be a primitive ring of endomorphisms of a nonzero commutative group $E$. The set $D$ of all endomorphisms of $E$ that commute with each member of $A$ is a division subring of $\operatorname{End}(E)$. Under scalar multiplication defined by $\lambda . x=\lambda(x)$ for all $\lambda \in D$ and all $x \in E, E$ is a vector space over $D, A$ is a dense ring of linear operators on the $D$-vector space $E$, and more generally, every left ideal $L$ of $A$ is $n$-fold transitive for all $n \geq 1$.

Proof. Clearly $D$ is a ring with identity. Assume that $\lambda \in D^{*}$. Then there exists $x \in E$ such that $\lambda(x) \neq 0$. For any nonzero $y \in E$ there exist $a, b \in A$ such that $a(\lambda(x))=y$ and $b(y)=x$, whence

$$
\lambda(a(x))=a(\lambda(x))=y
$$

so $\lambda$ is surjective, and

$$
b(\lambda(y))=\lambda(b(y))=\lambda(x) \neq 0,
$$

so $\lambda$ is injective. Therefore $\lambda$ is an automorphism of $E$. As $\lambda$ commutes with each member of $A$, so does $\lambda^{-1}$. Thus $D$ is a division ring.

Clearly $E$ is a $D$-vector space under the indicated scalar multiplication, and each $a \in A$ is a linear operator on the $D$-vector space $E$, since for all $\lambda \in D$ and all $x \in E$,

$$
a(\lambda \cdot x)=a(\lambda(x))=\lambda(a(x))=\lambda \cdot a(x)
$$

Let $L$ be a left ideal of $A$, and let $M=\operatorname{Ann}_{E}(L)$. As $A$ is primitive, $A$ is 1 -fold transitive. To show that $L$ is $n$-fold transitive for all $n \geq 1$, it suffices by 25.5 and 25.4 to show that if $x_{1}+M$ and $x_{2}+M$ are linearly independent vectors of $E / M$, there exists $a \in L$ such that $a\left(x_{1}\right)=0$ and $a\left(x_{2}\right) \neq 0$. Suppose, on the contrary, that for all $a \in L, a\left(x_{1}\right)=0$ implies $a\left(x_{2}\right)=0$. Then $\mu: a\left(x_{1}\right) \rightarrow a\left(x_{2}\right)$ for all $a \in L$ is a well-defined function from $E$ into $E$. To establish this, we first note that for any $x \in E$ there
exists $a \in L$ such that $a\left(x_{1}\right)=x$. Indeed, as $x_{1} \notin M$, there exists $c \in L$ such that $c\left(x_{1}\right) \neq 0$, so as $A$ is primitive, there exists $b \in A$ such that $b\left(c\left(x_{1}\right)\right)=x$; thus if $a=b c \in L$, then $a\left(x_{1}\right)=x$. Moreover, if $b\left(x_{1}\right)=c\left(x_{1}\right)$ where $b, c \in L$, then $(b-c)\left(x_{1}\right)=0$, so by assumption $(b-c)\left(x_{2}\right)=0$, that is, $b\left(x_{2}\right)=c\left(x_{2}\right)$. Thus $\mu$ is well defined, and $\mu$ is clearly an endomorphism of the additive group $E$. If $a \in L$ and $b \in A$, then $b a \in L$, so

$$
\begin{aligned}
(b \mu)\left(a\left(x_{1}\right)\right) & =b\left(\mu\left(a\left(x_{1}\right)\right)\right)=b\left(a\left(x_{2}\right)\right)=(b a)\left(x_{2}\right) \\
& =\mu\left((b a)\left(x_{1}\right)\right)=\mu\left(b\left(a\left(x_{1}\right)\right)\right)=(\mu b)\left(a\left(x_{1}\right)\right) .
\end{aligned}
$$

Hence $\mu \in D$. For any $a \in L$,

$$
a\left(\mu \cdot x_{1}\right)=a\left(\mu\left(x_{1}\right)\right)=\mu\left(a\left(x_{1}\right)\right)=a\left(x_{2}\right),
$$

so $a\left(\mu \cdot x_{1}-x_{2}\right)=0$; hence $\mu \cdot x_{1}-x_{2} \in M$, a contradiction of the linear independence of $x_{1}+M$ and $x_{2}+M$. Therefore there exists $a \in L$ such that $a\left(x_{1}\right)=0$ and $a\left(x_{2}\right) \neq 0$.

Applying this result to the case $L=A$, we conclude that $A$ is a dense ring of linear operators on $E$. -

Conversely, if $A$ is a dense ring of linear operators on a nonzero $K$-vector space $E$, then $K$ is in a natural way isomorphic to the ring of all endomorphisms of the commutative group $E$ that commute with each member of $A$ :
25.7 Theorem. If $A$ is a dense ring of linear operators on a nonzero $K$-vector space $E$, and if for each $\lambda \in K, \hat{\lambda}$ is the endomorphism of the commutative group $E$ defined by $\hat{\lambda}(x)=\lambda . x$ for all $x \in E$, then $\lambda \rightarrow \hat{\lambda}$ is an isomorphism from $K$ to the division ring $D$ of all endomorphisms of the commutative group $E$ that commute with each member of $A$.

Proof. The only nontrivial verification is to show that if $v \in D$, then $v=\hat{\lambda}$ for some $\lambda \in K$. For any nonzero $x \in E$, if $x$ and $v(x)$ were linearly independent, then there would exist $u \in A$ such that $u(x)=x$ and $u(v(x))=x$, whence $(u v)(x)=x \neq v(x)=(v u)(x)$, a contradiction. Thus for each nonzero $x \in E$ there exists $\lambda_{x} \in K$ such that $v(x)=\lambda_{x} x$. We need only show, therefore, that if $x$ and $y$ are nonzero vectors of $E$, then $\lambda_{x}=\lambda_{y}$. There exists $u \in A$ such that $u(x)=y$, so

$$
\lambda_{y} y=v(y)=(v u)(x)=(u v)(x)=u\left(\lambda_{x} x\right)=\lambda_{x} u(x)=\lambda_{x} y
$$

whence $\lambda_{y}=\lambda_{x}$. .
25.8 Corollary. Let $A$ be a dense ring of linear operators on a $K$-vector space $E$, and let $L$ be a left ideal of $A$. If $F=\operatorname{Ann}_{E}(L)+N$ where $N$ is a finite-dimensional subspace, then for any $u \in A$ satisfying $u(y)=0$ for all $y \in \operatorname{Ann}_{E}(L)$ there exists $v \in L$ such that $v(x)=u(x)$ for all $x \in F$.

Proof. Let $M=\operatorname{Ann}_{E}(L)$, and let $\left\{x_{1}, \ldots, x_{n}\right\}$ be a basis of a supplement of $M$ in $F$. Then $\left\{x_{1}+M, \ldots, x_{n}+M\right\}$ is a basis of $F / M$, so by 25.6 and 25.7 there exists $v \in L$ such that $v\left(x_{i}\right)=u\left(x_{i}\right)$ for all $i \in[1, n]$. Consequently, $v(x)=u(x)$ for all $x \in F$.

If $A$ is a ring of linear operators on a vector space $E$ and if $F$ is a subspace of $E$, we shall call the annihilator of $F$ in $A$ the left ideal of all $u \in A$ such that $u(F)=(0)$ and denote it by $\operatorname{Ann}_{A}(F)$.
25.9 Corollary. Let $A$ be the ring of all linear operators on a nonzero finite-dimensional $K$-vector space $E$. Then $L \rightarrow \operatorname{Ann}_{E}(L)$ is an orderinverting bijection from the set of all left ideals of $A$ to the set of all subspaces of $E$, and its inverse is the bijection $F \rightarrow \operatorname{Ann}_{A} F$. Thus the zero ideal is the only proper ideal of $A$.

Proof. By 25.8, if $L$ is a left ideal of $A, \operatorname{Ann}_{A}\left(\operatorname{Ann}_{E}(L)\right)=L$, and clearly for any subspace $F$ of $E, \operatorname{Ann}_{E}\left(\operatorname{Ann}_{A}(F)\right)=F$.
25.10 Theorem. Let $A$ be a dense ring of linear operators on a $K$ vector space $E$. (1) A nonzero ideal $J$ of $A$ is also a dense ring of linear operators on $E$. (2) If $e$ is a nonzero idempotent of $A$ with range $M$ and if for each $v \in e A e, v_{M}$ is the function obtained by restricting the domain and codomain of $v$ to $M$, then $v \rightarrow v_{M}$ is an isomorphism from eAe to a dense ring of linear operators on $M$.

Proof. (1) By hypothesis there exist $u \in J$ and nonzero vectors $a$ and $b$ such that $u(a)=b$. Let $x_{1}, \ldots, x_{n}$ be a linearly independent sequence of vectors, and let $y_{1}, \ldots, y_{n} \in E$. For each $i \in[1, n]$ there exist $v_{i}, w_{i} \in A$ such that $v_{i}\left(x_{i}\right)=a, v_{i}\left(x_{j}\right)=0$ if $j \neq i$, and $w_{i}(b)=y_{i}$. Let

$$
t=\sum_{j=1}^{m} w_{j} u v_{j} \in J
$$

Clearly $t\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$.
(2) Let $x_{1}, \ldots, x_{n}$ be a linearly independent sequence of vectors in $M$, and let $y_{1}, \ldots, y_{n} \in M$. There exists $u \in A$ such that $u\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$. But then, as $e(x)=x$ for all $x \in M$, eue $M_{M}\left(x_{i}\right)=e u e\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$. If $v \in e A e$ is such that $v(M)=\{0\}$ and if $N$ is the kernel of $e$, then $v(N)=\{0\}$ as $v=e v e$, so $v=0$ as $E$ is the direct sum of $M$ and $N$. Thus $v \rightarrow v_{M}$ is an isomorphism from $e A e$ to a dense ring of linear operators on $M$.
25.11 Corollary. Let $A$ be a dense ring of linear operators on a $K$ vector space $E$. If $I$ and $J$ are ideals such that $I J=(0)$, then either $I=(0)$ or $J=(0)$. In particular, $A$ is not the direct sum of two proper ideals.

Proof. Suppose $I \neq(0)$ and $J \neq(0)$, and let $a$ be a nonzero vector in $E$. By (1) of 25.10 there exist $u \in I$ and $v \in J$ such that $u(a)=a=v(a)$, whence $u v \neq 0$.
25.12 Definition. $A$ ring $A$ is left primitive, or simply primitive, if it is isomorphic to a primitive ring of endomorphisms of a nonzero commutative group; $A$ is right primitive if $A$ is anti-isomorphic to a left primitive ring.

Primitivity may be expressed in terms of modules: An $A$-module $E$ is simple if $E$ contains no proper nonzero submodules, and $E$ is faithful if $\mathrm{Ann}_{A}(E)=(0)$. Let $\phi: a \rightarrow \hat{a}$ be an isomorphism from a ring $A$ to a ring $\hat{A}$ of endomorphisms of a nonzero commutative group $E$. We may make $E$ into an $A$-module by defining $a . x=\hat{a}(x)$ for all $a \in A, x \in E$. If $\hat{A}$ is a primitive ring of endomorphisms of $E$, then $A . x=E$ for all nonzero $x \in E$, and hence $E$ is a simple nontrivial $A$-module; as $\phi$ is injective, $E$ is faithful. Thus a primitive ring admits a faithful simple nontrivial module.

Conversely, assume that $E$ is a faithful simple nontrivial $A$-module, and for each $a \in A$, let $\hat{a}$ be the endomorphism of the commutative group $E$ defined by $\hat{a}(x)=a . x$. Since $E$ is faithful, $\phi: a \rightarrow \hat{a}$ is an isomorphism from $A$ to a subring $\hat{A}$ of $\operatorname{End}(E)$. For each $x \in E, A x$ is either $E$ or ( 0 ) as $E$ is simple, but as $E$ is nontrivial, $\{x \in E: A x=(0)\}$ is a proper submodule of $E$ and hence is the zero submodule; thus $A x=E$ for all nonzero $x \in E$, so $\hat{A}$ is a primitive ring of endomorphisms of $E$.

In sum, a ring is primitive if and only if it admits a faithful simple nontrivial module. Similarly, a ring is right primitive if and only if it admits a faithful simple nontrivial right module.
25.13 Theorem. A ring $A$ is primitive if and only if $A$ is isomorphic to a dense ring of linear operators on a nonzero vector space.

The assertion follows from 25.6.
25.14 Corollary. A commutative primitive ring is a field.
25.15 Corollary. Let $A$ be a primitive ring. Every nonzero ideal of $A$ is a primitive ring, and for every nonzero idempotent $e$ of $A, e A e$ is a primitive ring. Moreover, $A$ is not the direct sum of two proper ideals.

The assertions follow from 25.13, 25.10, and 25.11.

A left [right] ideal $I$ of a ring $A$ is a minimal left [right] ideal if $I$ is minimal in the set of all nonzero left [right] ideals of $A$, ordered by inclusion.
25.16 Theorem. If $I$ is a minimal left ideal of a ring $A$, then either $I^{2}=(0)$ or there is an idempotent $e$ such that $I=A e$.

Proof. Assume that $I^{2} \neq(0)$. Then there exists $b \in I$ such that $I b \neq(0)$. Since $\{x \in I: x b=0\}$ is therefore a left ideal properly contained in $I$, it is the zero ideal, so $x b \neq 0$ for all nonzero $x \in K$. As $I b$ is a nonzero left ideal contained in $I, I b=I$, and hence there exists $e \in I$ such that $e b=b$. Then $\left(e^{2}-e\right) b=0$, so $e^{2}-e=0$. In particular, $e \in A e$, so $A e$ is a nonzero left ideal contained in $I$, whence $A e=I$. 。
25.17 Theorem. Let $A$ be a ring having no nonzero nilpotent ideals. Then $A$ has no nonzero left or right nilpotent ideals, and consequently if $I$ is a minimal left ideal of $A$, there is an idempotent $e$ such that $I=A e$.

Proof. Let $I$ be a left ideal, and let $J=I+I A$, the ideal of $A$ generated by $I$. If $J^{k}=I^{k}+I^{k} A$, then

$$
\begin{aligned}
J^{k+1} & =(I+I A)\left(I^{k}+I^{k} A\right)=I^{k+1}+I\left(A I^{k}\right)+I I^{k} A+I\left(A I^{k}\right) A \\
& =I^{k+1}+I^{k+1} A
\end{aligned}
$$

Hence if $I^{n}=(0)$, then $J^{n}=(0)$, so $J=(0)$ and thus $I=(0)$. The final assertion therefore follows from 25.16. -
25.18 Theorem. Let $e$ be an idempotent of a ring $A$ having no nonzero nilpotent ideals, and for each $a \in A$, let $a_{L}$ be the endomorphism of the commutative group $A e$ defined by $a_{L}(x)=a x$ for all $x \in A e$. (1) $A e$ is a minimal left ideal of $A$ if and only if $e A e$ is a division ring. (2) If $A e$ is a minimal left ideal, then $A e$ is a right vector space over eAe under the scalar multiplication defined by $a . c=a c$ for all $a \in A e, c \in e A e$, and $\lambda: a \rightarrow a_{L}$ is an epimorphism from $A$ to a dense ring $A_{L}$ of linear operators on the right $e A e$-vector space $A e$; furthermore, if $A$ is primitive, $\lambda$ is an isomorphism.

Proof. If $J=\{x \in A: A x=(0)\}$, then $J$ is an ideal satisfying $J^{2}=(0)$, so $J=(0)$. Thus for every nonzero $x \in A, A x \neq(0)$. Assume first that $A e$ is a minimal left ideal. By the remark just made, $A x=A e$ for every nonzero $x \in A e$. Therefore $A_{L}$ is a primitive ring of endomorphisms of the commutative group $A e$. Let $K$ be the ring of all endomorphisms of $A e$ that commute with each member of $A_{L}$. By $25.6, K$ is a division ring. For each $c \in e A e$, let $c_{R}$ be the endomorphism of $A e$ defined by $c_{R}(x)=x c$ for all $x \in A e$. Clearly $c_{R} \in K$. If $c_{R}=0$, then $\operatorname{Aec}=(0)$, so $c=e c=e^{2} c=0$. Let $\beta \in K$, and let $c=\beta(e) \in A e$. Then

$$
e c=e_{L}(c)=e_{L}(\beta(e))=\beta\left(e_{L}(e)\right)=\beta\left(e^{2}\right)=\beta(e)=c,
$$

so $c=e c \in e A e$. For any $a \in A e, a e=a$, so

$$
\beta(a)=\beta(a e)=\beta\left(a_{L}(e)\right)=a_{L}(\beta(e))=a_{L}(c)=a c=c_{R}(a)
$$

and therefore $\beta=c_{R}$. If $c, d \in e A e$, clearly $(c d)_{R}=d_{R} c_{R}$. Therefore $\beta: c \rightarrow c_{R}$ is an anti-isomorphism from $e A e$ to $K$, so $e A e$ is also a division ring. Clearly $\lambda$ is an epimorphism from $A$ to $A_{L}$, and by $25.6, A_{L}$ is a dense ring of linear operators on the right $e A e$-vector space $A e$. The kernel $L$ of $\lambda$ satisfies $L A e=(0)$ and hence $L(A e+A e A)=(0)$, so if $A$ is primitive, $L=(0)$ by 25.11 .

Finally, assume that $e A e$ is a division ring, and let $I$ be a nonzero left ideal contained in $A e$. Then $I e=I$ as $e$ is a right identity of $A e$. Hence if $e I=(0)$, then $I^{2}=I e I=(0)$, a contradiction of our hypothesis by 25.17. Therefore there exists $u \in I$ such that $e u \neq 0$. As $u \in A e, u=u e$, so eue $\neq 0$. Therefore there exists $x \in A$ such that $(e x e)(e u e)=e$, so $e=(e x e) u \in I$, whence $A e \subseteq I$. Thus $A e$ is a minimal left ideal. •

If $A$ is a ring, the ring opposite $A$, or the opposite ring of $A$, is the ring obtained from $A$ by replacing the multiplicative composition of $A$ with the composition $*$, defined by $x * y=y x$ for all $x, y \in A$. The identity mapping is thus an anti-isomorphism from a ring to its opposite. If $\mathcal{T}$ is a ring topology on $A, \mathcal{T}$ is also a ring topology on its opposite by (2) of 2.11, and if $A$ has an identity element, $A$ and its opposite have the same multiplicative inversion, which therefore is continuous on $\boldsymbol{A}$ for $\mathcal{T}$ if and only if it is on the ring opposite $A$. Clearly $A$ and its opposite have the same ideals, the same nilpotent ideals and the same idempotents. Moreover, if $e$ is an idempotent, $e * A * e=e A e$, and $e A e$ is a division subring of $A$ if and only if its opposite is a division subring of the opposite ring of $A$. Therefore by applying 25.14 to the opposite ring of $A$, we conclude:
25.19 Corollary. Let $e$ be an idempotent of a ring $A$ having no nonzero nilpotent ideals, and for each $a \in A$, let $a_{R}$ be the endomorphism of the commutative group $e A$ defined by $a_{R}(x)=x a$ for all $x \in e A$. (1) $e A$ is a minimal right ideal of $A$ if and only if $e A e$ is a division ring. (2) If $e A$ is a minimal right ideal, then $e A$ is a left vector space over eAe under the scalar multiplication defined by $c . a=c a$ for all $c \in e A e, a \in e A$, and $\rho: a \rightarrow a_{R}$ is an anti-isomorphism from $A$ to a dense ring $A_{R}$ of linear operators on the left eAe-vector space $e A$; furthermore, if $A$ is primitive, $\rho$ is an anti-isomorphism.
25.20 Theorem. If $A$ is a dense ring of linear operators on a $K$-vector space $E$, then $I$ is a minimal left ideal of $A$ if and only if there is an idempotent $e \in A$ such that $I=A e$ and $e$ is a projection on a one-dimensional subspace of $E$.

Proof. Necessity: By 25.11 and $25.17, I=A e$ where $e$ is an idempotent of $A$. Thus $e$ is a projection on a subspace $M$ of $E$. Suppose that $M$ contained linearly independent vectors $a$ and $b$. Then there would exist $u \in A$ such that $u(a)=a$ and $u(b)=0$. Thus eue $\neq 0$, so Aue $\neq(0)$ and hence $A u e=A e$. Consequently, there would exist $v \in A$ such that $v u e=e$, whence $b=e(b)=v u e(b)=v u(b)=0$, a contradiction. Therefore $M$ is one-dimensional.

Sufficiency: Let $e \in A$ be a projection on a one-dimensional subspace $K . a$ of $E$, and let $u \in A e, u \neq 0$. As $u=u e$, the kernel of $u$ contains that of $e$, a subspace supplementary to $K . a$, so $u(a) \neq 0$. Therefore there exists $v \in A$ such that $v(u(a))=a$. Since the kernel of $v u$ contains that of $e$, therefore, $v u=e$, and hence $e \in A u$, so $A e \subseteq A u$. Thus $A e$ is a minimal left ideal.
25.21 Theorem. Let $A$ be a dense ring of linear operators on a $K$ vector space $E$ that has a minimal left ideal. (1) Every nonzero left ideal of $A$ contains a minimal left ideal. (2) The ideal of all linear operators in $A$ of finite-dimensional range contains a projection on each finite-dimensional subspace of $E$, is the smallest nonzero ideal of $A$, and is the sum of all the minimal left ideals of $A$.

Proof. By $25.20, A$ contains a projection $e$ on a one-dimensional subspace K.c. (1) Let $L$ be a nonzero left ideal of $A$. There exist nonzero $a, b \in E$ and $t \in L$ such that $t(a)=b$. There exist $r, s \in A$ such that $r(c)=a$ and $s(b)=c$. If $f=r e s t \in L$, then $f$ is a projection on $K . a$, so $A f$ is a minimal left ideal contained in $L$ by 25.20 . (2) Let $\left\{a_{1}, \ldots, a_{n}\right\}$ be a basis of a subspace $M$. For each $i \in[1, n]$ there exist $u_{i}, v_{i} \in A$ such that $u_{i}\left(a_{i}\right)=c, u_{i}\left(a_{k}\right)=0$ for all $k \neq i$, and $v_{i}(c)=a_{i}$. Then $\sum_{i=1}^{n} v_{i} e u_{i}$ is a projection on $M$. Finally, let $J$ be a nonzero ideal of $A$, let $w$ be a linear operator in $A$ with $n$-dimensional range, and let $a_{1}, \ldots, a_{n}$ be such that $\left\{w\left(a_{1}\right), \ldots, w\left(a_{n}\right)\right\}$ is a basis of $w(E)$. By 25.10 , for each $i \in[1, n]$ there exists $u_{i} \in J$ such that $u_{i}\left(w\left(a_{i}\right)\right)=a_{i}$ and $u_{i}\left(w\left(a_{j}\right)\right)=0$ for all $j \neq i$. Let $e_{i}=u_{i} w \in J$. Then $e_{i}$ is a projection on $K . a_{i}$, so $A e_{i}$ is a minimal left ideal by 25.16. Moreover,

$$
w=\sum_{i=1}^{n} w e_{i}
$$

so $w$ belongs to $A e_{1}+\cdots+A e_{n}$ and to $J . \bullet$
We conclude with an application to topological rings:
25.22 Theorem. If $A$ is a Hausdorff primitive topological ring with a minimal left ideal Ae, where $e$ is an idempotent, then $A$ is topologically [anti-]isomorphic to a topological dense ring $A_{L}\left[A_{R}\right]$ of continuous linear
operators containing nonzero linear operators of finite rank on the straight Hausdorff right [left] vector space Ae $[e A]$ over the division ring eAe, where $A e[e A]$ and $e A e$ are topologized as subsets of $A,(u, x) \rightarrow u(x)$ is continuous from $A_{L} \times A e$ to $A e\left[A_{R} \times e A\right.$ to $\left.e A\right]$, and the additive groups $A e,[e A]$, and $e A e$ are topological epimorphic images of the additive group $A$.

Proof. With the notation of (2) of 25.18 , let $A_{L}$ be furnished with the topology making $\lambda: a \rightarrow a_{L}$ a topological isomorphism. Since scalar multiplication of the right $e A e$-vector space $A e$ is simply the restriction to $A e \times e A e$ of multiplication on $A, A e$ is a topological $e A e$-vector space. Also ( $u, x) \rightarrow u(x)$ from $A_{L} \times A e$ to $A e$ is simply the mapping $(u, x) \rightarrow$ ( $\left.\lambda^{-1}(u), x\right)$ from $A_{L} \times A e$ to $A \times A e$ followed by the restriction of multiplication to $A \times A e$ and hence is continuous. In particular, each $u \in A_{L}$ is continuous.

To show that $A e$ is a straight vector space over $e A e$, we first observe that $\lambda \rightarrow e . \lambda$ from $e A e$ to $e . e A e$ is simply the identity mapping of $e A e$ and hence is a homeomorphism. For any nonzero $c \in A e$ there exist $v, w \in A$ such that $v_{L}(e)=c$ and $w_{L}(c)=e$, so the restriction of $v_{L}$ to e.eAe and that of $w_{L}$ to c.eAe are continuous maps that are inverses of each other; hence $e . \lambda \rightarrow c . \lambda$ is a homeomorphism. Consequently, $\lambda \rightarrow c . \lambda$ is the composite of two homeomorphisms and hence is a homeomorphism.

Finally, for any subset $U$ of $A, U \cap A e \subseteq U e$ and $U \cap e A e \subseteq e U e$. Thus $x \rightarrow x e$ and $x \rightarrow e x e$ are respectively continuous open epimorphisms from the additive group $A$ to the additive groups $A e$ and $e A e$. The ring $A_{R}$ and the anti-isomorphism from $A$ to $A_{R}$ are defined in 25.19, and the analogous statements concerning them are similarly proved.
25.23 Theorem. A topological ring $A$ is a locally compact, connected, primitive ring with a minimal left ideal if and only if it is topologically isomorphic to the ring of all linear operators on a nonzero finite-dimensional right vector space $E$ over $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$, furnished with the unique Hausdorff topology making it a topological algebra over $\mathbb{R}$.

Proof. Sufficiency: By 25.13 and $25.20, A$ is a primitive ring with a minimal left ideal, and $A$ is locally compact and connected since, as a topological $\mathbb{R}$-vector space, it is by 15.10 topologically isomorphic to $\mathbb{R}^{n^{2}}$ where $n=\operatorname{dim}_{\mathbb{R}} E$.

Necessity: By 25.13 and $25.11, A$ has no nonzero nilpotent ideals, so by 25.16 $A$ has an idempotent $e$ such that $A e$ is a minimal left ideal. Therefore by 25.22 we shall regard $A$ as a locally compact dense ring of continuous linear operators on a right Hausdorff vector space $E$ over a division ring $K$ furnished with a Hausdorff ring topology such that the additive groups $E$ and $K$ are topological epimorphic images of $A$. Consequently, both $E$ and
$K$ are connected and locally compact, so $K$ is topologically isomorphic to $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$ by 16.5 and $E$ is finite-dimensional by 16.2 .

## Exercises

25.1 If $A$ is a dense ring of linear operators on a vector space $E$ and if $A$ contains a minimal left ideal, then for any finite-dimensional subspace $F$ of $E, A$ contains a projection on $F$.
25.2 A primitive ring that contains a nonzero finite left or right ideal is finite.
25.3 Let $E$ be a Hausdorff vector space over a complete, straight division ring $K$. If every finite-dimensional subspace of $E$ has a topological supplement, then the ring $A$ of all continuous linear operators on $E$ is a dense ring of linear operators containing a minimal left ideal. [Use 15.2.] (Corollaries of the Hahn-Banach theorem imply that the hypothesis holds if $K$ is $\mathbb{R}$ or $\mathbb{C}$ and $E$ is a normed (or, more generally, a Hausdorff locally convex) space.)
25.4 Let $E$ be the topological vector space $\mathbb{Q}+\mathbb{Q} \sqrt[3]{2}$ over $\mathbb{Q}$, where both $E$ and $\mathbb{Q}$ are given the topology induced from $\mathbb{R}$. The ring of all continuous linear operators on $E$ is not a primitive ring of endomorphisms of the additive group $E$. [Use 8.7.]

## 26 The Radical of a Ring

In $\S 24$ we defined the radical of a commutative ring with identity to be the intersection of its maximal ideals. Here we extend that definition to one for arbitrary rings.
26.1 Definition. An ideal $J$ of a ring $A$ is left primitive, or simply primitive, if $A / J$ is a primitive ring, and $J$ is right primitive if $A / J$ is a right primitive ring.
26.2 Definition. A left ideal $J$ of a ring $A$ is regular if there exists $e \in A$ such that $x-x e \in J$ for all $x \in A$, and a right ideal $J$ of $A$ is regular if there exists $e \in A$ such that $x-e x \in A$ for all $x \in A$. A maximal regular left [right] ideal of $A$ is a left [right] ideal that is maximal in the set of all proper regular left [right] ideals of $A$, ordered by inclusion.

Clearly any left [right] ideal containing a regular left [right] ideal is again regular, and if $A$ has an identity element, every left or right ideal is regular. Consequently, a maximal regular left [right] ideal is actually maximal in the set of all proper left [right] ideals of $A$, and thus is a regular maximal left [right] ideal, and conversely, a regular maximal left [right] ideal is clearly a maximal regular left [right] ideal.
26.3 Theorem. A proper regular left [right] ideal of a ring $A$ is contained in a maximal regular left [right] ideal.

Proof. Let $J$ be a proper regular left ideal. Then there exists $e \in A$ such that $x-x e \in J$ for all $x \in A$. As $J$ is proper, $e \notin J$. The set of all ideals of $A$ containing $J$ but not $e$, ordered by inclusion, is clearly inductive, and so by Zorn's Lemma contains a maximal member $M$. Any left ideal of $A$ properly containing $M$ would therefore contain $e$ and hence would be $A$; thus $M$ is a maximal regular left ideal. -

If $J$ is a regular left ideal of a ring $A$, we define $P(J)$ and $D(J)$ by

$$
P(J)=\{a \in A: a A \subseteq J\} \quad D(J)=\{d \in A: J d \subseteq J\} .
$$

26.4 Theorem. If $J$ is a regular left ideal of a ring $A, P(J)$ is the largest ideal of $A$ contained in $J$, and $D(J)$ is the largest subring of $A$ in which $J$ is an ideal.

Proof. There exists $e \in A$ such that $x-x e \in J$ for all $x \in A$. If $x \in P(J)$, then $x=(x-x e)+x e \in J+J=J$. Thus $P(J) \subseteq J$, and hence $P(J)$ is the largest ideal of $A$ contained in $J$.
26.5 Theorem. Let $A$ be a ring. (1) If $M$ is a regular maximal left ideal of $A$ and if, for each $a \in A$ and each $d \in D(M), \hat{a}$ and $\tilde{d}$ are the endomorphisms of the commutative group $A / M$ well defined by

$$
\hat{a}(x+M)=a x+M \quad \tilde{d}(x+M)=x d+M
$$

for all $x \in A$, then $\phi: a \rightarrow \hat{a}$ is an epimorphism from $A$ to a primitive ring $\hat{A}$ of endomorphisms of $A / M$ whose kernel, $P(M)$, is thus a primitive ideal, $\psi: d \rightarrow \tilde{d}$ is an anti-epimorphism with kernel $M$ from $D(M)$ to the division ring $D$ of all endomorphisms of $A / M$ that commute with each member of $\hat{A}, A / M$ is a right vector space over $D(M) / M$ under the well defined scalar multiplication

$$
(x+M) \cdot(d+M)=x d+M
$$

for all $x \in A, d \in D(M)$, and $\hat{A}$ is a dense ring of linear operators on the $D(M) / M$-vector space $A / M$. (2) If $P$ is the kernel of an epimorphism $\psi$ from $A$ to a primitive ring $\hat{A}$ of endomorphisms of a nonzero commutative group $E$, then for each nonzero $x \in E$, the left ideal $M_{x}$, defined by

$$
M_{x}=\{a \in A: \hat{a}(x)=0\},
$$

is a regular maximal left ideal of $A$, and $P=P\left(M_{x}\right)$. (3) If $P$ is a primitive ideal of $A$, then $P$ is the intersection of all the regular maximal left ideals $M$ such that $P=P(M)$.

Proof. Let $e \in A$ be such that $z-z e \in M$ for all $z \in A$. (1) Clearly $\hat{a}$ and $\tilde{d}$ are well defined. To show that $\hat{A}$ is a primitive ring of endomorphisms of $A / M$, let $x \in A \backslash M$ and $y \in A$. Now $A e \nsubseteq M$, since otherwise $z=$ $(z-z e)+z e \in M$ for all $z \in A$, a contradiction. Thus $\{d \in A: A d \subseteq M\}$ is a proper left ideal of $A$ containing $M$ and hence is $M$. Consequently, $A x \nsubseteq M$, so $A x+M=A$. In particular, there exists $a \in A$ such that $a x-y \in M$, so $\hat{a}(x+M)=y+M$. Thus $\hat{A}$ is a primitive ring of endomorphisms of $A / M$, so the kernel of $\phi$, which is clearly $P(M)$, is a primitive ideal.

If $d \in D(M)$, then for all $a, x \in A$,

$$
(\hat{a} \circ \tilde{d})(x+M)=\hat{a}(x d+M)=a x d+M=\tilde{d}(a x+M)=(\tilde{d} \circ \hat{a})(x+M)
$$

so $\tilde{d} \in D$. Conversely, let $\delta \in D$, and let $d \in A$ be such that $d+M=$ $\delta(e+M)$. Then for any $x \in A, x+M=x e+M$ since $x-x e \in M$, so $\delta(x+M)=\delta(x e+M)=\delta(\hat{x}(e+M))=\hat{x}(\delta(e+M))=\hat{x}(d+M)=x d+M$. In particular, if $x \in M$, then $M=\delta(0+M)=\delta(x+M)=x d+M$, so $x d \in$ $M$. Thus $d \in D(M)$, and for each $x \in A, \delta(x+M)=x d+M=\tilde{d}(x+M)$, so $\delta=\tilde{d}$. Clearly, if $c, d \in B(M), \widetilde{c d}=\tilde{d} \circ \tilde{c}$. Moreover,

$$
\psi^{-1}(0)=\{d \in A: A d \subseteq M\} \cap D(M)=M \cap D(M)=M
$$

as we saw above. Therefore $D(M) / M$ is isomorphic to the division ring opposite $D$, and thus $\hat{A}$ is a dense ring of linear operators on the right $D(M) / M$-vector space $A / M$ by 25.6 .
(2) Clearly each $M_{x}$ is a proper left ideal containing $P$, and

$$
P=\bigcap\left\{M_{x}: x \in E, x \neq 0\right\}
$$

It therefore suffices to show that each $M_{x}$ is a regular maximal left ideal and that $P=P\left(M_{x}\right)$. Since $\hat{A}$ is primitive, there exists $e \in A$ such that $\hat{e}(x)=x$, so $a-a e \in M_{x}$ for all $a \in A$, and thus $M_{x}$ is a regular left ideal. To show that for any $c \in A \backslash M_{x}, A=A c+M_{x}, \operatorname{let} d \in A$. As $\hat{c}(x) \neq 0$, there exists $a \in A$ such that

$$
\hat{a}(\hat{c}(x))=\hat{d}(x)
$$

so $a c-d \in M_{x}$, and thus $d \in A c+M_{x}$. Hence $M_{x}$ is a regular maximal left ideal of $A$. Since $P\left(M_{x}\right)$ is the largest ideal of $A$ contained in $M_{x}$ by 26.4, $P \subseteq P\left(M_{x}\right)$. Conversely, let $a \in P\left(M_{x}\right)$, and let $y \in E$. Then there exists $b \in A$ such that $\hat{b}(x)=y$, so as $a b \in M_{x}$,

$$
\hat{a}(y)=\hat{a}(\hat{b}(x))=(\hat{a} b)(x)=0 .
$$

Thus $\hat{a}=0$, so $a \in P$. Clearly (3) follows from (2).
26.6 Theorem. If $M$ is a maximal ideal of a ring $A$ that is also a regular left ideal, then $M$ is primitive.

Proof. By 26.3, $M$ is contained in a maximal regular left ideal $N$. By 26.4, $M=P(N)$ and hence by (1) of $26.5, M$ is primitive.
26.7 Definition. Let $A$ be a ring. The radical of $A$ is $A$ if $A$ has no proper regular left ideals, the intersection of all regular maximal left ideals of $A$ if $A$ has a proper regular left ideal. The ring $A$ is semisimple if its radical is $\{0\}$, a radical ring if its radical is $A$.

Thus, if $A$ is a commutative ring with identity, the radical of $A$ is the intersection of all the maximal ideals of $A$, in accordance with Definition 24.13.
26.8 Theorem. The radical of a ring is the intersection of all its primitive ideals and thus is an ideal.

The assertion follows from 26.5 and 26.4.
26.9 Theorem. Let $R$ be the radical of a ring $A$. (1) Each element of $R$ is advertible. (2) For any $c \in A$, the following statements are equivalent:
$1^{\circ} a c$ is left advertible for all $a \in A$.
$2^{\circ} c a$ is left advertible for all $a \in A$.
$3^{\circ} a c b$ is left advertible for all $a, b \in A$.
$4^{\circ} c \in R$.
Proof. (1) Let $c \in A$ have no left adverse, and let $J=\{x-x c: x \in A\}$. Clearly $J$ is a regular left ideal, and $J$ is proper since $-c \notin J$. By $26.3, J$ is contained in a maximal regular left ideal $M$, and $c \notin M$, since otherwise, for any $x \in A, x=(x-x c)+x c \in J+M=M$, a contradiction. Therefore $c \notin R$.

Let $b \in R$. We have just seen that $b$ has a left adverse $a$, and $a=a b-b \in$ $R$ by 26.8, and hence $a$ also has a left adverse $c$. Therefore as $\circ$ is associative, $b=c$, and $a$ is the adverse of $b$.
(2) By (1) and $26.8,4^{\circ}$ implies each of $1^{\circ}-3^{\circ}$. Suppose that $c \notin R$. By 26.8 , there is a primitive ideal $P$ of $A$ such that $c \notin P$. By definition, $P$ is the kernel of an epimorphism $a \rightarrow \hat{a}$ from $A$ to a primitive ring of endomorphisms of a nonzero commutative group $E$. As $\hat{c} \neq 0$, there exists $x \in E$ such that $\hat{c}(x) \neq 0$. Therefore there exist $a, b \in A$ such that $\hat{a}(\hat{c}(x))=x$ and $\hat{b}(x)=x$. For any $u \in A,[\widehat{u \circ a c}](x)=x \neq 0$, so $a c$ is not left advertible, $[\hat{u \circ c a}](\hat{c}(x))=\hat{c}(x) \neq 0$, so $c a$ is not left advertible, and $[\widehat{u \circ a c b}](x)=x \neq 0$, so $a c b$ is not left advertible. •
26.10 Corollary. If $R$ is the radical of a ring $A$, then the ring opposite $R$ is the radical of the ring opposite $A$.

Proof. By (1) and $3^{\circ}$ of (2) of $26.9, c \in R$ if and only if $a c b$ is advertible for all $a, b \in A$. Since a ring and its opposite clearly have the same advertible elements, the assertion follows.
26.11 Theorem. Let $R$ be the radical of a ring $A$. (1) $R$ is the intersection of the right primitive ideals of $A$. (2) For any $c \in A$, the following statements are equivalent:
$1^{\circ} a c$ is right advertible for all $a \in A$.
$2^{\circ} c a$ is right advertible for all $a \in A$.
$3^{\circ} a c b$ is right advertible for all $a, b \in A$.
$4^{\circ} c \in R$.
Proof. The statements follow from $26.8,26.9$, and 26.10 . For example, $1^{\circ}$ of 26.9 , applied to the ring opposite $A$, becomes $2^{\circ}$ of this theorem.
26.12 Theorem. If $A$ is a primitive or right primitive ring, then $A$ is semisimple. In particular, a dense ring of linear operators on a vector space is semisimple.

The assertion follows from 26.8 and 26.10 .
26.13 Theorem. Let $J$ be a left or right ideal of a ring A. If every element of $J$ is left [right] advertible, then $J$ is contained in the radical of $A$.

The assertion follows from 26.9 and 26.11.
Extending Definition 21.9, we shall say that a left or right ideal of a ring is nil if each of its elements is nilpotent.
26.14 Corollary. A nil left or right ideal of a ring is contained in its radical.

Proof. If $x^{n}=0$, then the adverse of $x$ is $-\sum_{k=1}^{n-1} x^{n}$. •
26.15 Theorem. Let $A$ and $A^{\prime}$ be rings with radicals $R$ and $R^{\prime}$ respectively, and let $h$ be an epimorphism from $A$ to $A^{\prime}$. (1) $h(R) \subseteq R^{\prime}$. (2) If $h^{-1}(0) \subseteq R$, then $h(R)=R^{\prime}$.

Proof. (1) By (1) of $26.9, h(R)$ is an ideal of $A^{\prime}$ all of whose elements are advertible, so $h(R) \subseteq R^{\prime}$ by 26.13. (2) If $Q$ is a primitive ideal of $A^{\prime}$, then $h^{-1}(Q)$ is a primitive ideal of $A$ since $h$ induces an isomorphism from $A / h^{-1}(Q)$ to $A^{\prime} / Q$. If $P$ is a primitive ideal of $A$, then $h^{-1}(0) \subseteq R \subseteq P$, so $h^{-1}(h(P))=P$, and consequently $h(P)$ is a primitive ideal of $A^{\prime}$ since $A^{\prime} / h(P)$ is isomorphic to $A / h^{-1}(h(P))=A / P$. Thus $P \rightarrow h(P)$ is a
bijection from the set $\mathcal{P}$ of primitive ideals of $A$ to the set $\mathcal{Q}$ of primitive ideals of $A^{\prime}$, and its inverse is $Q \rightarrow h^{-1}(Q)$. Hence by 26.8 ,

$$
h^{-1}\left(R^{\prime}\right)=h^{-1}\left(\bigcap_{Q \in \mathcal{Q}} Q\right)=\bigcap_{Q \in \mathcal{Q}} h^{-1}(Q)=\bigcap_{P \in \mathcal{P}} P=R,
$$

so $R^{\prime}=h\left(h^{-1}\left(R^{\prime}\right)\right)=h(R)$.
26.16 Corollary. If $J$ is an ideal of a ring $A$ contained in its radical $R$, then $R / J$ is the radical of $A / J$. In particular, $A / R$ is a semisimple ring.
26.17 Theorem. If $e$ is an idempotent in a ring $A$ with radical $R$, then $e R e$ is the radical of $e A e$.

Proof. Let $S$ be the radical of $e A e$. As $e R e$ is an ideal of $e A e$, to show that $e R e \subseteq S$, is suffices by 26.13 to show that each $c \in e R e$ has an adverse in $e A e$. As $e R e \subseteq R$ and as $c=e c e, c$ has an adverse $c^{a}$ in $A$ by 26.9 and 26.11. Thus

$$
c^{a} e c e-e c e=c^{a}=e c e c^{a}-e c e
$$

so $c^{a} \in A e \cap e A=e A e$.
Conversely, let $c \in S$. To show that $c \in R$ (and hence in $e R e$ ), it suffices by 26.11 to show that for any $a \in A, c a$ has a right adverse in $A$. Now ceae has an adverse $b$ in $e A e$ by 26.9 and 26.11. As $c=c e$ and $b=e b$,

$$
\begin{aligned}
c a \circ b & =c e a+b-c e a b=c e a+b-c e a e b \\
& =[\text { ceae }+(c e a-c e a e)]+b-c e a e b \\
& =(\text { ceae } \circ b)+(\text { cea }-c e a e)=c e a-c e a e .
\end{aligned}
$$

As $c=e c,(c e a-c e a e)^{2}=0$, and hence if $d=-($ cea - ceae $), d$ is the adverse of cea-ceae. Thus ca $\circ b \circ d=(c e a-c e a e) \circ d=0$, so $c a$ is right advertible in $A$.
26.18 Theorem. If $R$ is the radical of a ring $A$ and if $J$ is an ideal of $A$, then the radical $R(J)$ of the ring $J$ is $R \cap J$.

Proof. Let $\mathcal{P}$ be the set of primitive ideals of $A$, and let $\mathcal{Q}$ be the subset of those primitive ideals $P$ not containing $J$. If $P \in \mathcal{Q}$, then $(J+P) / P$ is a nonzero ideal of the primitive ring $A / P$ and hence is a primitive ring by 25.15. As $J /(P \cap J)$ is isomorphic to $(J+P) / P$, therefore,

$$
R \cap J=\left(\bigcap_{P \in \mathcal{P}} P\right) \cap J=\bigcap_{P \in \mathcal{P}}(P \cap J)=\bigcap_{P \in \mathcal{Q}}(P \cap J) \supseteq R(J)
$$

But also, $R \cap J$ is an ideal of $J$ each of whose elements is an advertible element of $A$ and hence also an advertible element of $J$, so $R \cap J \subseteq R(J)$ by 26.13 .
26.19 Corollary. If $R$ is the radical of a ring $A$, then $R$ is a radical ring and is the radical of the ring $A_{1}$ obtained by adjoining an identity element to $A$.

Proof. $A$ is an ideal of $A_{1}$, and $A_{1} / A$ is isomorphic to the semisimple ring $\mathbb{Z}$, so by (1) of 26.15 , applied to the canonical epimorphism from $A_{1}$ to $A_{1} / A$, the radical $R_{1}$ of $A_{1}$ is contained in $A$. Thus by $26.18, R_{1}=R_{1} \cap A=R$.
26.20 Theorem. If $A$ is a semisimple ring and if $J$ is a left ideal of $A$, the radical $R(J)$ of the ring $J$ is $\{x \in J: J x=(0)\}$.

Proof. Let $I=\{x \in J: J x=(0)\} . J R(J)$ is a left ideal of $A$ contained in $R(J)$, so each of its elements is advertible by (1) of 26.9. Consequently, $J R(J)$ is contained in the radical of $A$ by 26.13 , so $J R(J)=(0)$ by hypothesis, and thus $R(J) \subseteq I$. But also $I$ is an ideal of $J$ satisfying $I^{2}=(0)$, so $I \subseteq R(J)$ by 26.14. Thus $R(J)=I$. •

We shall call a left or right ideal of a ring advertible if each of its elements is advertible. By 26.9 and 26.13, the radical of a ring is an advertible ideal and is the largest advertible left or right ideal of the ring.
26.21 Theorem. If $\left(A_{\lambda}\right)_{\lambda \in L}$ is a family of rings and if $R_{\lambda}$ is the radical of $A_{\lambda}$ for each $\lambda \in L$, then $\prod_{\lambda \in L} R_{\lambda}$ is the radical of $\prod_{\lambda \in L} A_{\lambda}$; in particular, if each $A_{\lambda}$ is semisimple, so is $\prod_{\lambda \in L} A_{\lambda}$.

Proof. Let $A=\prod_{\lambda \in L} A_{\lambda}$, and let $R$ be the radical of $A$. For each $\mu \in L$, let $p r_{\mu}$ be the canonical projection from $A$ to $A_{\mu}$. By 26.15, $p r_{\lambda}(R) \subseteq R_{\lambda}$ for each $\lambda \in L$, so $R \subseteq \prod_{\lambda \in L} R_{\lambda}$. But $\prod_{\lambda \in L} R_{\lambda}$ is clearly an advertible ideal of $A$ since each $R_{\lambda}$ is an advertible ideal of $A_{\lambda}$. Therefore $\prod_{\lambda \in L} R_{\lambda} \subseteq R$ by 26.13.

From 26.21 and 26.18 we obtain:
26.22 Theorem. If $\left(A_{\lambda}\right)_{\lambda \in L}$ is a family of rings and if $R_{\lambda}$ is the radical of $A_{\lambda}$ for each $\lambda \in L$, then $\bigoplus_{\lambda \in L} R_{\lambda}$ is the radical of $\bigoplus_{\lambda \in L} A_{\lambda}$.

If $A$ is an algebra over a commutative ring with identity $K$, an ideal of the underlying ring $A$ need not be an ideal of the algebra $A$.
26.23 Theorem. Let $A$ be an algebra over a commutative ring $K$ with identity. (1) Every regular maximal left ideal of the ring $A$ is a left ideal of the algebra $A$. (2) Every primitive ideal of the ring $A$ is an ideal of the algebra $A$. (3) The radical of the ring $A$ is an ideal of the algebra $A$.

Proof. By (3) of 26.5 and 26.8 , we need only prove (1). Let $M$ be a regular maximal left ideal of $A$, and let $e \in A$ be such that $x-x e \in M$ for all $x \in A$. Suppose that $M$ were not a left ideal of the algebra $A$. Then the
algebra left ideal $K . M$ generated by $M$ would strictly contain $M$ and hence be $A$, so there would exist $m_{1}, \ldots, m_{n} \in M$ and scalars $\lambda_{1}, \ldots, \lambda_{n}$ such that $e=\sum_{j=1}^{n} \lambda_{j} m_{j}$. But then, for any $x \in A, x e=\sum_{j=1}^{n}\left(\lambda_{j} x\right) m_{j} \in M$, so $x=(x-x e)+x e \in M$, and hence $M=A$, a contradiction.
26.24 Theorem. Let $A$ be a primitive ring that is an algebra over a field $F$. There exist a regular maximal left ideal $M$ of $A$, an isomorphism $\phi: a \rightarrow \hat{a}$ from $A$ to a dense ring $\hat{A}$ of linear operators on a $K$-vector space $A / M$, where $K$ is the division ring of all endomorphisms of $A / M$ commuting with each $\hat{a} \in \hat{A}$, and an isomorphism $\psi: r \rightarrow \hat{r}$ from $F$ to a subfield $\hat{F}$ of the center of $K$ such that $\hat{A}$ is a subalgebra of the $\hat{F}$-algebra of all linear operators on $A / M$, and $\widehat{r . a}=\hat{r} . \hat{a}$ for all $r \in F$ and all $a \in A$.

Proof. As the zero ideal of $A$ is a primitive ideal, by (3) and (1) of 26.5 there is a regular maximal ideal $M$ of $A$ such that $\phi: a \rightarrow \hat{a}$ is an isomorphism from $A$ onto a primitive ring $\hat{A}$ of endomorphisms of $A / M$, where $\hat{a}(x+M)=a x+M$ for all $a, x \in A$. By $26.23, M$ is an algebra left ideal, so for each $r \in F, \hat{r}: x+M \rightarrow r . x+M$ is a well-defined endomorphism of the additive group $A / M$. For each $r \in F, \hat{r} \in K$ since for all $a, x \in A$,

$$
(\hat{r} \circ \hat{a})(x+M)=r \cdot(a x)+M=a(r \cdot x)+M=(\hat{a} \circ \hat{r})(x+M) .
$$

Clearly $\psi: r \rightarrow \hat{r}$ is an epimorphism from $F$ to its range $\hat{F}$ in $K$; since $\hat{1}$ is the identity linear operator on $E, \psi$ is an isomorphism from $F$ to $\hat{F}$. Also, for all $r \in F, a \in A, \widehat{r . a}=\hat{r} \circ \hat{a}$, since for any $x \in A$,

$$
\widehat{r . a}(x+M)=(r . a) x+M=r .(a x)+M=(\hat{r} \circ \hat{a})(x+M) .
$$

To show that $\hat{F}$ is a subfield of the center of $K$, let $r \in F, \lambda \in K$, and let $x \in A \backslash M$. As $\hat{A}$ is a primitive ring of endomorphisms, there exists $a \in A$ such that $\hat{a}(x+M)=x+M$. Then by the preceding,

$$
\lambda \circ \hat{r} \circ \hat{a}=\lambda \circ \widehat{r . a}=\widehat{r . a} \circ \lambda=\hat{r} \circ \hat{a} \circ \lambda=\hat{r} \circ \lambda \circ \hat{a},
$$

and consequently $(\lambda \circ \hat{r})(x+M)=(\lambda \circ \hat{r} \circ \hat{a})(x+M)=(\hat{r} \circ \lambda \circ \hat{a})(x+M)=$ $(\hat{r} \circ \lambda)(x+M)$. By the definition of a scalar multiple of a linear operator, where the scalar belongs to the center of the coefficient division ring,

$$
(\hat{r} \cdot \hat{a})(x+M)=\hat{r} .(a x+M)=r .(a x)+M=(r . a) x+M=\widehat{r} \cdot \widehat{a}(x+M)
$$

for all $r \in F, a, x \in A$. Thus $\hat{r} . \hat{a}=\widehat{r . a} \in \hat{A}$, so $\hat{A}$ is a subalgebra of the $\hat{F}$-algebra of all linear operators on the $K$-vector space $A / M$. -

By set-theoretic considerations, we may construct a field $K_{1}$ containing $F$ as a subfield, an isomorphism $\tau$ from $K_{1}$ to $K$ such that $\tau(r)=\hat{r}$ for all $r \in F$ and a scalar multiplication from $K_{1} \times(A / M)$ to $A / M$ such that $t .(x+M)=\tau(t)(x+M)$ for all $t \in K_{1}$ and all $x \in A$. Consequently, we obtain:
26.25 Corollary. A primitive ring $A$ that is an algebra over a field $F$ is isomorphic to a dense $F$-algebra of linear operators on a vector space $E$ over a division ring $K$ containing $F$ in its center.

We shall conclude by applying these concepts to obtain some information about advertibly open rings.
26.26 Theorem. (1) If $A$ is an advertibly open ring, then every quotient ring of $A$ and every left or right ideal of $A$ is advertibly open. (2) If $J$ is an ideal of a topological ring $A$, then $A$ is advertibly open if and only if $J$ and $A / J$ are advertibly open.

Proof. (1) Clearly every epimorphic image of an advertible element is advertible. Consequently, if $J$ is an ideal of $A$ and $\phi_{J}$ the canonical epimorphism from $A$ to $A / J$, then $\phi_{J}\left(A^{a}\right)$ is an open subset of $(A / J)^{a}$, so $A / J$ is advertibly open by 11.8. Also, if $x$ is advertible, then as $x^{a}=x x^{a}-x=$ $x^{a} x-x, x^{a}$ belongs to every left or right ideal $I$ that $x$ does. Consequently, $A^{a} \cap I \subseteq I^{a}$, so $I$ is advertibly open by 11.8. (2) Assume that $J$ and $A / J$ are advertibly open, where $J$ is an ideal of $A$. Then $\phi_{J}^{-1}\left((A / J)^{a}\right)$ is open, and each of its elements is advertible: Indeed, if $b+J$ is the adverse of $a+J$ in $A / J$, then $a \circ b$ and $b \circ a$ belong to $J$ and hence have adverses $c$ and $d$ respectively. Thus $a \circ(b \circ c)=(a \circ b) \circ c=0=d \circ(b \circ a)=(d \circ b) \circ a$, so $a$ is left and right advertible and hence advertible as $\circ$ is associative.
26.27 Theorem. If $A$ is an advertibly open ring, then every regular maximal left ideal of $A$, every primitive ideal of $A$, and the radical of $A$ are closed.

Proof. Let $M$ be a regular maximal left ideal, and let $e \in A$ be such that $x-x e \in M$ for all $x \in A$. Suppose that $M$ is not closed. Then as $\bar{M}$ is a left ideal properly containing $M, \bar{M}=A$. Consequently, as $A^{a}$ is an open neighborhood of zero, there exists $m \in M$ such that $e-m \in A^{a}$. Let $q$ be the adverse of $e-m$. Then $e=m-(q-q e)-q m \in M$, and hence $M=A$, a contradiction. Therefore $M$ is closed. Similarly, every regular maximal right ideal is closed. By ( 3 ) of 26.5 , every primitive ideal is therefore closed, and also the radical of $A$ is closed by 26.7. -
26.28 Theorem. If $e$ is an idempotent of a Hausdorff ring $A$, then $A e$ is a closed left ideal, $e A$ is a closed right ideal, and $e A e$ is a closed subring.

Proof. The function $f$ from $A$ to $A$, defined by $f(x)=x-x e$, is continuous, and clearly $f^{-1}(0)=A e$. Similarly, $e A$ is closed. Therefore as $e A e=e A \cap A e, e A e$ is closed.
26.29 Theorem. If $A$ is a Hausdorff, advertibly open, semisimple ring, a left [right] ideal $I$ is a minimal closed left [right] ideal of $A$ (that is, $I$ is minimal in the set of all nonzero closed left [right] ideals of $A$, ordered by inclusion) if and only if $I$ is a minimal left [right] ideal of $A$, in which case there is an idempotent $e$ such that $I=A e[I=e A]$.

Proof. The condition is sufficient by $26.14,25.17$, and 26.28 . Necessity: Let $I$ be a minimal closed left ideal of $A$. First, we shall show that if $J$ is a nonzero proper closed left ideal of the ring $I$, then $I J=\{0\}$. Indeed, suppose that $I J \neq\{0\}$. Then there exists $c \in J$ such that $I c \neq\{0\}$. As $I c$ is a left ideal of $A$, therefore, $\overline{I c}=I$. Thus as $J$ is closed in $A, I=\overline{I c} \subseteq J \subset I$, a contradiction. Thus $I J=\{0\}$, and, in particular, $J^{2}=\{0\}$.

By $26.26 I$ is advertibly open, so by 26.27 its radical $R(I)$ is closed. Now $I$ is not a nilpotent left ideal by 26.14 , so by $26.20 R(I)$ is a proper ideal of $I$; consequently by the preceding, $I R(I)=\{0\}$, and $I / R(I)$ is a nonzero Hausdorff ring that is semisimple and advertibly open by 26.16 and 26.26. By the preceding and $26.14, R(I)$ contains every proper closed left ideal of the ring $I$. Consequently, $I / R(I)$ contains no proper nonzero closed left ideals, and hence by 26.27 the zero ideal of $I / R(I)$ is the only regular maximal left ideal of $I / R(I)$. Let $D=I / R(I)$. Then $D$ has a right identity $\epsilon$ and no proper nonzero left ideals. Consequently, the right annihilator of $D$ in $D$ is (0), the left annihilator of each nonzero $\tau$ in $D$ is ( 0 ), $\alpha-\epsilon \alpha=0$ for each $\alpha \in D$, and finally, $D$ is a division ring.

Let $J$ be a nonzero left ideal of $A$ contained in $I$. If $J \subseteq R(I)$, then $\bar{J} \subseteq R(I) \subset I$, as $R(I)$ is closed, contradicting the minimality of $I$. Thus $J \nsubseteq R(I)$ and hence, as $D$ is a division ring, $J$ is mapped surjectively to $D$ by the canonical epimorphism from $I$ to $D$. In particular, $J$ contains an element $f$ mapped onto the identity of $D$, so $f^{2}-f \in R(I)$. Consequently

$$
f^{3}-f^{2}=f\left(f^{2}-f\right) \in J R(I) \subseteq I R(I)=\{0\}
$$

Therefore if $e=f^{2}, e$ is an idempotent of $J$ mapped onto the identity of $D$ and hence is nonzero. By $26.28, A e$ is closed, so $I=A e \subseteq J \subseteq I$. Therefore $I$ is a minimal left ideal and $I=A e$.

## Exercises

26.1 Let $E$ be a $K$-vector space having a countably infinite basis, let $A=$ $\operatorname{End}_{K}(E)$, and let $P$ be the ideal of all $u \in A$ such that $\operatorname{dim}_{K} u(E)<+\infty$. (a) $P$ is a maximal ideal of $A$. (b) $P$ is a primitive ideal of $A$. (c) $A / P$ is a ring with identity that has no proper nonzero ideals and no minimal left ideals. [If $u \in A \backslash P$, construct $v \in A$ such that $u \notin A v u+P$.]
26.2 Let $A$ be a topological ring, $M$ a regular maximal left ideal of $A$. With the notation of the proof of (1) of 26.5 , let $g$ be the isomorphism
from $A / P(M)$ to $\hat{A}$ defined by $g(a+P(M))=\hat{a}$ for all $a \in A$. If $\hat{A}$ is equipped with the topology making $g$ a topological isomorphism, then $\hat{A}$ is a topological ring, and $(u, x) \rightarrow u(x)$ is continuous from $\hat{A} \times(A / M)$ to $A / M$.
26.3 Let $A$ be a Hausdorff ring such that adversion is uniformly continuous on the radical $R$ of $A$ (a condition holding, for example, if $A$ is bounded (Exercise 12.8)). (a) $\widehat{R}$ is a radical ring. (b) $\widehat{R}$ is contained in the radical of $\widehat{A}$. (c) If $R$ is open in $A$, then $\widehat{R}$ is the radical of $\widehat{A}$. [Use 5.14.] (d) (Kurke [1967]) If $A$ is complete, $R$ is closed.
26.4 (Yood [1962]) Let $A$ be a dense subring of an advertibly open ring $B$. The following statements are equivalent:
$1^{\circ} A$ is advertibly open.
$2^{\circ}$ Every regular maximal left ideal of $A$ is closed.
$3^{\circ}$ Every regular maximal right ideal of $A$ is closed.
[If $a \in A$ has an adverse in $B$ and if $J_{a}=\{x-x a: x \in A\}$, show that $J_{a}$ is dense in $B$.]
26.5 A Hausdorff ring is a radical ring if and only if it is advertibly open and has no proper closed regular left ideals.
26.6 A Gel'fand ring is an advertibly open, Hausdorff ring with continuous adversion. (Kaplansky [1947c]) If $J$ is a closed ideal of a Hausdorff ring $A$, then $A$ is a Gel'fand ring if and only if $J$ and $A / J$ are Gel'fand rings.
26.7 (Correl [1958]) Let $A$ be a Gel'fand ring whose completion $\widehat{A}$ is locally compact. (a) $\widehat{A}$ is a Gel'fand ring. [If $U$ is a symmetric neighborhood of zero in the topological group $A^{a}$ and if the closure $\widehat{U}$ of $U$ in $\widehat{A}$ is compact, show that $\widehat{U} \subseteq(\widehat{A})^{a}$. (b) If $A$ is a field, there is a Hausdorff field topology $\mathcal{S}$ weaker than the given topology of $A$ such that the completion $A_{1}$ of $A$ for $\mathcal{S}$ is a locally compact topological field, and $A_{1}$ is a continuous epimorphic image of $\widehat{A}$. [Use (a), 26.27, and 11.11 in considering $\widehat{A} / M$, where $M$ is a maximal ideal of $\widehat{A}$.]

## 27 Artinian Modules and Rings

Here we shall give some basic properties of artinian rings, algebras, and modules.
27.1 Definition. Let $A$ be a ring. An $A$-module $E$ is artinian if every nonempty set of submodules of $E$, ordered by inclusion, contains a minimal element. A ring is artinian if it is artinian as a left module over itself, that is, if every nonempty set of left ideals, ordered by inclusion, contains a minimal element. If $A$ is an algebra over a commutative ring with identity $K, A$ is an artinian $K$-algebra if every nonempty set of left ( $K$-algebra) ideals, ordered by inclusion, contains a minimal element.

If $A$ is a $K$-algebra such that $A^{2}=A$ (in particular, if $A$ has an identity element), then $A$ is an artinian ring if and only if it is an artinian $K$-algebra, simply because every left ideal of the ring $A$ is also a left ideal of the $K$ algebra $A$. If $A$ is a finite-dimensional algebra over a field $K$, then $A$ is an artinian $K$-algebra, since if $I$ and $J$ are left ideals such that $I \subset J$, then $\operatorname{dim}_{K} I<\operatorname{dim}_{K} J$. The ring of all linear operators on a finite-dimensional vector space over a division ring is also artinian by 25.9.

An argument similar to that in the proof of 20.2 establishes the following equivalent formulation:
27.2 Theorem. An $A$-module $E$ is artinian if and only if for every decreasing sequence $\left(M_{n}\right)_{n \geq 1}$ of submodules of $E$, there exists $q \geq 1$ such that $M_{n}=M_{q}$ for all $n \geq q$. A $K$-algebra $A$ is artinian if and only if for every decreasing sequence $\left(M_{n}\right)_{n \geq 1}$ of ( $K$-algebra) left ideals, there exists $q \geq 1$ such that $M_{n}=M_{q}$ for all $n \geq q$.

The condition of 27.2 is frequently called the Descending Chain Condition.
27.3 Theorem. If $E$ is an $A$-module and $F$ a submodules of $E$, then $E$ is artinian if and only if both $F$ and $E / F$ are artinian.

Proof. Necessity: Clearly $F$ is artinian. If $\left(M_{n}\right)_{n \geq 1}$ were a strictly decreasing sequence of submodules of $E / F$, then $\left(\phi_{F}^{-1}\left(M_{n}\right)\right)_{n \geq 1}$ would be a strictly decreasing sequence of submodules of $E$, where $\phi_{F}$ is the canonical epimorphism from $E$ to $E / F$. Sufficiency: Let $\left(M_{n}\right)_{n \geq 1}$ be a decreasing sequence of submodules of $E$. By hypothesis, there exists $p \geq 1$ such that $M_{n} \cap F=M_{p} \cap F$ for all $n \geq p$, and there exists $q \geq p$ such that $\left(M_{n}+F\right) / F=\left(M_{q}+F\right) / F$ for all $n \geq q$. Then $M_{n}=M_{q}$ for all $n \geq q$. Indeed, let $n \geq q$ and let $x \in M_{q}$. Then $x+F \in\left(M_{n}+F\right) / F$, so there exists $y \in M_{n}$ such that $x-y \in F$. Then $x-y \in F \cap M_{q}=F \cap M_{p}=F \cap M_{n}$. Consequently, $x=(x-y)+y \in M_{n}$.

The proofs of the following five statements are similar to the proofs of 20.4-20.8.
27.4 Corollary. If $A$ is an artinian ring [ $K$-algebra] and if $J$ is an ideal of $A$, then $A / J$ is an artinian ring [ $K$-algebra].
27.5 Corollary. The sum of finitely many artinian submodules of an $A$-module $E$ is artinian.
27.6 Corollary. The cartesian product of finitely many artinian $A$ modules is artinian.
27.7 Theorem. The cartesian product of finitely many artinian rings [ $K$-algebras] is artinian.
27.8 Theorem. If $A$ is an artinian ring with identity and if $E$ is a finitely generated unitary $A$-module, then $E$ is artinian.
27.9 Theorem. If $\left(M_{n}\right)_{0 \leq n \leq k}$ is a decreasing sequence of submodules of an $A$-module $E$ such that $M_{0}=E$ and $M_{k}=\{0\}$, then $E$ is noetherian [artinian] if and only if $M_{n-1} / M_{n}$ is noetherian [artinian] for each $n \in[1, k]$.

Proof. An inductive argument based on 20.3 [27.3] establishes that $E / M_{n}$ is noetherian [artinian] for each $n \in[1, k]$.
27.10 Theorem. If $J$ is a proper ideal of a ring $A$ with identity such that $A / J$ is noetherian [artinian] ring, and if $\left(M_{n}\right)_{n \geq 0}$ is a decreasing sequence of finitely generated submodules of a unitary $A$-module $E$ such that $M_{0}=E$ and $J M_{n-1} \subseteq M_{n}$ for all $n \geq 1$, then $E / M_{k}$ is a noetherian [artinian] $A$-module for all $k \geq 1$.

Proof. For each $n \geq 1$ we may regard $M_{n-1} / M_{n}$ as an $A / J$-module having the same submodules as the $A$-module $M_{n-1} / M_{n}$. By hypothesis, $M_{n-1} / M_{n}$ is finitely generated unitary $A$-module, hence a finitely generated unitary $A / J$-module, therefore a noetherian [artinian] $A / J$-module by 20.8 [27.8], and hence also a noetherian [artinian] $A$-module. Therefore by 27.9, the $A$-module $E / M_{k}$ is noetherian [artinian].
27.11 Definition. A ring [ $K$-algebra] $A$ is simple if $A$ has no proper nonzero [ $K$-algebra] ideals and $A$ is not a radical ring.
27.12 Theorem. The following statements about a ring $A$ [ $F$-algebra $A$, where $F$ is a field] are equivalent:
$1^{\circ} A$ is primitive and is an artinian ring [ $F$-algebra].
$2^{\circ} A$ is isomorphic to the ring [ $F$-algebra] of all linear operators on a nonzero finite-dimensional vector space over a division ring $K$ [that contains $F$ in its center].
$3^{\circ} A$ is a simple artinian ring [ $F$-algebra].
Proof. Assume $1^{\circ}$. By 25.13 [26.25] we may suppose that $A$ is a dense ring [ $F$-algebra] of linear operators on a $K$-vector space $E$, where $K$ is a division ring [containing $F$ in its center]. Suppose that $\left(x_{n}\right)_{n \geq 1}$ were a linearly independent sequence in $E$. For each $n \geq 1$, let

$$
J_{n}=\left\{u \in A: u\left(x_{i}\right)=0 \text { for all } i \in[1, n]\right\} .
$$

Clearly $\left(J_{n}\right)_{n \geq 1}$ is a strictly decreasing sequence of left [ $F$-algebra] ideals, a contradiction. Thus $E$ is fimite-dimensional, and hence $A$ is the ring [ $F$ algebra] of all linear operators on $E$.

If $2^{\circ}$ holds, then $A$ is artinian by 25.9 , not a radical ring as it has an identity element, and hence a simple ring by (2) of 25.21 .

If $3^{\circ}$ holds, then $A$ contains a primitive [ $F$-algebra] ideal by 27.11 [and 26.23 ], so the zero ideal is primitive as $A$ has no other proper [ $F$-algebra] ideals, and consequently $A$ is primitive. -
27.13 Corollary. An ideal $P$ of an artinian ring or $F$-algebra $A$, where $F$ is a field, is primitive if and only if it is a maximal ideal and $A / P$ has an identity element.

Proof. We need only apply 27.12 to $A / P$. •
27.14 Theorem. (Artin-Wedderburn) The following statements about a nonzero ring $A[F$-algebra $A$, where $F$ is a field $]$ are equivalent:
$1^{\circ} A$ is a semisimple artinian ring [ $F$-algebra].
$2^{\circ} A$ is the direct sum of finitely many rings [ $F$-algebras], each isomorphic to the ring [ $F$-algebra] of all linear operators on a nonzero finite-dimensional vector space over a division ring [that contains $F$ in its center].
$3^{\circ} A$ is the direct sum of finitely many simple artinian rings [ $F$-algebras].
Proof. The following argument for a ring $A$ is equally valid if $A$ is an $F$ algebra, since every primitive ideal of the ring $A$ is also an algebra ideal by 26.23. Assume $1^{\circ}$. As $A$ is not a radical ring, it contains primitive ideals. As $A$ is artinian, the set $\mathcal{Q}$ of all finite intersections of primitive ideals, ordered by inclusion, has a minimal element; let $P_{1}, \ldots, P_{n}$ be primitive ideals such that $P_{1} \cap \cdots \cap P_{n}$ is minimal in $\mathcal{Q}$. If $P_{1} \cap \cdots \cap P_{n}$ contained a nonzero element $a$, there would be a primitive ideal $Q$ such that $a \notin Q$ as $A$ is semisimple, and hence $P_{1} \cap \cdots \cap P_{n} \cap Q \subset P_{1} \cap \cdots \cap P_{n}$, a contradiction of the minimality of $P_{1} \cap \cdots \cap P_{n}$. Thus $P_{1} \cap \cdots \cap P_{n}=(0)$. Moreover, any two primitive ideals are relatively prime as they are maximal ideals by 27.13. Consequently by 24.11 , as $P_{1} \cap \cdots \cap P_{n}=(0), A$ is isomorphic to $\prod_{i=1}^{n}\left(A / P_{i}\right)$. Therefore $2^{\circ}$ holds by 27.12 , and by that same theorem, $2^{\circ}$ and $3^{\circ}$ are equivalent. If $3^{\circ}$ holds, then $A$ is semisimple by 26.21 as the radical of a simple ring is the zero ideal, and $A$ is artinian by 27.7 . -
27.15 Theorem. The radical $R$ of an artinian ring [ $K$-algebra] $A$ is a nilpotent ideal.

Proof. If $A$ is a $K$-algebra, by 26.23 its radical is an algebra ideal. Since $\left(R^{k}\right)_{k \geq 1}$ is a decreasing sequence of ideals, there exists $q \geq 1$ such that $R^{q+k}=R^{q}$ for all $k \geq 0$. Let $N=R^{q}$, and suppose that $N \neq(0)$. The set $\mathcal{L}$ of nonzero left [algebra] ideals $L$ such that $N L \neq(0)$ is nonempty, since $N^{2}=R^{2 q}=R^{q} \neq(0)$ and thus $N \in \mathcal{L}$. Therefore $\mathcal{L}$ has a minimal element $M$. Since $N M \neq(0)$, there exists $b \in M$ such that $N b \neq(0)$. As

$$
N(N b)=N^{2} b=N b \neq(0)
$$

and $N b \subseteq M, N b=M$ by the minimality of $M$. Thus there exists $n \in N$ such that $n b=b$. As $n \in N \subseteq R, n$ is advertible, so

$$
b=b-\left(n^{a} \circ n\right) b=b-n^{a} b-n b+n^{a} n b=(b-n b)-n^{a}(b-n b)=0,
$$

a contradiction. Thus $N=(0)$.
We next apply these results to the commutative case:
27.16 Theorem. If $A$ is a commutative ring with identity and if the zero ideal of $A$ is a product of finitely many maximal ideals, then $A$ is artinian if and only if $A$ is noetherian.

Proof. Let ( 0 ) $=M_{1} \ldots M_{s}$ where $\left(M_{k}\right)_{1 \leq k \leq s}$ is a sequence of (not necessarily distinct) maximal ideals. Let $A_{0}=\bar{A}$ and $A_{k}=M_{1} \ldots M_{k}$ for each $k \in[1, s]$. Then for each such $k, A_{k-1} / A_{k}$ is a noetherian $A$-module if and only if it is an artinian $A$-module. Indeed, as $A_{k}=A_{k-1} M_{k}, A_{k-1} / A_{k}$ is a vector space over the field $A / M_{k}$ under the well-defined scalar multiplication $\left(a+M_{k}\right) .\left(x+A_{k}\right)=a x+A_{k}$ for all $a \in A$ and all $x \in A_{k-1}$, and the submodules of the $A$-module $A_{k-1} / A_{k}$ are identical with the subspaces of the ( $A / M_{k}$ )-vector space $A_{k-1} / A_{k}$. Consequently, if $A$ is artinian [noetherian], then the $A$-module $A_{k-1} / A_{k}$ is artinian [noetherian] by 27.8 [20.3], so the ( $A / M_{k}$ )-vector space $A_{k-1} / A_{k}$ is artinian [noetherian], hence finitedimensional [by 20.2], therefore noetherian [artinian], and so the $A$-module $A_{k-1} / A_{k}$ is noetherian [artinian]. Consequently, by $27.9, A$ is an artinian ring if and only if it is a noetherian ring.
27.17 Theorem. If $A$ is a commutative ring with identity with radical $R$, then $A$ is an artinian ring if and only if $A$ is a semilocal noetherian ring and $R$ is nilpotent, or equivalently, if and only if $A$ is the direct sum of finitely many local noetherian rings whose maximal ideals are nilpotent.

Proof. Necessity: By 26.16 and $27.14, A / R$ is the direct sum of finitely many fields, so $A / R$ is a semilocal ring, and consequently $A$ is also. By 27.15 and (3) of $24.16,(0)$ is the product of finitely many maximal ideals, so by $27.16, A$ is a noetherian ring and its natural topology is discrete and thus complete, again by 27.15. Consequently, $A$ has the desired descriptions by 24.19. The condition is sufficient by 27.16. -

We conclude with an application to topological rings.
By the minimum condition on a class $\mathcal{Q}$ of subrings of a ring or submodules of a module, we mean the statement that every nonempty subset of $\mathcal{Q}$, ordered by inclusion, contains a minimal element. This statement implies and, by the Axiom of Choice, is implied by the descending chain condition on $\mathcal{Q}$ : There is no strictly decreasing sequence $\left(Q_{n}\right)_{n \geq 0}$ of members of $\mathcal{Q}$.
27.18 Theorem. If $A$ is a Hausdorff, advertibly open, primitive ring satisfying the minimum condition on closed left ideals, then $A$ is a simple artinian ring.

Proof. By hypothesis, the set of nonzero closed left ideals of $A$ contains a minimal member $I$. By $26.29, I$ is a minimal left ideal of $A$ and there is an idempotent $e$ in $A$ such that $I=A e$. Consequently by 25.22 we may regard $A$ as a topological dense ring of continuous linear operators containing nonzero linear operators of finite rank on a Hausdorff right vector space $E$ over a division ring $K$ furnished with a ring topology such that $(u, x) \rightarrow u(x)$ is continuous from $A \times E$ to $E$. In particular, for each $x \in E$, $u \rightarrow u(x)$ is continuous from $A$ to $E$. Suppose that $E$ had an infinite sequence $\left(x_{n}\right)_{n \geq 1}$ of linearly idependent vectors. If $J_{n}=\left\{u \in A: u\left(x_{i}\right)=\right.$ 0 for all $i \in[1, n]\}$, then $\left(J_{n}\right)_{n \geq 1}$ would be a strictly decreasing sequence of closed left ideals, a contradiction. Thus $E$ is finite-dimensional, so $A$ is isomorphic to the ring of all linear operators on a finite-dimensional vector space and hence is a simple artinian ring by 27.12 .

The discrete case of Theorem 27.18 is Theorem 27.12.

## Exercises

27.1 Let $A$ be a ring. (a) $A$ is simple if and only if $A$ is primitive and $A$ has no proper nonzero ideals. (b) $A$ is a simple ring with a minimal left ideal if and only if $A$ is isomorphic to a dense ring of linear operators of finite rank on a vector space over a division ring.
27.2 Let $E$ be a $K$-vector space having a countably infinite basis, let $A$ be the ring of all linear operators on $E$, and let $P$ be the ideal of all linear operators on $E$ of finite rank. (a) $P$ is a maximal ideal of $A$. (b) $P$ is a primitive ideal of $A$ [Use 26.6.] (c) $A / P$ is a simple ring that has no minimal left ideals. [If $u \in A \backslash P$, construct $v \in A$ such that $u \notin A v u+P$.]
27.3 If $J$ is a finitely generated ideal of a commutative ring with identity $A$ that is contained in its radical and if $A / J$ is artinian, then $A$ is semilocal and the $J$-topology is the natural topology of $A$ [Use 27.17 and 27.15.]
27.4 (Kaplansky [1947c]) A Hausdorff, semisimple, advertibly open ring satisfying the minimum condition on closed left ideals is an artinian ring. [Use 27.18 in arguing as in the proof of 27.14.]
27.5 If $A$ is a trivial ring that is a nonzero, finite-dimensional vector space over a field $F$ of characteristic zero, then the $F$-algebra $A$ is artinian, but $A$ is not an artinian ring.

## CHAPTER VII

## LINEAR COMPACTNESS AND SEMISIMPLICITY

Linearly compact rings include compact, totally disconnected rings and discrete artinian rings, and hence offer a natural domain for generalizations of theorems concerning those two subjects. In this chapter, we shall primarily be concerned with semisimple rings. We conclude with a discussion of connected locally compact rings and present some informaton about semisimple locally compact rings.

## 28 Linearly Compact Rings and Modules

28.1 Definition. A topological $A$-module $E$ is linearly topologized, and its topology is a linear topology, if the open submodules of $E$ form a fundamental system of neighborhoods of zero. A [closed] linear filter base on $E$ is a filter base consisting of cosets of [closed] submodules of $E$, and a linear filter is a filter having a linear filter base.

If $M$ is a submodule of a linearly topologized $A$-module $E$, the topology of $E$ clearly induces linear topologies on $M$ and $E / M$. The cartesian product of a family of linearly topologized $A$-modules is also a linearly topologized $A$-module.
28.2 Definition. A topological $A$-module $E$ is linearly compact, and its topology is a linearly compact topology, if $E$ is Hausdorff and linearly topologized, and if every linear filter on $E$ has an adherent point.

Thus a Hausdorff linear topology on $E$ is linearly compact if and only if every closed linear filter base has a nonempty intersection. If $T$ is a linear [linearly compact] topology on an $A$-module $E$, and if the topology of $A$ is replaced by a stronger ring topology (for example, the discrete topology), then $\mathcal{T}$ is still a linear [linearly compact] topology on $E$.
28.3 Theorem. If $u$ is a continuous homomorphism from a linearly compact $A$-module $E$ to a Hausdorff linearly topologized $A$-module $F$, then $u(E)$ is linearly compact.

Proof. If $\mathcal{F}$ is a closed linear filter base on $u(E)$, then $u^{-1}(\mathcal{F})$ is a closed linear filter base on $E$, so there exists $b \in E$ such that $b \in u^{-1}(F)$ for all $F \in \mathcal{F}$, whence $u(b) \in u\left(u^{-1}(F)\right)=F$ for all $F \in \mathcal{F}$. •
28.4 Corollary. If $\mathcal{T}$ is a linearly compact topology on a module, so is every weaker Hausdorff linear topology.
28.5 Theorem. A linearly compact module is complete.

Proof. Let $\mathcal{F}$ be a Cauchy filter on a linearly compact $A$-module $E$, and let $\mathcal{V}$ be the set of open submodules of $E$. For each $V \in \mathcal{V}$, let $F_{V} \in \mathcal{F}$ be $V$-small, and let $a_{V} \in F_{V}$; then $F_{V} \subseteq a_{V}+V$, an open and hence closed set. As $\mathcal{F}$ is a filter, $\left\{a_{V}+V: V \in \mathcal{V}\right\}$ is a closed linear filter base, so by hypothesis there exists

$$
a \in \bigcap_{V \in \mathcal{V}}\left(a_{V}+V\right)
$$

Consequently, for each $V \in \mathcal{V}, a+V=a_{V}+V$, so $F_{V} \subseteq a+V$. Thus $\mathcal{F}$ converges to $a$.
28.6 Theorem. Let $E$ be a Hausdorff linearly topologized $A$-module. (1) If a submodule $M$ of $E$ is linearly compact for its induced topology, then $M$ is closed. (2) If $E$ is linearly compact, then a submodule of $E$ is linearly compact if and only if it is closed. (3) If $E$ is linearly compact and if $M$ and $N$ are closed submodules of $E$, then $M+N$ is closed.

Proof. (1) follows from 28.5. (2) If $M$ is a closed submodule of a linearly compact module $E$, an adherent point of a filter base of subsets of $M$ must belong to $M$, so $M$ is also linearly compact. (3) $E / M$ is Hausdorff and hence linearly compact by 28.3 . Let $\phi_{M}$ be the canonical epimorphism from $E$ to $E / M$. By (2), $N$ is linearly compact, so $\phi_{M}(N)$ is linearly compact and hence closed by 28.3 and (1). Therefore as $M+N=\phi_{M}^{-1}\left(\phi_{M}(N)\right), M+N$ is closed.

The use of ultrafilters in proving Tikhonov's theorem in topology has a counterpart in proving that the cartesian product of linearly compact modules is linearly compact. A maximal linear filter on an $A$-module $E$ is a linear filter on $E$ maximal for the ordering $\subseteq$ on the set of all linear filters on $E$. The set of all linear filters on $E$ containing a given linear filter $\mathcal{F}$ is clearly inductive, since the supremum of a totally ordered set $\Gamma$ of such filters is its union $\bigcup_{\mathcal{C} \in \Gamma} \mathcal{C}$. Consequently by Zorn's Lemma: A linear filter is contained in a maximal linear filter, for a linear filter maximal in the set of all linear filters containing a given linear filter $\mathcal{F}$ is clearly maximal in the set of all linear filters. Furthermore: If $c$ is adherent to a maximal linear filter $\mathcal{U}$ for a linear topology on $E$, then $\mathcal{U}$ converges to
c. Indeed, let $V$ be an open coset containing $c$. Then $V \cap F \neq \emptyset$ for all $F \in \mathcal{U}$, so $\{V \cap F: F$ is a coset in $\mathcal{U}\}$ is a linear filter base for a linear filter containing and hence identical with $\mathcal{U}$; therefore $V \in \mathcal{U}$. Thus $\mathcal{U}$ converges to $c$. Consequently: A Hausdorff linear topology on $E$ is linearly compact if and only if every maximal linear filter on $E$ converges to a point of $E$. Necessity: A maximal linear filter has, by hypothesis, an adherent point and hence converges to it. Sufficiency: If $\mathcal{F}$ is a linear filter, $\mathcal{F}$ is contained in a maximal linear filter $\mathcal{U}$, which converges to some $c \in E$ by hypothesis, and hence $c$ is adherent to $\mathcal{U}$ and a fortiori to $\mathcal{F}$. Finally: If $f$ is an epimorphism from an $A$-module $E$ to an $A$-module $F$ and if $\mathcal{U}$ is a maximal linear filter on $E$, then $f(\mathcal{U})$ is a maximal linear filter on $F$. If not, there would exist a coset $V \notin f(\mathcal{U})$ intersecting nonvacuously $f(U)$ for every $U \in \mathcal{U}$, so as $\emptyset \neq f^{-1}(V \cap f(U))=f^{-1}(V) \cap U, f^{-1}(V)$ would be a coset in $E$ not belonging to $\mathcal{U}$ (as otherwise $V=f\left(f^{-1}(V)\right) \in f(\mathcal{U})$ ) that intersects nonvacuously each member of $\mathcal{U}$, a contradiction of the maximality of $\mathcal{U}$.
28.7 Theorem. The cartesian product $E$ of a family $\left(E_{\lambda}\right)_{\lambda \in L}$ of linearly compact $A$-modules is linearly compact.

Proof. For each $\lambda \in L$, let $p r_{\lambda}$ be the projection from $E$ to $E_{\lambda}$. Let $\mathcal{U}$ be a maximal linear filter on $E$. Then for each $\lambda \in L, p r_{\lambda}(\mathcal{U})$ is a maximal linear filter on $E_{\lambda}$, so $p r_{\lambda}(\mathcal{U})$ converges to some $c_{\lambda} \in E_{\lambda}$, and therefore $\mathcal{U}$ converges to $\left(c_{\lambda}\right)_{\lambda \in L}$.
28.8 Definition. A topological ring $A$ is linearly compact if $A$, regarded as a left module over itself, is a linearly compact $A$-module.

For example, a totally disconnected compact ring is linearly topologized and hence linearly compact by 4.20 . Linear compactness distinguishes an important class of real valuations, as is shown by the following theorem, which we shall not use and hence will omit the proof:
28.9 Theorem. Let $K$ be a field topologized by a real valuation $v$, and let $A$ be the valuation ring of $v$. The following statements are equivalent:
$1^{\circ} A$ is a linearly compact ring.
$2^{\circ} K$ is a linearly compact $A$-module.
$3^{\circ}$ If $w$ is a real valuation of an extension field $L$ of $K$ extending $v$ such that $e(w / v)<+\infty$ and $f(w / v)<+\infty$, then $[L: K]=e(w / v) f(w / v)$, and $w$ is the only real valuation of $L$ extending $v$.
$4^{\circ}$ If $w$ is a real valuation of an extension field $L$ of $K$ extending $v$ such that $e(w / v)=1=f(w / v)$, then $L=K$.

A proof may be found, for example, in Topological Fields, 31.12-31.21.

For example, the valuation ring of a complete discrete valuation is linearly compact by 19.9 , a fact also established by the equivalence of $8^{\circ}$ and $5^{\circ}$ of 36.33.
28.10 Definition. If $E$ is a topological $A$-module, $E$ is strictly linearly compact and its topology is a strictly linearly compact topology if $E$ is linearly compact and every continuous epimorphism from $E$ to a Hausdorff linearly topologized $A$-module is a topological epimorphism. A topological ring $A$ is a strictly linearly compact ring if the (left) $A$ module $A$ is strictly linearly compact.

For example, a totally disconnected compact ring $A$ is a strictly linearly compact ring and is, moreover, a strictly linearly compact module over any of its subrings. Indeed, the open ideals of $A$ form a fundamental system of neighborhoods of zero by 4.20, and a theorem of topology establishes that if $f$ is a continuous epimorphism from the additive group $A$ to a Hausdorff topological group $B$ with kernel $K$, then the induced isomorphism $\bar{f}$ from $A / K$ to $B$ is a homeomorphism, so $f$ is a topological epimorphism.
28.11 Theorem. If $u$ is a continuous homomorphism from a strictly linearly compact $A$-module $E$ to a Hausdorff linearly topologized $A$-module $F$, then $u(E)$ is strictly linearly compact.

Proof. By 28.3, $u(E)$ is linearly compact. If $v$ is a continuous epimorphism from $u(E)$ to a Hausdorff linearly topologized $A$-module $F$, then $v \circ u$ is a continuous epimorphism from $E$ to $F$, so $v \circ u$ is open by hypothesis. Consequently, if $O$ is open in $u(E)$, then as $v(O)=(v \circ u)\left(u^{-1}(O)\right), v(O)$ is open in $F$. -
28.12 Definition. A Hausdorff linear topology $\mathcal{T}$ on an $A$-module $E$ is minimal if there are no Hausdorff linear topologies on $E$ strictly weaker than $\mathcal{T}$, that is, if $\mathcal{T}$ is minimal in the set of all Hausdorff linear topologies on $E$, ordered by inclusion.
28.13 Theorem. A strictly linearly compact topology on an $A$-module $E$ is minimal.

The assertion is evident.
28.14 Theorem. Let $E$ be an $A$-module. (1) If $E$ is artinian, the discrete topology is the only Hausdorff linear topology on E. (2) $E$ is strictly linearly compact for the discrete topology if and only if $E$ is artinian.

Proof. (1) By hypothesis, the filter base of open submodules for a linear topology on $E$ contains a minimal member, which is actually the smallest member.
(2) Necessity: Let $\left(M_{n}\right)_{n \geq 1}$ be a decreasing sequence of submodules of $E$, and let

$$
M=\bigcap_{n=1}^{\infty} M_{n}
$$

Then $\left(M_{n} / M\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero for a Hausdorff linear topology on $E / M$. By hypothesis and $28.11, E / M$ is strictly linearly compact for the discrete topology, so in particular, the discrete topology is minimal by 28.13. Consequently, there exists $q \geq 1$ such that for all $n \geq q, M_{q} / M_{n}=(0)$, or equivalently, $M_{q}=M_{n}$.

Sufficiency: Let $\mathcal{F}$ be a linear filter base on an artinian $A$-module $E$. Then $\mathcal{F}$ contains a minimal and hence a smallest member $M$. Let $a \in E$ be such that $a+M \in \mathcal{F}$. Then each member of $\mathcal{F}$ contains $a+M$, so $a$ is adherent to $\mathcal{F}$. Thus $E$ is linearly compact. Let $u$ be an epimorphism from $E$, furnished with the discrete topology, to a Hausdorff linearly topologized $A$-module $F$. Then $F$ is isomorphic to a quotient module of $E$ and hence is artinian by 27.3 . Consequently by (1), the topology of $F$ is the discrete topology, so $u$ is a topological epimorphism.
28.15 Theorem. Let $E$ be a Hausdorff linearly topologized $A$-module, and let $\left(U_{\lambda}\right)_{\lambda \in L}$ be a fundamental system of neighborhoods of zero consisting of open submodules. (1) $E$ is linearly compact if and only if $E$ is complete and for each $\lambda \in L, E / U_{\lambda}$ is linearly compact for the discrete topology. (2) $E$ is strictly linearly compact if and only if $E$ is complete and for each $\lambda \in L, E / U_{\lambda}$ is artinian.

Proof. (1) The condition is necessary by 28.5 and 28.3. Sufficiency: By the module analogue of $5.22, E$ is topologically isomorphic to $\varliminf_{\lambda \in L}\left(E / U_{\lambda}\right)$, where each $E / U_{\lambda}$ has the discrete topology. By $5.20, \varliminf_{\lambda \in L}\left(E / U_{\lambda}\right)$ is a closed submodule of $\prod_{\lambda \in L}\left(E / U_{\lambda}\right)$, which is linearly compact by 28.7 . Thus by $28.6, E$ is linearly compact.
(2) The condition is necessary by $28.5,28.11$, and 28.14 . Sufficiency: By (1) and $28.14, E$ is linearly compact. To establish that $E$ is strictly linearly compact, let $u$ be a continuous epimorphism from $E$ to a Hausdorff linearly topologized $A$-module $F$, and let $O$ be an open submodule of $E$. Then $O$ is closed, so by 28.3 and $28.6, u(O)$ is closed in $F$, and thus the induced topology of $F / u(O)$ is Hausdorff. The kernel $H$ of the epimorphism $x \rightarrow u(x)+u(O)$ from $E$ to $F / u(O)$ contains $O$, hence is open, and therefore contains $U_{\lambda}$ for some $\lambda \in L$. Consequently, $E / H$ is isomorphic to a quotient module of the artinian module $E / U_{\lambda}$ and hence is artinian by 27.3. Therefore as $E / H$ is isomorphic to $F / u(O)$, the discrete topology is the only Hausdorff linear topology on $F / u(O)$ by 28.14. Consequently, the quotient topology of $F / u(O)$ is the discrete topology, so $u(O)$ is open. -
28.16 Theorem. Let $E$ be a Hausdorff linearly topologized $A$-module, and let $F$ be a closed submodule of $E$. (1) $E$ is linearly compact if and only if $F$ and $E / F$ are linearly compact. (2) $E$ is strictly linearly compact if and only if $F$ and $E / F$ are strictly linearly compact.

Proof. Let $\phi$ be the canonical epimorphism from $E$ to $E / F$. (1) The condition is necessary by 28.3 and 28.6. Sufficiency: Let $\left(F_{\lambda}\right)_{\lambda \in L}$ be a linear filter base on $E$, and for each $\lambda \in L$ let $F_{\lambda}=z_{\lambda}+M_{\lambda}$, where $M_{\lambda}$ is a submodule of $E$. Since $E / F$ is linearly compact, there exists $z \in E$ such that for each $\lambda \in L, \phi(z) \in \phi\left(z_{\lambda}+M_{\lambda}\right)$, whence as $\phi$ is a topological epimorphism,

$$
z \in \phi^{-1}\left(\overline{\phi\left(z_{\lambda}+M_{\lambda}\right)}\right)=\overline{\phi^{-1}\left(\phi\left(z_{\lambda}+M_{\lambda}\right)\right)}=\overline{z_{\lambda}+M_{\lambda}+F}
$$

Consequently by (3) of 3.3, for each open submodule $V$ of $E$ and for each $\lambda \in L, z \in z_{\lambda}+M_{\lambda}+F+V$, so

$$
\left(\left(z-z_{\lambda}\right)+M_{\lambda}+V\right) \cap F \neq \emptyset .
$$

Therefore the set of all $\left(\left(z-z_{\lambda}\right)+M_{\lambda}+V\right) \cap F$ such that $\lambda \in L$ and $V$ is an open submodule of $E$ is a filter base of cosets of open and hence closed submodules of $F$. Consequently, as $F$ is linearly compact, there exists $a \in F$ such that for all $\lambda \in L$ and all open submodules $V$ of $E, a \in\left(z-z_{\lambda}\right)+M_{\lambda}+V$. Thus for each $\lambda \in L, z-a \in z_{\lambda}+M_{\lambda}+V$ for all open submodules $V$ of $E$, so $z-a \in \overline{z_{\lambda}+M_{\lambda}}$ by (3) of 3.3.
(2) Necessity: By $28.11, E / F$ is strictly linearly compact, and by (1), $F$ is linearly compact and hence complete. Consequently, by (2) of 28.15 , to show that $F$ is strictly linearly compact, it suffices to show that if $U$ is an open submodule of $E$, then $F /(F \cap U)$ is artinian. But as $F /(F \cap U)$ is isomorphic to $(F+U) / U$, a submodule of $E / U$, which is artinian by (2) of $28.15, F /(F \cap U)$ is artinian by 27.3 .

Sufficiency: By (1), $E$ is linearly compact and hence complete, so by (2) of 28.15 , it suffices to show that if $U$ is an open submodule of $E$, then $E / U$ is artinian. Since $(U+F) / F$ is an open submodule of $E / F,(E / F) /((U+F) / F$ is artinian by (2) of 28.15 , so its isomorphic copy $E /(U+F)$ is also artinian. Now $(U+F) / U$ is isomorphic to $F /(U \cap F)$, which is artinian by $(2)$ of 28.15 since $F$ is strictly linearly compact. Therefore as $(E / U) /((U+F) / U)$ is isomorphic to $E /(U+F), E / U$ is artinian by 27.3 .
28.17 Theorem. If $E$ is the cartesian product of a family $\left(E_{\lambda}\right)_{\lambda \in L}$ of strictly linearly compact $A$-modules, $E$ is strictly linearly compact.

Proof. By $28.7, E$ is linearly compact and hence complete. Consequently, it suffices by (2) of 28.15 to show that if $U_{\lambda}$ is an open submodule of $E_{\lambda}$ for
each $\lambda \in L$ and if $U_{\lambda}=E_{\lambda}$ for all $\lambda \in L \backslash Q$, where $Q$ is a finite subset of $L$, then $E /\left(\prod_{\lambda \in L} U_{\lambda}\right)$ is an artinian module. But $E /\left(\prod_{\lambda \in L} U_{\lambda}\right)$ is isomorphic to $\prod_{\lambda \in Q}\left(E_{\lambda} / U_{\lambda}\right)$, which is artinian by (2) of 28.15 and 27.6. -
28.18 Theorem. If $E$ is a Hausdorff linearly topologized module over a [strictly] linearly compact ring $A$ and if $x_{1}, \ldots, x_{n} \in E$, then $A x_{1}+\cdots+A x_{n}$ is a [strictly] linearly compact, hence complete and thus closed submodule of $E$.

Proof. $A x_{1}+\cdots+A x_{n}$ is the image of the $A$-module $A^{n}$ under the homomorphism $u:\left(a_{1}, \ldots, a_{n}\right) \rightarrow a_{1} x_{1}+\cdots+a_{n} x_{n}$. By 28.7 [28.17], $A^{n}$ is a [strictly] linearly compact $A$-module, so as $u$ is continuous, the assertion follows from 28.3 [28.11] and 28.5.
28.19 Theorem. If $\mathcal{T}$ is a linearly compact topology on an $A$-module $E$ for which every submodule is closed, then $E$ is linearly compact for the discrete topology.

Proof. The adherence for $\mathcal{T}$ of any linear filter base on $E$ is simply its intersection. Hence $E$ is linearly compact for the discrete topology,
28.20 Theorem. Let $\mathcal{N}$ be a linear filter base on a linearly compact $A$-module $E$. (1) If $u$ is a continuous homomorphism from $A$ to a Hausdorff linearly topologized $A$-module $F$, and if $C$ is the adherence of $\mathcal{N}$, then $u(C)$ is the adherence of $u(\mathcal{N})$. (2) If each member of $\mathcal{N}$ is closed and if $M$ is a closed submodule of $E$, then

$$
M+\bigcap_{N \in \mathcal{N}} N=\bigcap_{N \in \mathcal{N}}(M+N)
$$

Proof. (1) For each $N \in \mathcal{N}, u(\bar{N}) \subseteq \overline{u(N)}$ as $u$ is continuous. As $\bar{N}$ is linearly compact by $28.6, u(\bar{N})$ is closed by 28.3 and 28.6 , so $u(\bar{N}) \supseteq \overline{u(N)}$. Thus $u(\bar{N})=\overline{u(N)}$ for each $N \in \mathcal{N}$. Consequently, if

$$
c \in C=\bigcap_{N \in \mathcal{N}} \bar{N},
$$

then

$$
u(c) \in u\left(\bigcap_{N \in \mathcal{N}} \bar{N}\right) \subseteq \bigcap_{N \in \mathcal{N}} u(\bar{N})=\bigcap_{N \in \mathcal{N}} \overline{u(N)}
$$

the adherence of $u(\mathcal{N})$. Conversely, let

$$
d \in \bigcap_{N \in \mathcal{N}} \overline{u(N)}
$$

Then for each open submodule $V$ of $F$ and each $N \in \mathcal{N},(d+V) \cap u(N) \neq \emptyset$, so $u^{-1}(d+V) \cap N$ is a coset of a submodule of $E ; \operatorname{let} G_{V, N}=u^{-1}(d+V) \cap N$. As $E$ is linearly compact, there exists $c$ belonging to $\bar{G}_{V, N}$ for all $N \in \mathcal{N}$ and all open submodules $V$ of $F$. In particular, for each open submodule $V$ of $F$, since $u^{-1}(d+V)$ is open and thus closed, $c \in u^{-1}(d+V)$, that is, $u(c)-d \in V$. Therefore as $F$ is Hausdorff, $u(c)=d$. Also for each $N \in \mathcal{N}$, $c \in \bar{G}_{F, N} \subseteq \bar{N}$, that is, $c \in C$.
(2) Let $\phi$ be the canonical epimorphism from $E$ to $E / M$. If $N \in \mathcal{N}$, then $\phi(N)$ is closed by 28.3 and 28.6 , so

$$
\phi\left(\bigcap_{N \in \mathcal{N}} N\right)=\bigcap_{N \in \mathcal{N}} \phi(N)
$$

by (1), whence

$$
\begin{aligned}
M+\bigcap_{N \in \mathcal{N}} N & =\phi^{-1}\left(\phi\left(\bigcap_{N \in \mathcal{N}} N\right)\right)=\phi^{-1}\left(\bigcap_{N \in \mathcal{N}} \phi(N)\right) \\
& =\bigcap_{N \in \mathcal{N}} \phi^{-1}(\phi(N))=\bigcap_{N \in \mathcal{N}}(N+M) \cdot \bullet
\end{aligned}
$$

28.21 Theorem. Let $E$ be the cartesian product of a family $\left(E_{\lambda}\right)_{\lambda \in L}$ of nonzero $A$-modules. If $F$ is a submodule of $E$ that is linearly compact for the discrete topology and dense in $E$ for the cartesian product topology, where each $E_{\lambda}$ is given the discrete topology, then $L$ is finite.

Proof. By 28.4, $F$ is also linearly compact for the topology induced by the cartesian product topology, so by 28.6, $F=E$. Consequently, $\bigoplus_{\lambda \in L} E_{\lambda}$ is a submodule of $F$ and therefore is also linearly compact for the discrete topology by 28.6. Replacing $F$ by $\bigoplus_{\lambda \in L} E_{\lambda}$ in the preceding argument, we conclude that $\bigoplus_{\lambda \in L} E_{\lambda}=E$, whence $L$ is finite.
28.22 Theorem. If a strictly linearly compact $A$-module $E$ is the direct sum of closed submodules $M_{1}, \ldots, M_{n}$, then $E$ is the topological direct sum of $M_{1}, \ldots, M_{n}$.

Proof. By (1) of 28.16 and $28.17, \prod_{k=1}^{n} M_{k}$ is strictly linearly compact, so as

$$
\left(x_{1}, \ldots, x_{n}\right) \rightarrow \sum_{k=1}^{n} x_{k}
$$

is a continuous isomorphism from $\prod_{k=1}^{n} M_{k}$ to $E$, it is a topological isomorphism by 28.10 .

## Exercises

28.1 Let $E$ be an $A$-module. A Zariski topology on $E$ is a linear topology for which all submodules are closed. (a) A Zariski topology is Hausdorff. (b) If $F$ is a submodule of $E$, a Zariski topology on $E$ induces Zariski topologies on $F$ and $E / F$. (c) A linear topology on $E$ stronger than a Zariski topology is a Zariski topology.
28.2 Let $E$ be an $A$-module furnished with a Zariski topology. (a) Let $f$ be a continuous homomorphism from a Hausdorff linearly topologized $A$ module $D$ to $E$, and let $\widehat{f}$ be the continuous extension of $f$ to a continuous homomorphism from $\widehat{D}$ to $\widehat{E}$. The kernel of $\widehat{f}$ is the closure $\widehat{K}$ in $\widehat{D}$ of the kernel $K$ of $f$. [Use 7.20.] (b) (Zariski [1945]) In particular, if $f$ is a monomorphism, so is $\widehat{f}$. (c) (Zariski [1945]) If $E$ is complete for a Zariski topology, $E$ is complete for any stronger linear topology. (d) If $M_{1}, \ldots, M_{n}$ are submodules of $E$ and if $\sum_{i=1}^{n} a_{i}=0$ where $a_{i} \in \widehat{M_{i}}$, the closure of $M_{i}$ in $\widehat{E}$, for all $i \in[1, n]$, then for each $i \in[1, n]$ there is a net $\left(x_{i, \lambda}\right)_{\lambda \in L}$ in $M_{i}$ such that $\lim _{\lambda \in L} x_{i, \lambda}=a_{i}$ and $\sum_{i=1}^{n} x_{i, \lambda}=0$ for all $\lambda \in L$. (e) If $M_{1}, \ldots, M_{n}$ are submodules of $E$ such that $\sum_{i=1}^{n} M_{i}$ is the direct sum of $M_{1}, \ldots, M_{n}$, then $\sum_{i=1}^{n} \widehat{M}_{i}$ is the direct sum of $\widehat{M}_{i}, \ldots, \widehat{M}_{n}$. (f) If $F$ and $G$ are submodules of $E, \widehat{F \cap G}=\widehat{F} \cap \widehat{G}$. [Consider the mapping $(x, y) \rightarrow x-y$ from $F \times G$ to $E$.]
28.3 Let $E$ be a linearly compact vector space. (a) If $E$ is discrete, then $E$ is finite-dimensional. (b) If $U$ is an open subspace of $E, E / U$ is finitedimensional. (c) The topology of $E$ is strictly linearly compact.
28.4 (Lefschetz [1942]) Let $E$ be a linearly compact vector space. (a) If $M$ and $N$ are subspaces of $E$ such that $M+N=E$, then for all $x, y \in E$, there exists $z \in E$ such that $z \equiv x(\bmod M)$ and $z \equiv y(\bmod N)$. (b) If $H_{1}, \ldots, H_{n}$ are subspaces of $E$ of codimension 1, none of which contains the intersection of the others, and if $x_{1}, \ldots, x_{n} \in E$, there exists $z \in E$ such that $z \equiv x_{i}\left(\bmod H_{i}\right)$ for all $i \in[1, n]$. (c) There is a family $\left(H_{\lambda}\right)_{\lambda \in L}$ of open subspaces of $E$ of codimension 1 such that

$$
\bigcap_{i=1}^{n} H_{\lambda_{i}} \nsubseteq H_{\lambda_{0}}
$$

whenever $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}$ are distinct members of $L$ and

$$
\bigcap_{\lambda \in L} H_{\lambda}=\{0\}
$$

(d) The function $\Phi: z \rightarrow\left(z+H_{\lambda}\right)_{\lambda \in L}$ from $E$ to $\prod_{\lambda \in L}\left(E / H_{\lambda}\right)$ is a topological isomorphism. Thus $E$ is topologically isomorphic to the cartesian
product of discrete one-dimensional vector spaces. (e) Conversely, the cartesian product of discrete one-dimensional vector spaces is a linearly compact vector space.
28.5 Let $A$ be a ring with identity. For each left ideal $J$ of $A$ and each $c \in A$, we define ( $J: c$ ) by

$$
(J: c)=\{x \in A: x c \in J\}
$$

Let $\mathcal{T}$ be a linear topology on $A$. For each left ideal $J$, let

$$
J^{\prime}=\{c \in A:(J: c) \text { is open }\} .
$$

Topology $\mathcal{T}$ is a Gabriel topology if a left ideal $J$ is open whenever $J^{\prime}$ is open. (a) If $J$ is a left ideal, $J^{\prime}$ is a left ideal containing $J$. (b) If $I$ and $J$ are left ideals and if $c \in A$, then $(I \cap J)^{\prime}=I^{\prime} \cap J^{\prime}$ and $(J: c)^{\prime}=\left(J^{\prime}: c\right)$. (c) For each left ideal $J$ of $A$, define $J_{n}$ recursively for all $n \in \mathbb{N}$ by $J_{0}=J$, $J_{n+1}=\left(J_{n}\right)^{\prime}$. If $I$ and $J$ are left ideals and if $c \in A$, then $\left(J_{n}\right)^{\prime}=\left(J^{\prime}\right)_{n}$, $(I \cap J)_{n}=I_{n} \cap J_{n}$, and $\left(J_{n}: c\right)=(J: c)_{n}$ for all $n \in \mathbb{N}$. (d) The set of all left ideals $J$ such that $J_{n}$ is open for some $n \in N$ is a fundamental system of neighborhoods of zero for the weakest Gabriel topology on $A$ stronger than $\tau$.

## 29 Linearly Compact Semisimple Rings

Here we shall describe all linearly compact semisimple rings. Basic to our description is the ring of $A$ of all linear operators on a discrete vector space $E$ over a discrete division ring $K$, furnished with the topology of pointwise convergence, that is, the weakest topology on $A$ such that for all $x \in E$, $u \rightarrow u(x)$ is continuous from $A$ to $E$.

First, we shall extend two definitions introduced on pages 206 and 210 : If $E$ is an $A$-module and if $L$ is a subset of $A$, we shall call the annihilator of $L$ in $E$ the submodule of all $x \in E$ such that $u x=0$ for all $u \in L$ and denote it by $\mathrm{Ann}_{E}(L)$, and if $F$ is a subset of $E$, we shall call the annihilator of $F$ in $A$ the left ideal of all $u \in A$ such that $u x=0$ for all $x \in F$ and denote it by $\mathrm{Ann}_{A}(F)$.

If $A$ is a ring of linear operators on a vector space $E$, we shall regard $E$ as an $A$-module under the scalar multiplication $(u, x) \rightarrow u(x)$. Thus $E$ is a simple $A$-module if and only if $A$ is a primitive ring of endomorphisms of the additive group $E$.

Let $E$ be a topological space, $F$ a set. The topology of pointwise (or simple) convergence on $E^{F}$, the set of all functions from $F$ to $E$, is the weakest topology on $E^{F}$ such that for all $x \in E, u \rightarrow u(x)$ is continuous from $E^{F}$ to $E$. Thus the topology of pointwise convergence is simply the
cartesian product topology on $E^{F}$, regarded as the cartesian product of $\left(E_{x}\right)_{x \in F}$ where $E_{x}=E$ for all $x \in F$. We shall also call the topology it induces on any subset of $E^{F}$ the topology of pointwise convergence on that set, and denote it by $\mathcal{T}_{s}$.

In particular, let $A$ be the ring of all linear operators on a discrete vector space $E$ over a discrete division ring $K$, whence $A \subseteq E^{E}$. A fundamental system of neighborhoods of zero for $\mathcal{T}_{s}$ on $A$ is then $\left\{\operatorname{Ann}_{A}(X): X\right.$ is a finite subset of $E\}$, or equivalently, $\left\{\operatorname{Ann}_{A}(M): M\right.$ is a finite-dimensional subspace of $E\}$, since clearly if $M$ is the subspace generated by a finite subset $X, \operatorname{Ann}_{A}(X)=\operatorname{Ann}_{A}(M)$. If $B$ is a ring of linear operators on $E$, clearly $B$ is a dense ring of linear operators if and only if $B$ is (topologically) dense in $A$ for the topology $\mathcal{T}_{s}$.
29.1 Theorem. Let $A$ be the ring of all linear operators on a discrete vector space $E$ over a discrete division ring $K$. Furnished with the topology $\mathcal{T}_{s}$ of pointwise convergence, $A$ is a strictly linearly compact ring, and $E$ is a topological $A$-module.

Proof. For any subset $X$ of $E, \operatorname{Ann}_{A}(X)$ is a left ideal of $A$, and clearly the intersection of all the annihilators of all finite subsets of $E$ is the zero ideal. Thus $\mathcal{T}_{s}$ is a Hausdorff linear topology on $A$. To show that $\mathcal{T}_{s}$ is a ring topology, therefore, it suffices by 2.15 to show that for any $v \in A, u \rightarrow u \circ v$ from $A$ to $A$ is continuous at zero. But for any finite subset $X$ of $E, v(X)$ is finite, and clearly

$$
\operatorname{Ann}_{A}(v(X)) \circ v \subseteq \operatorname{Ann}_{A}(X)
$$

Moreover, $E$ is a topological $A$-module by 2.16 , for (TM 4) holds as the image of $A \times(0)$ under scalar multiplication is (0).

For each $b \in E$, let $E_{b}$ be the topological $A$-module $E$. Let $B$ be a basis of the vector space $E$. Then $f: u \rightarrow(u(b))_{b \in B}$ is a continuous isomorphism from the topological $A$-module $A$ to the topological $A$-module $\prod_{b \in B} E_{b}$. To show that $f$ is also open, let $M$ be a finite-dimensional subspace of $E$. Then there is a finite subset $C$ of $B$ such that $M$ is contained in the subspace generated by $C$. Let $H_{b}=(0)$ if $b \in C, H_{b}=E$ if $b \in B \backslash C$; then $\prod_{b \in B} H_{b}$ is an open neighborhood of zero in $\prod_{b \in B} E_{b}$ contained in $f\left(\operatorname{Ann}_{A}(M)\right)$. Thus by 5.18, $f$ is a topological isomorphism from $A$ to $\prod_{b \in B} E_{b}$. Since $E$ is complete, so is $\prod_{b \in B} E_{b}$ by (2) of 7.8, and therefore $A$ is also complete by 7.14 .

Consequently, to show that $\mathcal{T}_{s}$ is strictly linearly compact, it suffices by (2) of 28.15 to show that if $M$ is a finite-dimensional subspace of $E$, then $A / \operatorname{Ann}_{A}(M)$ is an artinian $A$-module. Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be a basis of $M$. Then $u \rightarrow\left(u\left(b_{1}\right), \ldots, u\left(b_{n}\right)\right)$ is an epimorphism from the $A$-module $A$ to
the $A$-module $\prod_{i=1}^{n} E_{b_{i}}$ whose kernel is $\operatorname{Ann}_{A}(M)$. Since $E$ is a simple $A$ module, it is trivially artinian. Hence by $27.6, A / \operatorname{Ann}_{A}(M)$ is an artinian $A$-module.
29.2 Theorem. Let $A$ be the ring of all linear operators on a discrete vector space $E$ over a discrete division ring $K$. There is no linearly compact topology on the $A$-module $A$ that is strictly stronger than the topology $\mathcal{T}_{s}$ of pointwise convergence.

Proof. Let $T$ be a linearly compact topology on the $A$-module $A$ stronger than $\mathcal{T}_{s}$. Let $L$ be a left ideal of $A$ that is open for $\mathcal{T}$, let $B$ be a basis of the vector subspace $\operatorname{Ann}_{E}(L)$, and for each $b \in B$ let $E_{b}$ be the $A$-module $E$. Then $f: u \rightarrow(u(b))_{b \in B}$ is an epimorphism from $A$ to $\prod_{b \in B} E_{b}$ with kernel $\operatorname{Ann}_{A}\left(\operatorname{Ann}_{E}(L)\right)$. Thus $\prod_{b \in B} E_{b}$ is isomorphic to $A / \operatorname{Ann}_{A}\left(\operatorname{Ann}_{E}(L)\right)$, which by 28.3 is linearly compact for the discrete topology as $\operatorname{Ann}_{A}\left(\operatorname{Ann}_{E}(L)\right) \supseteq L$. By 28.21, $B$ is finite, so $\operatorname{Ann}_{A}\left(\operatorname{Ann}_{E}(L)\right)$ is open for $\mathcal{T}_{s}$. But also, as $L$ is open, thus closed and hence by (2) of 28.6 linearly compact for the topology induced by $\mathcal{T}, L$ is also linearly compact and hence closed for $\mathcal{T}_{s}$ by 28.4 and (1) of 28.6. By $25.8, L$ is dense in $\mathrm{Ann}_{A}\left(\mathrm{Ann}_{E}(L)\right)$ for $\mathcal{T}_{s}$. Therefore $L=\mathrm{Ann}_{A}\left(\mathrm{Ann}_{E}(L)\right)$. Thus $\mathcal{T}=\mathcal{T}_{s}$. $\bullet$
29.3 Theorem. Let $u$ be a continuous epimorphism from a [strictly] linearly compact ring $A$ to a Hausdorff linearly topologized topological ring $B$. Then $B$ is a [strictly] linearly compact ring, [ $u$ is an open mapping], and if $L$ is a closed left ideal of $A, u(L)$ is a closed left ideal of $B$.

Proof. We convert $B$ into an $A$-module by defining $a . b$ to be $u(a) b$ for all $a \in A, b \in B$. This scalar multiplication is continuous from $A \times B$ to $B$ since $u$ is continuous and multiplication on $B$ is continuous. Moreover, $u$ is a homomorphism from the $A$-module $A$ to the $A$-module $B$ since for all $x, y \in A$,

$$
u(x . y)=u(x y)=u(x) u(y)=x . u(y) .
$$

By 28.3 [28.11], $B$ is a [strictly] linearly compact $A$-module. The left ideals of the ring $B$ are precisely the submodules of the $A$-module $B$ as $u$ is surjective [and if $J$ is a left ideal of $B$, the $A$-submodules and $B$-submodules of $A / J$ coincide], so $B$ is a [strictly] linearly compact ring. Moreover, if $L$ is a closed left ideal of $A, u(L)$ is a closed left ideal of $B$ by 28.3 and 28.6.
29.4 Corollary. If $P$ is a closed ideal of a [strictly] linearly compact ring $A$, then $A / P$ is a [strictly] linearly compact ring.
29.5 Theorem. The cartesian product of a family of [strictly] linearly compact rings is a [strictly] linearly compact ring.

Proof. Let $A$ be the cartesian product of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of [strictly] linearly compact rings. We convert each $A_{\lambda}$ into an $A$-module by defining
$x . y_{\lambda}$ to be $p r_{\lambda}(x) y_{\lambda}$ for all $x \in A, y \in A_{\lambda}$, where $p r_{\lambda}$ is the canonical epimorphism from $A$ to $A_{\lambda}$. Since $p r_{\lambda}$ is continuous and multiplication is continuous on $A_{\lambda}, A_{\lambda}$ is a topological $A$-module. Since $p r_{\lambda}$ is surjective, the left ideals of $A_{\lambda}$ are precisely the $A$-submodules of $A_{\lambda}$ [and if $J_{\lambda}$ is a left ideal of $A_{\lambda}$, the $A_{\lambda}$-submodules and the $A$-submodules of $A_{\lambda} / J_{\lambda}$ coincide]. Consequently, each $A_{\lambda}$ is a [strictly] linearly compact $A$-module. By 28.7 [28.17], $A$ is a [strictly] linearly compact $A$-module, that is, $A$ is a [strictly] linearly compact ring.
29.6 Theorem. If $M$ is an open regular maximal left ideal of a linearly compact ring $A$, the largest ideal $P(M)$ of $A$ contained in $M$ is closed, and $A / P(M)$ is topologically isomorphic to the ring of all linear operators on a discrete vector space over a discrete division ring, furnished with the topology of pointwise convergence.

Proof. Since $M$ is open, $M$ is closed, so as $P(M)=\{a \in A: a A \subseteq M\}$ by $26.4, P(M)$ is also closed. With the notation of (1) of $26.5, \hat{A}$ is by 25.6 a dense of linear operators on the $K$-vector space $A / M$, where $K$ is the division ring of all endomorphisms of $A / M$ that commute with each member of $\hat{A}$, and there is an isomorphism $g$ from $A / P(M)$ to $\hat{A}$ satisfying $g(a+P(M))=\hat{a}$ for all $a \in A$. Since $M$ is open, $A / M$ is discrete. Let $\mathcal{T}$ be the topology on $\hat{A}$ for which $g$ is a topological isomorphism. By 29.4, $\mathcal{T}$ is a linearly compact ring topology. For each $x \in A \backslash M, \hat{a} \rightarrow \hat{a}(x+M)$ is continuous from $\hat{A}$, furnished with $\mathcal{T}$, to $A / M$ by 5.11 since $a \rightarrow a x+M$ is a continuous epimorphism from the additive group $A$ to $A / M$ whose kernel contains $P(M)$. Therefore $\mathcal{T}$ is stronger that the topology of pointwise convergence on $\hat{A}$. Consequently by 29.3 applied to the identity mapping of $\hat{A}$, that topology is a linearly compact ring topology, hence is complete by 28.5 , and thus $\hat{A}$ is closed in the ring $B$ of all linear operators on the discrete $K$-space $A / M$ for the topology $\mathcal{T}_{s}$ of pointwise convergence. Since $\hat{A}$ is also dense in $B$ for that topology, $\hat{A}=B$. By $29.2, \mathcal{T}=\mathcal{T}_{s}$. $\bullet$
29.7 Theorem. A topological ring $A$ is semisimple and linearly compact if and only if $A$ is topologically isomorphic to the cartesian product of a family of topological rings, each the ring of all linear operators on a discrete vector space over a discrete division ring, furnished with the topology of pointwise convergence. In particular, the intersection of the closed primitive ideals of a semisimple linearly compact ring is the zero ideal.

Proof. The condition is sufficient by 29.1, 29.5, and 26.21. Necessity: Let $\left(P_{\lambda}\right)_{\lambda \in L}$ be the family of all the primitive ideals $P(M)$ where $M$ is an open regular maximal left ideal of $A$, and for each $\lambda \in L$, let $A_{\lambda}=A / P_{\lambda}$. The
canonical homomorphism $\Phi$ from $A$ to $\prod_{\lambda \in L} A_{\lambda}$, defined by

$$
\Phi(a)=\left(a+P_{\lambda}\right)_{\lambda \in L}
$$

for all $a \in L$, is then continuous. By 29.6 we need only show that $\Phi$ is a topological isomorphism.

To establish the final assertion and the injectivity of $\Phi$, we shall show that

$$
\bigcap_{\lambda \in L} P_{\lambda}=(0) .
$$

Let $c \in A^{*}$. As $A$ is semisimple, by 26.9 there exists $b \in A$ such that $c b$ is not left advertible; let $J=\{x-x c b: x \in A\}$. Then $J$ is a regular left ideal of $A$ not containing $\boldsymbol{c b}$. Moreover, $J$ is a linearly compact $A$-module by 28.3 since it is the image of $A$ under the continuous homomorphism $x \rightarrow x-x c b$. Therefore $J$ is closed by (1) of 28.6 , so by (3) of 3.3 there is an open left ideal $I$ of $A$ such that $c b \notin J+I$. As $J$ is regular, so is $J+I$. By 26.3 there is a maximal regular left ideal $M$ containing $J+I$, and $c b \notin M$ since otherwise $x=(x-x c b)+x c b \in J+M=M$ for all $x \in A$. As $J+I$ is open, so is $M$, and therefore $P(M)=P_{\lambda}$ for some $\lambda \in L$. Finally, $c \notin P_{\lambda}$, for otherwise $c b \in M$, a contradiction.

For each $\mu \in L$ let $\phi_{\mu}$ be the canonical epimorphism from $A$ to $A_{\mu}$, a linearly compact ring with an identity element by 29.6 and 29.1 . To show that $P_{\lambda}+P_{\mu}=A$ whenever $\lambda$ and $\mu$ are distinct members of $L$, we may assume that $P_{\lambda} \nsubseteq P_{\mu}$. Then $\phi_{\mu}\left(P_{\lambda}\right)=A_{\mu}$ since $\phi_{\mu}\left(P_{\lambda}\right)$ is a nonzero closed ideal by 29.3 and is also dense by 25.10 . Thus

$$
P_{\lambda}+P_{\mu}=\phi_{\mu}^{-1}\left(\phi_{\mu}\left(P_{\lambda}\right)\right)=\phi_{\mu}^{-1}\left(A_{\mu}\right)=A .
$$

Moreover, as each $A / P_{\lambda}$ has an identity element, $\left(A / P_{\lambda}\right)^{2}=A / P_{\lambda}$. Therefore by $24.11, \Phi(A)$ is dense in $\prod_{\lambda \in L} A_{\lambda}$. By $29.3, \Phi(A)$ is linearly compact, thus closed by 28.5 , and hence closed in $\prod_{\lambda \in L} A_{\lambda}$. Therefore

$$
\Phi(A)=\prod_{\lambda \in L} A_{\lambda} .
$$

To show that $\Phi$ is open, let $J$ be an open left ideal of $A$, and for each $\mu \in L$ let

$$
J_{\mu}=p r_{\mu}(\Phi(J)) \subseteq A_{\mu}
$$

Then $J$ is closed in $A$, so $\Phi(J)$ is closed in $\prod_{\lambda \in L} A_{\lambda}$ by 29.3, and consequently $\Phi(J)=\prod_{\lambda \in L} J_{\lambda}$ by 24.12 , since each $A_{\lambda}$ has an identity element. Thus $A / J$ is isomorphic to $\prod_{\lambda \in L}\left(A_{\lambda} / J_{\lambda}\right)$ and hence to $\prod_{\lambda \in N}\left(A_{\lambda} / J_{\lambda}\right)$ where $N=\left\{\lambda \in L: J_{\lambda} \neq A_{\lambda}\right\}$. Consequently, since $J$ is open, the $A$-module $\Pi_{\lambda \in N}\left(A_{\lambda} / J_{\lambda}\right)$ is linearly compact for the discrete topology. By 28.21 , therefore, $N$ is finite, so $\Phi(J)$ is open in $\prod_{\lambda \in L} A_{\lambda}$. Thus $\Phi$ is open.
29.8 Corollary. If $A$ is a nonzero semisimple linearly compact ring, then $A$ is strictly linearly compact and has an identity element, and every nonzero closed left ideal of $A$ contains a minimal left ideal.

Proof. By 29.7, 29.1, and 29.5 the first two assertions hold. For the third, we may by 29.7 assume that $A=\prod_{\lambda \in L} A_{\lambda}$, where each $A_{\lambda}$ is the ring of all linear operators on a vector space. Let $J$ be a closed left ideal of $A$. By 24.12, $J=\prod_{\lambda \in L} J_{\lambda}$, where each $J_{\lambda}$ is a left ideal of $A_{\lambda}$. As $J \neq(0)$, there exists $\mu \in L$ such that $J_{\mu} \neq(0)$, so by (1) of $25.21, J_{\mu}$ contains a minimal left ideal $N_{\mu}$. Then $i n_{\mu}\left(N_{\mu}\right)$ is clearly a minimal left ideal of $A$ contained in $J$, where $i n_{\mu}$ is the canonical injection from $A_{\mu}$ to $A$. -
29.9 Corollary. A topological ring $A$ is semisimple and linearly compact and its topology is an ideal topology if and only if $A$ is topologically isomorphic to the cartesian product of discrete rings, each the ring of all linear operators on a finite-dimensional vector space.

Proof. The only Hausdorff ideal topology on the ring $A$ of all linear operators on a vector space $E$ is the discrete topology by (2) of 25.21 , and the topology of pointwise convergence on $A$ is discrete if and only if $E$ is finite-dimensional.
29.10 Corollary. A topological ring $A$ is commutative, semisimple, and linearly compact if and only if $A$ is topologically isomorphic to the cartesian product of a family of discrete fields.

Theorem 29.7 generalizes the Artin-Wedderburn theorem (27.14). Indeed, if $A$ is a semisimple artinian ring, then $A$ is (strictly) linearly compact for the discrete topology by (2) of 28.14 , so $A$ is isomorphic to the cartesian product of finitely many rings, each the ring of all linear operators on a finite-dimensional vector space by 29.7 , since a cartesian product of topological rings with identity is discrete if and only if the number of such rings is finite and each is discrete, and the topology of pointwise convergence on the ring of all linear operators of a vector space is discrete only if the vector space is finite-dimensional.
29.11 Theorem. A topological ring $A$ is primitive [right primitive] and linearly compact if and only if $A$ is topologically isomorphic [antiisomorphic] to the ring of all linear operators on a discrete nonzero vector space over a discrete division ring, furnished with the topology of pointwise convergence.

Proof. For primitivity, the condition is sufficient by 29.1 and necessary by $26.12,29.7$, and 25.11 . The assertion for right primitivity therefore follows from 25.12.
29.12 Theorem. The radical of a linearly compact ring $A$ is closed.

Proof. By 26.9 and 26.13 it suffices to prove that the closure of an advertible left ideal $J$ is an advertible left ideal. Let $a \in \bar{J}$, and let $\mathcal{L}$ be the set of all open left ideals of $A$. For each $L \in \mathcal{L}$, let

$$
H_{L}=\{x \in A: x-x a \in L\},
$$

an open left ideal since $x \rightarrow x-x a$ is continuous on $A$, let $a_{L} \in J$ be such that $a-a_{L} \in L$, and let $x_{L}$ be the adverse of $a_{L}$. To show that the open cosets $\left\{x_{L}+H_{L}: L \in \mathcal{L}\right\}$ form a filter base, let $L, M \in \mathcal{L}$ be such that $M \subseteq L$. Then

$$
a+x_{L}-x_{L} a=a+\left(x_{L} a_{L}-a_{L}\right)-x_{L} a=\left(a-a_{L}\right)-x_{L}\left(a-a_{L}\right) \in L
$$

and similarly $a+x_{M}-x_{M} a \in M$, so
$\left(x_{L}-x_{M}\right)-\left(x_{L}-x_{M}\right) a=\left[a+x_{L}-x_{L} a\right]-\left[a+x_{M}-x_{M} a\right] \in L+M=L$
and therefore $x_{L}-x_{M} \in H_{L}$, whence $x_{M}+H_{M} \subseteq x_{L}+H_{L}$. Thus there exists

$$
x \in \bigcap_{L \in \mathcal{L}}\left(x_{L}+H_{L}\right)
$$

For each $L \in \mathcal{L}, x-x_{L} \in H_{L}$, so $x-x_{L}-\left(x-x_{L}\right) a \in L$, and thus

$$
a+x-x a=\left[a+x_{L}-x_{L} a\right]+\left[\left(x-x_{L}\right)-\left(x-x_{L}\right) a\right] \in L+L=L .
$$

Consequently, $x$ is the left adverse of $a$. But $x \in \bar{J}$ since $\bar{J}$ is a left ideal, so by what we have just proved, $x$ also has a left adverse. Consequently as o is associative, $a$ is advertible.
29.13 Corollary. The radical $R$ of a linearly compact ring $A$ is the intersection of its closed primitive ideals, and $A / R$ is a strictly linearly compact, semisimple ring.

Proof. By $29.12,29.4,29.8$, and $26.16, A / R$ is a strictly linearly compact, semisimple ring. Therefore by $29.7, R$ is the intersection of the ideals $\phi^{-1}(P)$ where $P$ is a closed primitive ideal of $A / R$ and $\phi$ is the canonical epimorphism from $A$ to $A / R$; but each such $\phi^{-1}(P)$ is closed as $\phi$ is continuous and is primitive since $A / \phi^{-1}(P)$ is isomorphic to $(A / R) / P$. $\bullet$
29.14 Theorem. Let $A$ be a linearly compact ring that is not a radical ring, and let $R$ be the radical of $A$. The following statements are equivalent:
$1^{\circ} A / R$ is artinian.
$2^{\circ} A / R$ is noetherian.
$3^{\circ} R$ is open.
$4^{\circ} A / R$ is topologically isomorphic to the cartesian product of finitely many discrete rings, each the ring of all linear operators on a finite-dimensional vector space.
$5^{\circ}$ Every ideal of $A / R$ is closed.
Proof. By $29.13, A / R$ is a linearly compact, semisimple ring. The equivalence of the assertions readily follows from 29.7 and 25.10 , applied to the ideal of all linear operators of finite-dimensional range. -
29.15 Theorem. If $e$ is an idempotent of a [strictly] linearly compact ring $A$, then $e A e$ is a [strictly] linearly compact ring.

Proof. By $26.28, A e$ and $e A e$ are closed in $A$. Hence if $L$ is a closed left ideal of $e A e, \overline{A L}$ is a closed left ideal of $A$ contained in $A e$. Clearly $L=e \overline{A L}$, for as $e$ is the identity of $e A e, L=e A e L=e A L$, and thus $L \subseteq e \overline{A L} \subseteq \overline{e A \bar{L}}=\bar{L}=L$. Let $\left(x_{L}+L\right)_{L \in \mathcal{L}}$ be a closed linear filter base on $e A e$. Then $\left(x_{L}+\overline{A L}\right)_{L \in \mathcal{L}}$ is a closed linear filter base on $A$ and hence its intersection contains some $c \in A$. Therefore for each $L \in \mathcal{L}$,

$$
e c-x_{L}=e\left(c-x_{L}\right) \in e \overline{A L}=L .
$$

Thus ec $\in \bigcap_{L \in \mathcal{L}}\left(x_{L}+L\right)$.
Assume that $A$ is strictly linearly compact. As $x \rightarrow x e$ is a continuous epimorphism from the $A$-module $A$ to the $A$-module $A e$, the latter is strictly linearly compact by 28.3 . The submodules of the $A$-module $A e$ are, of course, the left ideals of $A$ contained in $A e$. For each closed left ideal $L$ of $e A e$, let $\mathcal{J}_{L}$ be the set of all $A$-submodules $J$ of $A e$ such that $e J \subseteq L$. Clearly the sum of two members of $\mathcal{J}_{L}$ is again a member of $\mathcal{J}_{L}$, so the union $L^{\prime}$ of all the members of $\mathcal{J}_{L}$ is a member of $\mathcal{J}_{L}$. As the closure of a member of $\mathcal{J}_{L}$ also belongs to $\mathcal{J}_{L}, L^{\prime}$ is a closed $A$-submodule of $A e$ such that $e L^{\prime}=L$, since $\overline{A L} \in \mathcal{J}_{L}$. If $L$ is open in $e A e$, then $L^{\prime}$ is open in $A e$ : indeed, there exists an open submodule $J$ of $A e$ such that $J \cap e A e \subseteq L$; then as $J=J e, e J=e J e \subseteq e A e$ and $e J \subseteq J$, so $e J \subseteq J \cap e A e \subseteq L$. Thus $J$ is an open $A$-submodule of $A e$ belonging to $\mathcal{J}_{L}$. Therefore $J \subseteq L^{\prime}$, so $L^{\prime}$ is open in $A e$. Thus $L \rightarrow L^{\prime}$ is an increasing injection from the set of all closed [open] left ideals of $e A e$ to the set of all closed [open] submodules of the $A$-module $A e$. In particular, if $U$ is an open left ideal of $e A e, L \rightarrow L^{\prime}$ is an increasing injection from the set of left ideals of $e A e$ containing $U$ to
the set of $A$-submodules of $A e$ containing the open submodule $U^{\prime}$; hence as the $A$-module $A e / U^{\prime}$ is artinian by bypothesis, the $e A e$-submodule $e A e / U$ is artinian. Consequently by $28.15, e A e$ is strictly linearly compact.

## Exercises

29.1 Let $E$ be a Hausdorff vector space over a division ring $K$ furnished with a ring topology, and let $A$ be the ring of all continuous linear operators on $E$, furnished with the topology of pointwise convergence. (a) For each $v \in A, u \rightarrow u \circ v$ and $u \rightarrow v \circ u$ are continuous from $A$ to $A$. (b) If $K$ is nondiscrete, complete, and straight, if $E$ is infinite-dimensional, and if every finite-dimensional subspace of $E$ has a topological supplement, then $(u, v) \rightarrow u \circ v$ is not continuous at ( 0,0 ). [Cf. Exercise 25.3.]
29.2 If $P$ is a closed primitive ideal of a linearly compact ring $A$, then $P$ is the intersection of open regular maximal left ideals, and if $M$ is any closed maximal left ideal containing $P$, then $M$ is open, a regular left ideal, and $P=P(M)$. [Use 29.11 and 25.8.]

In the remaining exercises $M_{n}(K)$ denotes the ring of all $n$ by $n$ matrices over a topological ring $K$, furnished with the cartesian product topology.
$29.3 M_{n}(K)$ is a topological ring.
29.4 Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be a basis of an $n$-dimensional Hausdorff vector space $E$ over a Hausdorff division ring $K$, and let $A$ be the ring of all linear operators on $E$, furnished with the topology of pointwise convergence. For each $(i, j) \in[1, n] \times[1, n]$, let $e_{i j}$ be the linear operator satisfying $e_{i j}\left(a_{j}\right)=$ $a_{i}, e_{i j}\left(a_{k}\right)=0$ if $k \neq j$, and for each $\lambda \in K$ let $\hat{\lambda}$ be the linear operator satisfying $\hat{\lambda}\left(a_{k}\right)=\lambda a_{k}$ for all $k \in[1, n]$. Let $M$ be the isomorphism from $A$ to $M_{n}(K)$ determined by the basis $\left\{b_{1}, \ldots, b_{n}\right\}$; thus for each $u \in A$, $M(u)=\left(\lambda_{u ; i, j}\right)$ where

$$
u\left(a_{j}\right)=\sum_{i=1}^{n} \lambda_{u ; i, j} a_{i}
$$

for all $j \in[1, n]$, and

$$
M^{-1}\left(\left(\lambda_{i, j}\right)\right)=\sum_{i, j} \hat{\lambda}_{i, j} \circ e_{i j} .
$$

(a) $M^{-1}$ is continuous from $M_{n}(K)$ to $A$. (b) If $E$ is a straight vector space, $M$ is continuous from $A$ to $M_{n}(K)$. [First show that $u \rightarrow \lambda_{u ; r, s} b_{1}$ is continuous from $A$ to $E$.] (c) If $E$ is a straight vector space, $A$ is a topological ring.
29.5 Let $K$ be a Hausdorff commutative ring with identity. (a) If $K$ is advertibly open, then $M_{n}(K)$ is advertibly open. [Use the determinant
function.] (b) If $K$ is a ring with continuous inversion, then $M_{n}(K)$ is a ring with continuous inversion. [Recall that if $A \in M_{n}(K)^{\times}$and if $\operatorname{adj}(A)$ is the adjoint of $A$, then $A^{-1}=(\operatorname{det} A)^{-1} \operatorname{adj}(A)$.]
29.6 (Kaplansky [1946]) Let $K$ be a Gel'fand ring (Exercise 26.6), and let $n \geq 1$. (a) For each neighborhood $U$ of zero contained in $K^{a}$ there is a neighborhood $V$ of zero contained in $K^{a}$ such that if $c_{i, j}, d_{j} \in V$ for all $i, j \in[1, n]$, then there exist (unique) $x_{1}, \ldots, x_{n} \in U$ such that

$$
\begin{equation*}
x_{i}-\sum_{k=1}^{n} c_{i, k} x_{k}=d_{i} \tag{1}
\end{equation*}
$$

for all $i \in[1, n]$. [Use induction on $n$; circle each side of the first equation of (1) on the left by $c_{1,1}^{a}$ to arrive at an explicit expression for $x_{1}$; substitute it in the $i$ th equation of (1) for each $i \in[2, n]$ to obtain $n-1$ equations of form (1).] (b) $M_{n}(K)$ is advertibly open.
29.7 Let $A$ be the ring of all linear operators on a vector space $E$, and let $P=\{e \in A: e$ is a projection on a one-dimensional subspace of $E\}$. (a) $e \in P$ if and only if $e$ is a nonzero idempotent and for every idempotent $f \in A$ such that $e f=f e$, either $e f=e$ or $e f=0$. (b) For each finite subset $J$ of $P$ let $V(J)=\{u \in A: u e=0$ for all $e \in J\}$. Then $\{V(J)$ : $J$ is a finite subset of $P\}$ is a fundamental system of neighborhoods of zero for the topology of pointwise convergence on $A$, where $E$ is given the discrete topology. (c) If $\Phi$ is an isomorphism from $A$ to the ring $B$ of all linear operators on a vector space $F$, then $\Phi$ is a topological isomorphism when $E$ and $F$ are given the discrete topology, $A$ and $B$ the topology of pointwise convergence. (d) If $\Phi$ is an isomorphism from one linearly compact primitive ring to another, then $\Phi$ is a topological isomorphism. (e) A primitive ring admits at most one linearly compact ring topology.
29.8 (Warner [1960b], Arnautov and Ursul [1979]) Let $\left(A_{\lambda}\right)_{\lambda \in L},\left(B_{\mu}\right)_{\mu \in M}$ be families of rings with identity, and let $A$ and $B$ be their respective cartesian products. For each $\lambda \in L$, we denote by $i n_{\lambda}$ the canonical injection from $A_{\lambda}$ to $A$ and by $p r_{\lambda}$ the canonical epimorphism from $A$ to $A_{\lambda}$ (so that $p r_{\lambda} \circ i n_{\lambda}$ is the identity automorphism of $A_{\lambda}$ ), and similarly for each $\mu \in M$. (a) If $h$ is a homomorphism from $A$ to $A$ such that the restriction of $h$ to $\bigoplus_{\lambda \in L} A_{\lambda}$ is the identity automorphism of $\bigoplus_{\lambda \in L} A_{\lambda}$, then $h$ is the identity automorphism of $A$. (b) Assume that for each $\lambda \in L$ and each $\mu \in M, A_{\lambda}$ and $B_{\mu}$ are indecomposable rings, that is, not the direct sum of two proper subrings. If $h$ is an isomorphism from $A$ to $B$, then there exist a bijection $\sigma$ from $M$ to $L$ and, for each $\mu \in M$, an isomorphism $h_{\mu}$ from $A_{\sigma(\mu)}$ to $B_{\mu}$ such that

$$
h\left(\left(x_{\lambda}\right)\right)_{\lambda \in L}=\left(h_{\mu}\left(x_{\sigma(\mu)}\right)\right)_{\mu \in M} .
$$

[Observe that if $1_{\lambda}$ is the identity element of $A_{\lambda}$, then $\left\{\operatorname{in}_{\lambda}\left(1_{\lambda}\right): \lambda \in L\right\}$ is the set of indempotents $e$ in the center of $A$ such that for every idempotent $f$ in the center of $A$, either $e f=0$ or $e f=e$. Then show that for every $\mu \in M$ there exists $\sigma(\mu) \in L$ such that $p r_{\mu} \circ h \circ i n_{\sigma(\mu)}$ is an isomorphism from $A_{\sigma(\mu)}$ to $B_{\mu}$. Use (a).] (c) If $\Phi$ is an isomorphism from one linearly compact semisimple ring to another, then $\Phi$ is a topological isomorphism. [Use (b) and Exercise 29.7.] (d) A semisimple ring admits at most one linearly compact ring topology.
29.9 A ring $A$ is von Neumann regular if for each $a \in A$ there exists $x \in A$ such that $a x a=a$. (a) The ring of all linear operators on a vector space is von Neumann regular. (b) An ideal of a von Neumann regular ring is a von Neumann regular ring. (c) The cartesian product of von Neumann regular rings is a von Neumann regular ring. (d) A von Neumann regular ring is semisimple. [Use the paragraph preceding 11.7.] (e) (Wiegandt [1965a]) A linearly compact ring is von Neumann regular if and only if it is semisimple.
29.10 Let $e$ be an idempotent of a topological ring $A$. (a) If $A$ is linearly compact, $e A$ is a linearly compact ring. [Modify the proof of 29.15.] (b) (Ánh [1980]) If $A$ is strictly linearly compact, $e A$ is a strictly linearly compact ring. [Show that if $H$ and $L$ are left ideals of $e A$ generating the same left ideal of $A$, then $H=L$.]

## 30 Strongly Linearly Compact Modules

30.1 Definition. A topological module or ring $E$ is strongly linearly compact if $E$ is linearly topologized and the $\mathbb{Z}$-module $E$ is linearly compact.

Thus a linearly topologized module or ring is strongly linearly compact if and only if the intersection of any filter base of cosets of closed additive subgroups is nonempty. Consequently, a strongly linearly compact module or ring is linearly compact. By 28.16 , if $F$ is a closed submodule of a linearly topologized module $E, E$ is strongly linearly compact if and only if $F$ and $E / F$ are strongly linearly compact. Our principal purpose here is to show that a strongly linearly compact module or ring is strictly linearly compact by determining the structure of discrete, linearly compact $\mathbb{Z}$-modules.

We recall that an abelian group $D$ is divisible if for each $x \in D$ and each nonzero integer $n$ there exists $y \in D$ such that $n . y=x$. Thus, $D$ is divisible if and only if $n . D=D$ for each nonzero integer $n$. Clearly the sum of two divisible subgroups of an abelian group is a divisible subgroup, an epimorphic image of a divisible group is divisible, and the zero group is the only finite divisible group. Furthermore, a divisible group $D$ contains no proper subgroups $H$ of finite index, for if $D / H$ had order $n$ and $x \in D$, then for some $y \in D, x=n . y \in H$.
30.2 Theorem. A divisible subgroup $H$ of an abelian group $G$ has an algebraic supplement.

Proof. By Zorn's Lemma, $G$ contains a subgroup $K$ maximal for the ordering $\subseteq$ among all the subgroups $L$ of $G$ such that $H \cap L=(0)$. It suffices to show that $H+K=G$. Suppose there existed $x \notin H+K$. Then by maximality, $H \cap(K+\mathbb{Z} . x) \neq(0)$, so there would exist a smallest integer $n \geq 1$ such that for some $h \in H$ and some $k \in K, h=k+n . x \neq 0$, whence $n . x \in H+K$. As $n \neq 1$, there is a prime $p$ dividing $n$. Let $y=(n / p) . x$. Then $y \notin H+K$ but $p . y \in H+K$. As $H$ is divisible, there would exist $h_{1} \in H$ such that $p . h_{1}=h$. Let $t=y-h_{1}$. Then $t \notin H+K$, so as before, $H \cap(K+\mathbb{Z} . t) \neq(0)$, and thus there would exist $m \geq 1, h_{2} \in H$, and $k_{2} \in K$ such that $h_{2}=k_{2}+m . t \neq 0$. Now $p . t=n . x-h=k \in K$, so $p \nmid m$ since otherwise $m . t \in K$ and thus

$$
0 \neq h_{2}=k_{2}+m . t \in H \cap K=(0),
$$

a contradiction. Therefore $p$ and $m$ would be relatively prime, so there would exist $a, b \in \mathbb{Z}$ such that $a m+b p=1$, whence

$$
t=a .(m . t)+b .(p . t)=a .\left(h_{2}-k_{2}\right)+b .(p . t) \in H+K,
$$

a contradiction. Thus $G=H+K$. $\bullet$
30.3 Theorem. An abelian group $G$ has a largest divisible subgroup $D$, and if $K$ is an algebraic supplement of $D$, the zero subgroup is the only divisible subgroup of $K$.

Proof. The set $\mathcal{D}$ of all divisible subgroups of $G$ is nonempty as it contains the zero subgroup, and the union of a family of divisible subgroups, totally ordered by $\subseteq$, is clearly a divisible subgroup. Therefore by Zorn's Lemma, $G$ contains a maximal divisible subgroup $D$. If $H$ is any divisible subgroup of $G, D+H$ is also clearly divisible, so by the maximality of $D, H \subseteq D$. Thus $D$ is the largest divisible subgroup of $G$, and in particular, an algebraic supplement of $D$ can contain no nonzero divisible subgroup. -
30.4 Definition. An abelian group $G$ is a torsion group if for each $x \in G$ there exists an integer $m \geq 1$ such that $m . x=0$. If $p$ is a prime, $G$ is a $p$-primary group if for each $x \in G$ there exists $r \in \mathbb{N}$ such that $p^{r} . x=0$; $G$ is a primary group if $G$ is $p$-primary for some prime $p$.

Let $G$ be an abelian group. The subset of $G$ consisting of all $x \in G$ such that $n . x=0$ for some integer $n \geq 1$ is clearly the largest subgroup of $G$ that is a torsion subgroup, and hence is called the torsion subgroup of $G$. If $p$ a prime, the subset of $G$ consisting of all $x \in G$ such that $p^{r} . x=0$ for some $r \in \mathbb{N}$ is clearly the largest $p$-primary subgroup of $G$, called its p-primary component.
30.5 Theorem. Let $G$ be an abelian torsion group, $\left(T_{p}\right)_{p \in P}$ its primary components, where $P$ is the set of primes. Then $G$ is the direct sum of $\left(T_{p}\right)_{p \in P}$, and if $f$ is an epimorphism from $G$ to an abelian group $H$, then $H$ is a torsion group whose primary components are $\left(f\left(T_{p}\right)\right)_{p \in P}$.

Proof. Let $x \in G$, let $m>1$ be such that $m . x=0$, and let $m=p_{1}^{r_{1}} \ldots p_{n}^{r_{n}}$ where $p_{1}, \ldots, p_{n}$ are distinct primes. For each $j \in[1, n]$ let $q_{j}=m / p_{j}^{r_{j}}$. Then $q_{1}, \ldots, q_{n}$ are relatively prime, so there exist $a_{1}, \ldots, a_{n} \in \mathbb{Z}$ such that $a_{1} q_{1}+\cdots+a_{n} q_{n}=1$. Consequently,

$$
x=a_{1} \cdot\left(q_{1} \cdot x\right)+\cdots+a_{n} \cdot\left(q_{n} \cdot x\right)
$$

and clearly each $q_{j} \cdot x \in T_{p_{j}}$.
Thus to establish the first assertion, we need only show that if $x_{1}+\ldots+$ $x_{n}=0$ where $x_{i} \in T_{p_{i}}$ for each $i \in[1, n]$ and $p_{1}, \ldots, p_{n}$ are distinct primes, then each $x_{i}=0$. For each $j \in[1, n]$ let $r_{j} \geq 0$ be such that $p_{j}^{r_{j}} \cdot x_{j}=0$, and for each $i \in[1, n]$ let

$$
q_{i}=\prod_{j \neq i} p_{j}^{r_{j}}
$$

Then $q_{i}, x_{j}=0$ for all $j \neq i$, so

$$
q_{i} \cdot x_{i}=q_{i} \cdot\left(x_{1}+\cdots+x_{n}\right)=0
$$

As $q_{i}$ and $p_{i}^{r_{i}}$ are relatively prime, there exist $a, b \in \mathbb{Z}$ such that $a q_{i}+b p_{i}^{r_{i}}=$ 1, whence

$$
x_{i}=a .\left(q_{i} \cdot x\right)+b \cdot\left(p_{i}^{r_{i}} \cdot x_{i}\right)=0
$$

If $f$ is an epimorphism from $G$ to $H$, clearly $H$ is a torsion group. and for each prime $p, f\left(T_{p}\right)$ is contained in the $p$-primary component. But as $f(G)=H$ and as $H$ is the direct sum of its primary components, $f\left(T_{p}\right)$ must therefore be the $p$-primary component of $H$. •
30.6 Theorem. If $G$ is a $p$-primary abelian group, then $G$ is divisible if and only if $p . G=G$.

Proof. Sufficiency: Let $x \in G$, let $m \geq 1$, and let $m=p^{s} q$ where $p \nmid q$ and $s \geq 0$. Let $n \geq 1$ be such that $p^{n} \cdot x=0$. As $p^{n}$ and $q$ are relatively prime, there exist $a, b \in \mathbb{Z}$ such that $a p^{n}+b q=1$, so

$$
x=a \cdot\left(p^{n} \cdot x\right)+q \cdot(b . x)=q \cdot(b . x)
$$

By hypothesis there exists $y \in G$ such that $p^{s} . y=b . x$; therefore

$$
m \cdot y=q \cdot(b . x)=x .
$$

30.7 Definition. Let $p$ be a prime. A group $G$ is a basic divisible $p$-primary group if $G$ is the union of an increasing sequence $\left(H_{n}\right)_{n \geq 1}$ of cyclic subgroups such that the order of $H_{n}$ is $p^{n}$ for all $n \geq 1$.

To justify the terminology, let $G$ and $\left(H_{n}\right)_{n \geq 1}$ be as in Definition 30.7. We recall that a finite cyclic group of order $m$ contains precisely one subgroup of order $d$ for each divisor $d$ of $m$. It readily follows that $p . H_{n+1}=H_{n}$ for all $n \geq 1$ and, more generally, that $p^{s} \cdot H_{n+s}=H_{n}$ for all $n, s \geq 1$. Clearly $G$ is $p$-primary since $p^{n} . x=0$ for all $x \in H_{n}$. Also as $p . H_{n+1}=H_{n}$ for all $n \geq 1$, we conclude that $p . G=G$, whence $G$ is a divisible group by 30.6.

If $x \in G$ is an element of order $p^{n}$, then $x$ is a generator of $H_{n}$, for $x \in H_{m}$ for some $m \geq 1$, and clearly $m \geq n$, whence $H_{n}$ is the unique subgroup of $H_{m}$ of order $p^{n}$. It readily follows that the only nonzero proper subgroups of $G$ are the groups $H_{n}$ where $n \geq 1$. Consequently, the $\mathbb{Z}$-module $G$ is an artinian module but not a a noetherian module.

The additive group $\mathbb{Q}_{p} / \mathbb{Z}_{p}$ is a basic $p$-primary group, as we need only let $H_{n}=p^{-n} \mathbb{Z}_{p} / \mathbb{Z}_{p}$ for each $n \geq 1$. Indeed, $H_{n}$ clearly has order $p^{n}$, and if $x \in \mathbb{Q}_{p}$ and if $v_{p}(x)=-n$ where $n \geq 1$, then $p^{n} x \in \mathbb{Z}_{p}$, so $x \in p^{-n} \mathbb{Z}_{p}$.

Any basic divisible $p$-primary group $G$ is generated by elements $\left(x_{n}\right)_{n \geq 1}$ where $x_{1} \neq 0, p \cdot x_{1}=0$, and $p \cdot x_{n+1}=x_{n}$ for all $n \geq 1$. Consequently, any two basic divisible $p$-primary groups are isomorphic, for if $\left(x_{n}^{\prime}\right)_{n \geq 1}$ is such a sequence for $G^{\prime}$, then there is a unique isomorphism $f$ from $G$ to $G^{\prime}$ such that $f\left(x_{n}\right)=x_{n}^{\prime}$ for all $n \geq 1$. Indeed, as $x_{n}$ and $x_{n}^{\prime}$ are generators of the unique cyclic subgroups $H_{n}$ and $H_{n}^{\prime}$ of order $p^{n}$ of $G$ and $G^{\prime}$ respectively, there is a unique isomorphism $f_{n}$ from $H_{n}$ to $H_{n}^{\prime}$ such that $f_{n}\left(x_{n}\right)=x_{n}^{\prime}$. If $n>1$, then as $x_{n-1}=p . x_{n}$ and $x_{n-1}^{\prime}=p . x_{n}^{\prime}, f_{n}\left(x_{n-1}\right)=x_{n-1}^{\prime}$, and therefore the restriction of $f_{n}$ to $H_{n-1}$ is $f_{n-1}$. The function $f$ from $G$ to $G^{\prime}$ whose restriction to each $H_{n}$ is $f_{n}$ is therefore a well-defined isomorphism from $G$ to $G^{\prime}$ satisfying $f\left(x_{n}\right)=x_{n}^{\prime}$ for all $n \geq 1$.

In sum, we have proved:
30.8 Theorem. Let $p$ be a prime. There exist basic divisible $p$-primary groups, and any two are isomorphic. If $G$ is a basic divisible $p$-primary group, then for each $n \geq 1 G$ contains exactly one subgroup $H_{n}$ of order $p^{n}, H_{n}$ is cyclic, $\left(H_{n}\right)_{n \geq 1}$ is an increasing sequence of subgroups of $G$ whose union is $G$, and the $H_{n}$ 's are the only nonzero proper subgroups of $G$. In particular, $G$ is an artinian $\mathbb{Z}$-module but not a noetherian $\mathbb{Z}$-module.

The traditional notation for a basic divisible $p$-primary group is $\mathbb{Z}\left(p^{\infty}\right)$.
By 30.5, to describe all divisible torsion groups, it suffices to describe divisible primary groups:
30.9 Theorem. Let $p$ be a prime. An abelian group $G$ is a divisible $p$ primary group if and only if $G$ is the direct sum of a family of basic divisible
p-primary subgroups.
Proof. The condition is clearly sufficient, since a sum of divisible [ $p$ primary] groups is a divisible [ $p$-primary] group. Necessity: We first observe that any nonzero divisible $p$-primary group $H$ contains a basic divisible $p$ primary subgroup. Indeed, $H$ contains a sequence $\left(x_{n}\right)_{n \geq 1}$ of elements such that $x_{1} \neq 0, p . x_{1}=0$, and $p . x_{n+1}=x_{n}$ for all $n \geq 1$. By induction, the subgroup $H_{n}$ generated by $x_{n}$ is a cyclic group of order $p^{n}$ for all $n \geq 1$, and $\left(H_{n}\right)_{n \geq 1}$ is an increasing sequence of subgroups of $H$ whose union is therefore a basic divisible $p$-primary subgroup of $H$.

We may assume that $G$ is a nonzero group. Let $\left(H_{\lambda}\right)_{\lambda \in L}$ be the family of all basic divisible $p$-primary subgroups of $G$. We have just seen that $L \neq \emptyset$. Let $\mathcal{N}$ be the set of all subsets $N$ of $L$ such that $\sum_{\lambda \in N} H_{\lambda}$ is the direct sum of $\left(H_{\lambda}\right)_{\lambda \in N}$. Clearly $\mathcal{N}$, ordered by inclusion, is inductive and therefore by Zorn's Lemma contains a maximal member $M$. We need only show that $G=\sum_{\lambda \in M} H_{\lambda}$. In the contrary case, $G$ is the direct sum of $\sum_{\lambda \in M} H_{\lambda}$ and a nonzero subgroup $K$ by 30.2 , as $\sum_{\lambda \in M} H_{\lambda}$ is a divisible group. Then $K$ is isomorphic to $G / \sum_{\lambda \in M} H_{\lambda}$, which is divisible as it is an epimorphic image of $G$. Therefore by the preceding, $K$ contains a basic divisible $p$-primary group $H_{\mu}$, where $\mu \in L \backslash M$. Clearly $M \cup\{\mu\} \in \mathcal{N}$, a contradiction of the maximality of $M$. Thus $G=\sum_{\lambda \in M} H_{\lambda}$. $\bullet$
30.10 Theorem. Let $G$ be an abelian group. The following statements are equivalent:
$1^{\circ}$ The $\mathbb{Z}$-module $G$ is linearly compact for the discrete topology.
$2^{\circ} G$ is the direct sum of a finite subgroup and finitely many basic divisible primary subgroups.
$3^{\circ}$ The $\mathbb{Z}$-module $G$ is artinian.
Proof. Since a basic divisible primary group is an artinian $\mathbb{Z}$-module, $2^{\circ}$ implies $3^{\circ}$ by 27.5 . Also $3^{\circ}$ implies $1^{\circ}$ by 28.14. To show that $1^{\circ}$ implies $2^{\circ}$, we first observe that the $\mathbb{Z}$-module $\mathbb{Z}$ is not linearly compact for the discrete topology. Indeed, if $F_{n}=\frac{3^{n}-1}{2}+\mathbb{Z} .3^{n}$, it is easy to see that $\left(F_{n}\right)_{n \geq 1}$ is a decreasing sequence of cosets of subgroups whose intersection is empty. Let $G$ satisfy $1^{\circ}$. For each $a \in G$, the $\mathbb{Z}$-module $\mathbb{Z} . a$ is isomorphic to the $\mathbb{Z}$-module $\mathbb{Z} / \operatorname{Ann}_{\mathbb{Z}}(a)$; since $\mathbb{Z} . a$ is also linearly compact for the discrete topology, therefore, $\operatorname{Ann}_{\mathbb{Z}}(a) \neq(0)$ by the preceding. Thus $G$ is a torsion group. By 30.5 and 28.21, the $p$-primary component of $G$ is nonzero for only finitely many primes $p$; thus $G$ is the direct sum of finitely many primary subgroups. Therefore to establish $2^{\circ}$, we may assume that $G$ is a $p$-primary group for some prime $p$.

By $28.3, G / p . G$ is a linearly compact $\mathbb{Z}$-module for the discrete topology. Let $F_{p}$ be the prime field $\mathbb{Z} / p . \mathbb{Z}$ of $p$ elements. We may regard $G / p . G$ as a
vector space over $F_{p}$; the subgroups of $G / p . G$ then coincide with the subspaces of the $F_{p^{-}}$-vector space $G / p . G$. Thus $G / p . G$ is a linearly compact $F_{p^{-}}$ vector space for the discrete topology. By $28.21 G / p . G$ is finite-dimensional over $F_{p}$ and hence is finite. Thus there exist $a_{1}, \ldots, a_{m} \in G$ such that if $H=\mathbb{Z} . a_{1}+\cdots+\mathbb{Z} . a_{m}$, then $G=H+p . G$. As $G$ is a $p$-primary group, $H$ is a finite $p$-primary group and thus its order is $p^{r}$ for some $r \geq 0$. Consequently,

$$
p^{r} \cdot G=p^{r} \cdot H+p^{r+1} \cdot G=p^{r+1} \cdot G
$$

Therefore $p^{s} . G=p^{r} . G$ for all $s \geq r$. Let $K=p^{r} . G$. Then $p . K=K$, so $K$ is a divisible group by 30.6, and hence $G$ is the direct sum of $K$ and a subgroup $H_{0}$ by 30.2 . For each $s \in[1, r-1], x \rightarrow p^{s} . x+p^{s+1} . G$ is an epimorphism from $G$ to $p^{s} . G / p^{s+1} . G$ whose kernel contains $p . G$, so $p^{s} . G / p^{s+1} . G$ is an epimorphic image of $G / p . G$ and hence is finite. Therefore as $G / p . G, p . G / p^{2} . G, \ldots, p^{r-1} . G / p^{r} . G$ are all finite, so is $G / p^{r} . G$; as $H_{0}$ is isomorphic to $G / K=G / p^{r} . G$, therefore, $H_{0}$ is finite. Since $K$ is also a linearly compact $\mathbb{Z}$-module for the discrete topology, $K$ is the direct sum of finitely many basic divisible $p$-primary subgroups by 30.9 and 28.21 .
30.11 Corollary. A strongly linearly compact module or ring is strictly linearly compact.

Proof. If $U$ is an open submodule of a strongly linearly compact $A$ module $E$, then $E / U$ is a discrete, linearly compact $\mathbb{Z}$-module by (1) of 28.16 , so $E / U$ is an artinian $\mathbb{Z}$-module by 30.10 and a fortiori an artinian $A$-module. Consequently, $E$ is strictly linearly compact by (2) of 28.15 .

## Exercises

30.1 Let $A$ be a ring. (a) The largest divisible subgroup of the additive group $A$ is an ideal. (b) The torsion subgroup of the additive group $G$ is an ideal, and for each prime $p$, the $p$-primary component of the additive group $A$ is an ideal.
30.2 If $A$ is a torsion ring (that is, if its additive group is a torsion group), then the largest divisible ideal of $A$ is contained in $\operatorname{Ann}_{A}(A)$.
30.3 A topological $A$-module $E$ is a compact, totally disconnected, torsion module if and only if $E$ is strongly linearly compact and for some $m \geq 1$, $m \cdot E=\{0\}$. [Necessity: Use 9.4.]

## 31 Locally Linearly Compact Semisimple Rings

Here we will determine the structure of linearly topologized semisimple rings having a linearly compact open left ideal.
31.1 Theorem. Let $B$ be a ring furnished with an additive group topology such that for all $b \in B, x \rightarrow x b$ is continuous from $B$ to $B$. Let $A$ be a subring of $B$ such that for all $a \in A, x \rightarrow a x$ is continuous from $B$ to $B$ and, with its induced topology, $A$ is a linearly topologized $A$-module. Then $\bar{A}$ is a linearly topologized topological ring.

Proof. Let $L$ be a left ideal of $A$. For each $a \in A$, as $a \rightarrow a x$ is continuous, $a \bar{L} \subseteq \overline{a L} \subseteq \bar{L}$. Hence $A \bar{L} \subseteq \bar{L}$. For each $b \in \bar{L}$, as $x \rightarrow x b$ is continuous, $\bar{A} b \subseteq \overline{A b}$, a subset of the closure of $A \bar{L}$ and hence of $\bar{L}$. Thus $\bar{A} \bar{L} \subseteq \bar{L}$. In particular, $\bar{A} \bar{A} \subseteq \bar{A}$, so $\bar{A}$ is a subring of $B$, and by 4.22 the topology induced on $\bar{A}$ is an $\bar{A}$-linear topology. Since for each $b \in \bar{A}, x \rightarrow x b$ is continuous from $\bar{A}$ to $\bar{A}$ by hypothesis, therefore, $\bar{A}$ is a topological ring by 2.15 .
31.2 Theorem. If $A$ is a semisimple topological ring having a nonzero open left ideal $L$ that is a linearly compact $A$-module for its induced topology, then $L$ contains a minimal left ideal of $A$.

Proof. Since $L$ is complete by 28.5 , the topology of pointwise convergence on the $A$-module $L^{L}$ of all functions from $L$ to $L$ is also complete by 7.8. The $A$-submodule $\operatorname{End}(L)$ of all endomorphisms of the additive group $L$ is closed in $L^{L}$ and hence is also complete. Let $\mathcal{U}$ be the fundamental system of neighborhoods of zero consisting of all open left ideals of $A$ contained in $L$. For each finite subset $X$ of $L$ and each $U \in \mathcal{U}$, let

$$
W(X, U)=\{u \in \operatorname{End}(L): u(X) \subseteq U\}
$$

The set of all such $W(X, U)$ is then a fundamental system of neighborhoods of zero for the topology of pointwise convergence on $\operatorname{End}(L)$. That topology is an $A$-linear topology, for as $U$ is a left ideal, $W(X, U)$ is an $A$-submodule.

With composition as multiplication, $\operatorname{End}(L)$ is also a ring. Moreover, for each $b \in \operatorname{End}(L), u \rightarrow u \circ b$ is continuous at zero and hence everywhere, since

$$
W(b(X), U) \circ b \subseteq W(X, U)
$$

for any finite subset $X$ of $L$ and any $U \in \mathcal{U}$. For each $a \in A$, let $\hat{a} \in$ $\operatorname{End}(L)$ be defined by $\hat{a}(x)=a x$ for all $x \in L$. Then $\phi: a \rightarrow \hat{a}$ is a homomorphism from the ring $A$ to the ring $\operatorname{End}(L)$. For each $a \in A$ and each $u \in \operatorname{End}(L), a . u=\hat{a} \circ u$ (since by definition, $a . u$ is the function $x \rightarrow a u(x))$. Therefore as the topology of $\operatorname{End}(L)$ is an $A$-module topology, $u \rightarrow \hat{a} \circ u$ is continuous from $\operatorname{End}(L)$ to $\operatorname{End}(L)$ for each $a \in A$. Moreover, for each $U \in \mathcal{U}, W(X, U) \cap \phi(A)$ is a left ideal of $\phi(A)$ since $W(X, U)$ is a submodule of $\operatorname{End}(L)$. By 31.1, therefore the closure $\overline{\phi(A)}$ of $\phi(A)$ in $\operatorname{End}(L)$ is a linearly topologized topological ring.

Now $\phi(A)$ is also a submodule of the $A$-module $\operatorname{End}(L)$ since $a \cdot \hat{b}=\widehat{a b}$ for all $a, b \in A$. Therefore $\overline{\phi(A)}$ is a submodule of the $A$-module $\operatorname{End}(L)$. To show that $\overline{\phi(A)}$ is a linearly compact ring, it therefore suffices to show that the closed $A$-submodules of $\overline{\phi(A)}$ coincide with the closed left ideals of $\overline{\phi(A)}$ and that $\overline{\phi(A)}$ is a linearly compact $A$-module. If $J$ is a closed $A$-submodule of $\overline{\phi(A)}$, then for any $a \in A$ and any $u \in J, \hat{a} \circ u=a . u \in J$, so $\phi(A) \circ J \subseteq J$, whence

$$
\overline{\phi(A)} \circ J=\overline{\phi(A)} \circ \bar{J} \subseteq \bar{J}=J
$$

as $\overline{\phi(A)}$ is a topological ring. Conversely, if $J$ is a left ideal of $\overline{\phi(A)}$, then $J$ is an $A$-submodule of $\overline{\phi(A)}$ since $a . u=\hat{a} \circ u \in J$ for all $a \in A, u \in$ $J$. To show that $\overline{\phi(A)}$ is a linearly compact $A$-module, we observe that if $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq L$ and if $U \in \mathcal{J}$, then

$$
u \rightarrow\left(u\left(x_{1}\right)+U, \ldots, u\left(x_{n}\right)+U\right)
$$

is an $A$-module homomorphism from $\overline{\phi(A)}$ to $(L / U) \times \cdots \times(L / U)$ whose kernel is $\overline{\phi(A)} \cap W\left(\left\{x_{1}, \ldots, x_{n}\right\}, U\right)$. Since $L / U$ is a discrete linearly compact $A$-module, so is $(L / U) \times \cdots \times(L / U)$ by 28.7 , and hence each of its submodules is a discrete, linearly compact $A$-module. In particular

$$
\overline{\phi(A)} /\left[W\left(\left\{x_{1}, \ldots, x_{n}\right\}, U\right) \cap \overline{\phi(A)}\right]
$$

is a discrete, linearly compact $A$-module. As $\overline{\phi(A)}$ is closed in $\operatorname{End}(L), \overline{\phi(A)}$ is complete. Therefore $\overline{\phi(A)}$ is a linearly compact ring by (1) of 28.15 .

Furthermore, $\phi$ is continuous from $A$ into $\operatorname{End}(L)$, for if $X$ is a finite subset of $L$ and if $U \in \mathcal{U}$, there exists $V \in \mathcal{U}$ such that $V X \subseteq U$, whence $V \subseteq$ $\phi^{-1}(W(X, U))$. Consequently, $\phi(L)$ is a linearly compact, hence complete, and thus closed subset of $\operatorname{End}(L)$. Hence $\phi(L)$ is a closed left ideal of $\overline{\phi(A)}$.

Let $x \in L$. Then $u \rightarrow u \circ \hat{x}$ is continuous from $\operatorname{End}(L)$ to $\operatorname{End}(L)$ as noted earlier, and $u \rightarrow \widehat{u(x)}$ is also continuous from $\operatorname{End}(L)$ to $\operatorname{End}(L)$ since it is the composite of the continuous function $u \rightarrow u(x)$ from $\operatorname{End}(L)$ to $L$ and $\phi$. For each $a \in A, \hat{a} \circ \hat{x}=\widehat{a x}=\widehat{\hat{a}(x)}$. Consequently,

$$
\begin{equation*}
u \circ \hat{x}=\widehat{u(x)} \tag{1}
\end{equation*}
$$

for all $u \in \overline{\phi(A)}$ and all $x \in L$.
The restriction $\phi_{L}$ of $\phi$ to $L$ is a monomorphism. Indeed, the kernel $K$ of $\phi$ is clearly $\{a \in A: a L=(0)\}$. The kernel of $\phi_{L}$ is therefore $L \cap K$, a
left ideal; but as $K L=(0),(L \cap K)^{2}=(0)$, so $L \cap K=(0)$ by 26.14 as $A$ is semisimple.

To show that $\overline{\phi(A)}$ is semisimple, let $R$ be its radical. As $\phi(L)$ is a left ideal of $\overline{\phi(A)}, R \circ \phi(L)$ is an advertible left ideal of $\overline{\phi(A)}$ contained in $\phi(L)$, so as $\phi_{L}$ is an isomorphism from $L$ to $\phi(L)$ and as

$$
\phi_{L}^{-1}(R \circ \phi(L))=\phi^{-1}(R \circ \phi(L)) \cap L,
$$

$\phi^{-1}(R \circ \phi(L)) \cap L$ is an advertible left ideal of $A$ and thus is (0) by 26.13, that is,

$$
\begin{equation*}
(0)=\phi_{L}^{-1}(R \circ \phi(L))=\phi^{-1}(R \circ \phi(L)) \cap L . \tag{2}
\end{equation*}
$$

Now

$$
\begin{aligned}
\phi^{-1}(R \circ \phi(L)) L & \subseteq \phi^{-1}(R \circ \phi(L)) \phi^{-1}(\phi(L)) \\
& =\phi^{-1}(R \circ \phi(L) \circ \phi(L)) \subseteq \phi^{-1}(R \circ \phi(L))
\end{aligned}
$$

and $\phi^{-1}(R \circ \phi(L)) L \subseteq L$. Hence by (2), $\phi^{-1}(R \circ \phi(L)) L=(0)$, that is, $\left.\phi^{-1}(R \circ \phi(L))\right) \subseteq K$, whence

$$
\begin{equation*}
R \circ \phi(L) \subseteq \phi(K)=(0) \tag{3}
\end{equation*}
$$

Let $r \in R$. To show that $r=0$, it suffices to show that $r(x)=0$ for each $x \in L$. By (3), $r \circ \hat{x}=0$, that is, $\widehat{r(x)}=0$ by (1), whence $r(x) \in K$ and thus $r(x) \in L \cap K=(0)$.

By 29.8 there is a minimal left ideal $N_{0}$ of $\overline{\phi(A)}$ contained in $\phi(L)$. Let

$$
N=\phi_{L}^{-1}\left(N_{0}\right)=\phi^{-1}\left(N_{0}\right) \cap L
$$

a nonzero left ideal of $A$ contained in $L$. To show that $N$ is a minimal left ideal, let $N_{1}$ be a left ideal of $A$ contained in $N$. If $\phi\left(L N_{1}\right)=(0)$, then

$$
L N_{1} \subseteq K \cap N_{1} \subseteq K \cap L=(0)
$$

so $N_{1}^{2} \subseteq L N_{1}=(0)$, and therefore $N_{1}=(0)$ by 26.14 , as $A$ is semisimple. We may suppose, therefore, that $\phi\left(L N_{1}\right) \neq(0)$. For any $y, z \in L, \hat{a}(y z)=$ $a y z=\hat{a}(y) z$ for all $a \in A$, so as $u \rightarrow u(y z)$ and $u \rightarrow u(y) z$ are continuous from $\operatorname{End}(L)$ to $L$,

$$
\begin{equation*}
u(y z)=u(y) z \tag{4}
\end{equation*}
$$

for all $u \in \overline{\phi(A)}$. Consequently, $\phi\left(L N_{1}\right)$ is a left ideal of $\overline{\phi(A)}$, for if $y_{1}, \ldots, y_{n} \in L$ and if $z_{1}, \ldots, z_{n} \in N_{1}$, then for any $u \in \overline{\phi(A)}$,

$$
\begin{aligned}
u \circ\left(\sum_{i=1}^{n} y_{i} z_{i}\right)^{\wedge} & =\left(u\left(\sum_{i=1}^{n} y_{i} z_{i}\right)\right)^{\wedge}=\left(\sum_{i=1}^{n} u\left(y_{i} z_{i}\right)\right)^{\wedge} \\
& =\left(\sum_{i=1}^{n} u\left(y_{i}\right) z_{i}\right)^{\wedge} \in \phi\left(L N_{1}\right)
\end{aligned}
$$

by (1) and (4). Furthermore,

$$
\phi\left(L N_{1}\right) \subseteq \phi\left(N_{1}\right) \subseteq \phi(N) \subseteq N_{0}
$$

so by minimality, $\phi\left(L N_{1}\right)=N_{0}$. Therefore

$$
\begin{aligned}
N & =\phi_{L}^{-1}\left(N_{0}\right)=\phi_{L}^{-1}\left(\phi\left(L N_{1}\right)\right) \\
& =\phi^{-1}\left(\phi\left(L N_{1}\right)\right) \cap L=\left(L N_{1}+K\right) \cap L
\end{aligned}
$$

But as $L N_{1} \subseteq L$,

$$
\left(L N_{1}+K\right) \cap L \subseteq L N_{1}+(K \cap L)=L N_{1} \subseteq N_{1}
$$

as $K \cap L=(0)$. Thus $N=N_{1}$, so $N$ is a minimal left ideal.
31.3 Theorem. Let $E$ be a discrete vector space over a discrete division ring $K$, and let $A=E n d_{K}(E)$, furnished with the topology of pointwise convergence. Let $M$ be a proper subspace of $E$, and let $L=A n_{A}(M)$. With its induced topology, $L$ is a linearly compact ring if and only if $M$ is a finite set.

Proof. For each $u \in L$, let $g(u)$ be the linear operator on the $K$-vector space $E / M$ that is well defined by

$$
g(u)(x+M)=u(x)+M
$$

It is easy to verify that $g$ is a topological epimorphism from the ring $L$ to the ring $\operatorname{End}_{K}(E / M)$, furnished with the topology of pointwise convergence. Let $N$ be the kernel of $g$. Then $N$ is closed and the topological ring $L / N$ is topologically isomorphic to $\operatorname{End}_{K}(E / M)$ and hence, by 29.1, is a linearly compact ring. Therefore the $L$-module $L / N$ is linearly compact as the left ideals of the ring $L / N$ coincide with the submodules of the $L$-module $L / N$. Consequently by (1) of $28.16, L$ is a linearly compact ring if and only if $N$ is a linearly compact $L$-module. Clearly $N=\{u \in L: u(E) \subseteq M\}$, so
$L N=(0)$, and thus $N$ is a trivial $L$-module. Consequently, $L$ is a linearly compact ring if and only if $N$ is strongly linearly compact, or equivalently by 30.11 and (2) of 28.15 , if and only if $N / U$ is an artinian $\mathbb{Z}$-module for all subgroups $U$ forming a fundamental system of neighborhoods of zero.

Necessity: Let $b \in E \backslash M$, let $U=\{u \in N: u(b)=0\}$, an open $L$ submodule of $N$, and let $Y$ be a linearly independent subset of $E$ containing a basis of $M$ such that $Y \cup\{b\}$ is a basis of $E$. Suppose that $M$ contained an infinite linearly independent sequence $\left(x_{i}\right)_{i \geq 1}$. Let $v_{i}$ be the linear operator satisfying $v_{i}(b)=x_{i}, v_{i}(y)=0$ for all $y \in \bar{Y}$. For each $k \geq 1$ let $G_{k}$ be the additive subgroup generated by $\left\{v_{i}+U: i \geq k\right\}$. The linear independence of $\left(x_{i}\right)_{i \geq 1}$ insures that $v_{k}+U \notin G_{k+1}$ for all $k \geq 1$. Thus $\left(G_{k}\right)_{k \geq 1}$ is a strictly decreasing sequence of additive subgroups of $N / U$, so $N / U$ is not artinian. Consequently, $M$ is finite-dimensional.

Next, suppose that $K$ is infinite but that there exists a nonzero vector $a \in M$. Case 1: $K$ has characteristic zero. Let $u$ be the linear operator satisfying $u(b)=a$ and $u(y)=0$ for all $y \in Y$. Then $u \in N$, but if $n$ and $m$ are distinct integers, then $n . u-m . u \notin U$ since $(n . u-m . u)(b) \neq 0$. Consequently, $\{n .(u+U): n \in \mathbb{Z}\}$ is a subgroup of $N / U$ isomorphic to $\mathbb{Z}$, so $N / U$ is not artinian. Case 2: $K$ has prime characteristic $p$. Then $K$ is infinite-dimensional over its prime subfield $F_{p}$. For each $\lambda \in K$ let $u_{\lambda}$ be the linear operator satisfying $u_{\lambda}(b)=\lambda a, u_{\lambda}(y)=0$ for all $y \in Y$. Then $\lambda \rightarrow u_{\lambda}+U$ is an isomorphism from the additive group $K$ to an additive subgroup of $N / U$, for if $\lambda \neq \mu,\left(u_{\lambda}-u_{\mu}\right)(b)=(\lambda-\mu) a \neq 0$. Thus if $N / U$ were artinian, $K$ would be also. Let $\left(\lambda_{i}\right)_{i \geq 1}$ be a denumerable subset of a basis of $K$ over $F_{p}$, and for each $k \geq 1$ let $G_{k}$ be the additive group generated by $\left\{\lambda_{i}: i \geq k\right\}$. Clearly $\lambda_{k} \notin G_{k+1}$, so $\left(G_{k}\right)_{k \geq 1}$ is a strictly decreasing sequence of subgroups of $K$. Consequently, the additive group $K$ is not an artinian $\mathbb{Z}$-module, so neither is $N / U$.

Thus, either $K$ is finite and $M$ is finite-dimensional, or $M=(0)$; equivalently, $M$ is a finite set.

Sufficiency: Let $X=\left\{x_{1}, \ldots, x_{n}\right\} \subseteq E$, and let $U=N \cap \operatorname{Ann}_{A}(X)$. Then $h: u \rightarrow\left(u\left(x_{1}\right), \ldots, u\left(x_{n}\right)\right)$ is a homomorphism from the additive group $N$ to the additive group $M \times \cdots \times M$ ( $n$ terms) with kernel $U$. Consequently, $N / U$ is finite and hence is artinian. -
31.4 Theorem. Let $A$ be a topological ring, $L$ a proper nonzero left ideal of $A$. The following statements are equivalent:
$1^{\circ} A$ is primitive and linearly topologized, $L$ is open in $A$ and is a linearly compact ring for its induced topology.
$2^{\circ}$ There is a topological isomorphism $\phi$ from $A$ to the topological ring $\operatorname{End}_{K}(E)$ of all linear operators on a discrete vector space $E$ over a (discrete) finite field $K$, furnished with the topology of pointwise convergence, such
that $\phi(L)$ is the annihilator in $E n d_{K}(E)$ of a proper nonzero finite-dimensional subspace of $E$.

Proof. Assume $1^{\circ}$. Since $L$ is a linearly compact ring, it is a fortiori a linearly compact $A$-module. By $31.2, A$ possesses a minimal left ideal. By 25.6 and $25.11, A$ has no nonzero nilpotent ideals. Therefore by 25.17 and 25.18, $A$ has an idempotent $f$ such that $f A f$ is a division ring, $A f$ is a minimal left ideal and is a right vector space over $f A f$ under multiplication as scalar multiplication, and $\phi: a \rightarrow a_{L}$ is an isomorphism from $A$ to a dense ring of linear operators on the right $f A f$-vector space $A f$, where $a_{L}(x)=a x$ for all $x \in A f$. Since $L$ is Hausdorff and open, $A$ is Hausdorff, so any minimal left ideal of $A$ is discrete. Let $E=A f, K=f A f$, and let $B=\operatorname{End}_{K}(E)$, furnished with the topology of pointwise convergence. The monomorphism $\phi$ from $A$ to $B$ is continuous since for each $x \in E$, $a \rightarrow a_{L}(x)$ is simply the continuous function $a \rightarrow a x$. Therefore by 29.3, $\phi(L)$ is linearly compact, hence complete, and thus closed in $B$. By 4.2 , as $\phi(L)$ is a left ideal of $\phi(A), \phi(L)=\overline{\phi(L)}$ is a left ideal of $\overline{\phi(A)}=B$.

Let $M=\operatorname{Ann}_{E}(\phi(L))$. By 25.8, $\phi(L)=\operatorname{Ann}_{B}(M)$, since $\phi(L)$ is a closed left ideal of $B$, so $M$ is a proper nonzero subspace of $E$ as $\phi(L)$ is a proper nonzero left ideal. Since $\phi(L)$ is a linearly compact subring, by $31.3 M$ is finite. Consequently, $K$ is finite and hence, by Wedderburn's theorem, is a field, $M$ is a finite-dimensional subspace, and $\phi(L)$ is open in $B$. Therefore $\phi(A)$ is also open and hence closed in $B$, so $\phi(A)=B$.

By 29.1 and $31.3,2^{\circ}$ implies $1^{\circ}$.
31.5 Definition. Let $\left(A_{\lambda}\right)_{\lambda \in I}$ be a family of rings, for each $\lambda \in I$ let $L_{\lambda}$ be a subring of $A_{\lambda}$, and let $D_{\lambda}$ be the largest subring of $A_{\lambda}$ in which $L_{\lambda}$ is an ideal (thus $D_{\lambda}=\left\{x \in A_{\lambda}: L_{\lambda} x \cup x L_{\lambda} \subseteq L_{\lambda}\right\}$ ). The local direct sum of $\left(A_{\lambda}\right)_{\lambda \in I}$ relative to $\left(L_{\lambda}\right)_{\lambda \in I}$ is the subring $A$ of $\prod_{\lambda \in I} A_{\lambda}$ consisting of all $\left(x_{\lambda}\right)_{\lambda \in I}$ such that $x_{\lambda} \in D_{\lambda}$ for all but finitely many $\lambda \in I$. If each $A_{\lambda}$ is a topological ring and if each $L_{\lambda}$ is open in $A_{\lambda}$, the local direct sum topo$\log y$ of $A$ is that for which the neighborhoods of zero in $\prod_{\lambda \in I} L_{\lambda}$, furnished with its cartesian product topology, form a fundamental system of neighborhoods of zero.

To show that the local direct sum topology on $A$ is indeed a ring topology, it suffices by 2.15 to verify (TR 5). Let $b=\left(b_{\lambda}\right)_{\lambda \in I} \in A$, and let $M$ be the finite subset of $I$ such that $b_{\lambda} \in D_{\lambda}$ for all $\lambda \in I \backslash M$. Let $V=\prod_{\lambda \in I} V_{\lambda}$ where each $V_{\lambda}$ is a neighborhood of zero in $L_{\lambda}$ (and hence also in $A_{\lambda}$ ) and $V_{\lambda}=L_{\lambda}$ for all $\lambda \in I \backslash N$ for some finite subset $N$ of $L$. For each $\lambda \in M \cup N$, let $W_{\lambda}$ be a neighborhood of zero in $A_{\lambda}$ that is contained in $L_{\lambda}$ and satisfies $W_{\lambda} b_{\lambda} \subseteq V_{\lambda}$ and $b_{\lambda} W_{\lambda} \subseteq V_{\lambda}$, and let $W_{\lambda}=L_{\lambda}$ for all $\lambda \in I \backslash(M \cup N)$. If
$\lambda \in I \backslash M \cup N$, then

$$
b_{\lambda} W_{\lambda} \cup W_{\lambda} b_{\lambda} \subseteq D_{\lambda} L_{\lambda} \cup L_{\lambda} D_{\lambda} \subseteq L_{\lambda}=V_{\lambda}
$$

Therefore $b W \cup W b \subseteq V$ where $W=\prod_{\lambda \in I} W_{\lambda}$.
31.6 Definition. Let $A$ be the local direct sum of rings $\left(A_{\lambda}\right)_{\lambda \in I}$ relative to subrings $\left(L_{\lambda}\right)_{\lambda \in I}$. A subring $B$ of $A$ is an algebraically dense subring of $A$ if $B \supseteq \prod_{\lambda \in I} L_{\lambda}$ and if, for each finite subset $J$ of $I, p r_{J}(B)=\prod_{\lambda \in J} A_{\lambda}$, where $p r_{J}$ is the canonical projection from $\prod_{\lambda \in I} A_{\lambda}$ to $\prod_{\lambda \in J} A_{\lambda}$. If each $A_{\lambda}$ is a topological ring and each $L_{\lambda}$ an open subring, the local direct sum topology on $B$ is the topology induced by the local direct sum topology of A.
31.7 Theorem. If $B$ is an algebraically dense subring of the local direct sum of semisimple rings $\left(A_{\lambda}\right)_{\lambda \in I}$ relative to subrings $\left(L_{\lambda}\right)_{\lambda \in I}$, then $B$ is semisimple.

Proof. Let $R$ be the radical of $B$. For each $\mu \in I$, the restriction to $B$ of the canonical projection $p r_{\mu}$ from $\prod_{\lambda \in I} A_{\lambda}$ to $A_{\mu}$ is an epimorphism from $B$ to $A_{\mu}$, so by 26.15, $p r_{\mu}(R)=(0)$. Therefore $R=(0)$.
31.8 Theorem. Let $A$ be a topological ring. The following statements are equivalent:
$1^{\circ} A$ is a semisimple linearly topologized topological ring possessing an open left ideal $L$ that is a linearly compact ring for its induced topology.
$2^{\circ}$ There is a topological isomorphism $\phi$ from $A$ to $A_{0} \times A_{1} \times A_{2}$ where: $A_{0}$ is a discrete semisimple ring; $A_{1}$ is an algebraically dense subring of the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in J}$ of topological rings relative to proper nonzero open left ideals $\left(L_{\lambda}\right)_{\lambda \in J}$, where for each $\lambda \in J, A_{\lambda}$ is the topological ring $\operatorname{End}_{K_{\lambda}} E_{\lambda}$ of all linear operators on a discrete vector space $E_{\lambda}$ over a finite field $K_{\lambda}$, furnished with the topology of pointwise convergence, $L_{\lambda}=\operatorname{Ann}_{A_{\lambda}} M_{\lambda}$ where $M_{\lambda}$ is a nonzero proper finite-dimensional subspace of $E_{\lambda}$, the largest subring $D_{\lambda}$ of $A_{\lambda}$ in which $L_{\lambda}$ is an ideal is $\left\{u \in A_{\lambda}\right.$ : $\left.u\left(M_{\lambda}\right) \subseteq M_{\lambda}\right\}$, and the topology of $A_{1}$ is the local direct sum topology; $A_{2}=\prod_{\mu \in M} A_{\mu}$, where for each $\mu \in M, A_{\mu}$ is the topological ring End ${ }_{K_{\mu}} E_{\mu}$ of all linear operators on a discrete nonzero right vector space $E_{\mu}$ over a division ring $K_{\mu}$, furnished with the topology of pointwise convergence; and

$$
\phi(L)=(0) \times\left(\prod_{\lambda \in J} L_{\lambda}\right) \times\left(\prod_{\mu \in M} A_{\mu}\right) .
$$

Proof. Statement $2^{\circ}$ implies $1^{\circ}$ by 31.7, 26.21, 29.1, and 29.5. Assume $1^{\circ}$. We may further assume that $L \neq(0)$, since otherwise $2^{\circ}$ holds where $A_{0}=A, J=M=\emptyset$.
(a) We first show that there is an idempotent $e$ such that $L=A e$. Let $\operatorname{Rad}(L)$ be the radical of the ring $L$. By $29.12,29.4$, and $26.16, L / \operatorname{Rad}(L)$ is a semisimple linearly compact ring, and $L \neq \operatorname{Rad}(L)$ since otherwise $L$ would be a nonzero advertible left ideal of the semisimple ring $A$, in contradiction to 26.13 . Consequently by 29.8 there exists $e \in L$ whose coset in $L / \operatorname{Rad}(L)$ is the identity element of that ring. Thus for any $x \in L, x-x e \in \operatorname{Rad}(L)$, an advertible ideal of $L$, whence $\{x-x e: x \in L\}$ is an advertible left ideal of $A$ and so is ( 0 ) by 26.13 . Consequently for all $x \in L, x=x e$. In particular, $e^{2}=e$, and $A e \subseteq L=L e \subseteq A e$.
(b) Next we show that the intersection of the set $\mathcal{P}$ of all the primitive ideals $P(M)$, where $M$ is an open regular maximal left ideal of $A$, is the zero ideal. Since each such $M$ is closed and $P(M)=\{a \in A: a A \subseteq M\}$, each $P \in \mathcal{P}$ is closed.

First, if $z \in A$ and $z e \neq 0$, then $z \notin P$ for some $P \in \mathcal{P}$. Indeed, as $A$ is semisimple, there exists $a \in A$ such that aze is not left advertible by 26.9. Let $D=\{x-x a z e: x \in A\}$, a regular left ideal; clearly aze $\notin D$. To show that $D$ is closed, it suffices by 4.11 to show that $L \cap D$ is closed in $L$. As $e \in L, L \cap D=\{x-x a z e: x \in L\}$, the image of $L$ under the continuous endomorphism $x \rightarrow x$-xaze of the $L$-module $L$. Consequently $L \cap D$ is closed in $L$ by 28.3 and 28.6. Therefore, since $A$ is linearly topologized, there is an open left ideal $I$ such that $a z e+I \subseteq A \backslash D$. As $D$ is a regular left ideal, so is $D+I$; therefore by 26.3 there is a maximal regular left ideal $M$ containing $D+I$, and zae $\notin M$ since otherwise $x=(x-x a z e)+x a z e \in D+M=M$ for all $x \in A$. As $I$ is open, $M$ is open. If $z \in P(M)$, then $a z \in P(M)$, so aze $\in M$, a contradiction. Thus $z \notin P(M)$.

Second, if $z^{\prime}=x-e x$ for some $x \in A$ and if $z^{\prime} \neq 0$, then $z^{\prime} \notin P$ for some $P \in \mathcal{P}$. Indeed, there exists $a \in A$ such that $z^{\prime} a$ is not left advertible by 26.9. Let $D^{\prime}=\left\{x-x z^{\prime} a: x \in A\right\}$. Then $e=e-e z^{\prime} a \in D^{\prime}$, so $L=A e \subseteq D^{\prime}$. Thus $D^{\prime}$ is an open regular left ideal not containing $z^{\prime} a$. As in the preceding paragraph, there is by 26.3 an open regular maximal left ideal $M^{\prime}$ containing $D^{\prime}$ but not $z^{\prime} a$. If $z^{\prime} \in P\left(M^{\prime}\right)$, then $z^{\prime} a \in M^{\prime}$, a contradiction.

It follows that if $z-e z \neq 0$, then $z \notin P$ for some $P \in \mathcal{P}$. Indeed, in the contrary case, $z-e z$ would also belong to each $P \in \mathcal{P}$, whence $z-e z=0$ by the preceding paragraph, a contradiction.

Finally, let $x$ belong to each $P \in \mathcal{P}$. By what we proved first, $x e=0$, so $x=x-x e$. By what we proved second, $x-e x=0$, so $x=e x=e(x-x e)=$ $e x$-exe. But for all $y, z \in A,(e y-e y e)(e z-e z e)=0$. Thus

$$
\left(\bigcap_{P \in \mathcal{P}} P\right)^{2}=(0), \text { so } \bigcap_{P \in \mathcal{P}} P=(0)
$$

by 26.14 .
(c) Next, Let $P_{0}=\bigcap\{P \in \mathcal{P}: P \supseteq L\}$, let $\left(P_{\lambda}\right)_{\lambda \in I}=\{P \in \mathcal{P}: P \nsupseteq L\}$, and let $I^{\prime}=I \cup\{0\}$. For each $\lambda \in I^{\prime}$, let $A_{\lambda}=A / P_{\lambda}$, let $\phi_{\lambda}$ be the canonical epimorphism from $A$ to $A / P_{\lambda}=A_{\lambda}$, and let $L_{\lambda}=\phi_{\lambda}(L)$. Then $A_{0}$ is a discrete semisimple ring, $L_{0}=(0)$, and for each $\lambda \in I, L_{\lambda}$ is a nonzero open left ideal of $A_{\lambda}$, and $L_{\lambda}$ is a linearly compact ring by 29.3. Therefore by 31.4, for each $\lambda \in I$ we may regard $A_{\lambda}$ as the ring $\operatorname{End}_{K_{\lambda}}\left(E_{\lambda}\right)$ of all linear operators on a discrete vector space $E_{\lambda}$ over a discrete division ring $K_{\lambda}$, furnished with the topology of pointwise convergence, and we may regard $L_{\lambda}$ as $\operatorname{Ann}_{A_{\lambda}}\left(M_{\lambda}\right)$ where $M_{\lambda}$ is a proper finite subspace of $E_{\lambda}$ (and thus $L_{\lambda}=A_{\lambda}$ if $M_{\lambda}=(0)$ and, in particular, if $K$ is infinite $)$.
(d) Let $\phi$ be the continuous homomorphism from $A$ to $\prod_{\lambda \in I^{\prime}} A_{\lambda}$, furnished with the cartesian product topology, defined by

$$
\phi(x)=\left(\phi_{\lambda}(x)\right)_{\lambda \in I^{\prime}}=\left(x+P_{\lambda}\right)_{\lambda \in I^{\prime}}
$$

By (b), $\phi$ is an isomorphism from $A$ to $\phi(A)$. We shall show that for any finite subset $Q$ of $I^{\prime}$,

$$
p r_{Q}(\phi(A))=\prod_{\lambda \in Q} A_{\lambda}
$$

where $p r_{Q}$ is the canonical projection from $\prod_{\lambda \in I^{\prime}} A_{\lambda}$ to $\prod_{\lambda \in Q} A_{\lambda}$. For this, we shall first show that if $\lambda, \gamma \in I^{\prime}$ and if $\lambda \neq \gamma$, then $P_{\lambda}+P_{\gamma}=A$. If $P_{0}$ is one of $P_{\lambda}, P_{\gamma}$, say $P_{\gamma}$, then $P_{\gamma}=P_{0} \nsubseteq P_{\lambda}$ since $L \subseteq P_{0}$ but $L \nsubseteq P_{\lambda}$. If $P_{0}$ is neither $P_{\lambda}$ nor $P_{\gamma}$, we may assume that $P_{\gamma} \nsubseteq P_{\lambda}$. Then $\phi_{\lambda}\left(P_{\gamma}\right)$ is a nonzero ideal of $A_{\lambda}$ and so is dense in $A_{\lambda}=\operatorname{End}_{K_{\lambda}}\left(E_{\lambda}\right)$ by 25.10 . Therefore as $P_{\lambda}+P_{\gamma}=\phi_{\lambda}^{-1}\left(\phi_{\lambda}\left(P_{\gamma}\right)\right), P_{\lambda}+P_{\gamma}$ is dense in $A$. Thus it remains to show that $P_{\lambda}+P_{\gamma}$ is closed in $A$, and for this it suffices by 4.11 to show that $L \cap\left(P_{\lambda}+P_{\gamma}\right)$ is closed in $L$. By (a),

$$
L \cap\left(P_{\lambda}+P_{\gamma}\right)=\left(P_{\lambda}+P_{\gamma}\right) e=P_{\lambda} e+P_{\gamma} e=\left(L \cap P_{\lambda}\right)+\left(L \cap P_{\gamma}\right) .
$$

As $P_{\lambda}$ and $P_{\gamma}$ are closed in $A, L \cap P_{\lambda}$ and $L \cap P_{\gamma}$ are closed submodules of the linearly compact $L$-module $L$, so $L \cap P_{\lambda}+L \cap P_{\gamma}$ is closed in $L$ by (3) of 28.6. Therefore $P_{\lambda}+P_{\gamma}=A$ whenever $\lambda \neq \gamma$. Consequently, as $A_{\lambda}$ has an identity element for all $\lambda \in I, p r_{Q}(\phi(A))=\prod_{\lambda \in Q} A_{\lambda}$ for each finite subset $Q$ of $I^{\prime}$ by 24.11 .
(e) Next, we shall show that $\phi(L)=\prod_{\lambda \in I^{\prime}} L_{\lambda}$. For this, we shall first show that for each finite subset $Q$ of $I^{\prime}$,

$$
p r_{Q}(\phi(L))=\prod_{\lambda \in Q} L_{\lambda}
$$

Indeed, let

$$
y=\left(\phi_{\lambda}\left(y_{\lambda}\right)\right)_{\lambda \in Q} \in \prod_{\lambda \in Q} L_{\lambda}
$$

where $y_{\lambda} \in L$ for all $\lambda \in Q$. By (d) there exists $x \in A$ such that $p r_{Q}(\phi(x))=$ $y$, that is, $\phi_{\lambda}(x)=\phi_{\lambda}\left(y_{\lambda}\right)$ for all $\lambda \in Q$. Since $z e=z$ for all $z \in L$ by (a), for each $\lambda \in Q$,

$$
\phi_{\lambda}\left(y_{\lambda}\right)=\phi_{\lambda}\left(y_{\lambda} e\right)=\phi_{\lambda}\left(y_{\lambda}\right) \phi_{\lambda}(e)=\phi_{\lambda}(x) \phi_{\lambda}(e)=\phi_{\lambda}(x e)
$$

and $x e \in L$. Therefore $\phi(L)$ is dense in $\prod_{\lambda \in I^{\prime}} L_{\lambda}$ for the cartesian product topology. By 29.3, $\phi(L)$ is a linearly compact ring, and so is complete and thus closed in $\prod_{\lambda \in I^{\prime}} L_{\lambda}$. Therefore $\phi(L)=\prod_{\lambda \in I^{\prime}} L_{\lambda}$.
(f) Next, we shall show that $L$ is a strictly linearly compact ring. As noted in (a), $L / \operatorname{Rad}(L)$ is a semisimple linearly compact ring and therefore by 29.8 is a strictly linearly compact ring. It follows readily that $L / \operatorname{Rad}(L)$ is also a strictly linearly compact $L$-module. Consequently, by (2) of 28.16, it suffices to show that $\operatorname{Rad}(L)$ is a strictly linearly compact $L$-module. By 26.20, $\operatorname{Rad}(L)=\{u \in L: L u=(0)\}$, so $\operatorname{Rad}(L)$ is a trivial $L$-module. Consequently, as $\operatorname{Rad}(L)$ is a linearly compact $L$-module, $\operatorname{Rad}(L)$ is a strongly linearly compact $L$-module, and therefore a strictly linearly compact $L$ module by 30.11 .
(g) Next we shall show that $\phi(A)$ is a subring of the local direct sum of $\left(A_{\lambda}\right)_{\lambda \in I^{\prime}}$ relative to the left ideals $\left(L_{\lambda}\right)_{\lambda \in I^{\prime}}$. By (e) and (f), the restriction of $\phi$ to $L$ is a topological isomorphism from $L$ to $\prod_{\lambda \in L^{\prime}} L_{\lambda}$. Let $\mathcal{T}$ be the topology on $\phi(A)$ for which $\phi$ is a topological isomorphism. Then $\prod_{\lambda \in I^{\prime}} L_{\lambda}$ is open for $\mathcal{T}$ and its induced topology is the cartesian product topology. For each $\lambda \in I^{\prime}$ let $D_{\lambda}$ be the largest subring of $A_{\lambda}$ in which $L_{\lambda}$ is an ideal, that is, let $D_{\lambda}=\left\{u \in A_{\lambda}: L_{\lambda} u \subseteq L_{\lambda}\right\}$. Thus $D_{0}=A_{0}$, and for each $\lambda \in I, D_{\lambda}=L_{\lambda}=A_{\lambda}$ if $K_{\lambda}$ is infinite, $D_{\lambda}=\left\{u \in A_{\lambda}: u\left(M_{\lambda}\right) \subseteq M_{\lambda}\right\}$ otherwise. Let $z \in \phi(A)$. Since $x \rightarrow x z$ is continuous for $\mathcal{T}$, there is an open neighborhood $U$ of zero for $\mathcal{T}$ such that $U z \subseteq \prod_{\lambda \in I^{\prime}} L_{\lambda}$, and we may assume that $p r_{\lambda}(U)$ is an open submodule of $L_{\lambda}$ for each $\lambda \in I^{\prime}$ and that $p r_{\lambda}(U)=L_{\lambda}$ for all but finitely many $\lambda \in I^{\prime}$. Let $z=\left(z_{\lambda}\right)_{\lambda \in I^{\prime}}$; then for all but finitely many $\mu \in I^{\prime}$,

$$
L_{\mu} z_{\mu}=p r_{\mu}(U) p r_{\mu}(z)=p r_{\mu}(U z) \subseteq p r_{\mu}\left(\prod_{\lambda \in I^{\prime}} L_{\lambda}\right)=L_{\mu}
$$

and hence $z_{\mu} \in D_{\mu}$.
By (d), (e), and (g), $\phi(A)$ is an algebraically dense subring of the local direct sum of $\left(A_{\lambda}\right)_{\lambda \in I^{\prime}}$ relative to left ideals $\left(L_{\lambda}\right)_{\lambda \in I^{\prime}}$, and since the restriction of $\phi$ to $L$ is a topological isomorphism from $L$ to $\prod_{\lambda \in I^{\prime}} L_{\lambda}, \mathcal{T}$ is the local direct sum topology. Letting $M=\left\{\lambda \in I: L_{\lambda}=A_{\lambda}\right\}, J=I \backslash M$, we obtain the desired decomposition of $\phi(A)$ and $\phi(L)$ given in $2^{\circ}$. -
31.9 Corollary. A topological ring $A$ is semisimple, linearly topologized, and possesses an open ideal $L$ that is a linearly compact ring for its induced topology if and only if $L$ is a semisimple linearly compact ring and $A$ is the topological direct sum of a discrete semisimple subring and $L$.

Proof. The condition is sufficient by 28.7 and 26.21 . Necessity: If $M$ is a proper nonzero subspace of a $K$-vector space $E, \operatorname{Ann}_{E}(M)$ is not an ideal of $\operatorname{End}_{K}(E)$, so in the terminology of $31.8, J=\emptyset$. •

An abelian group is torsionfree if its torsion subgroup is the zero subgroup, that is, if $n . x \neq 0$ whenever $x$ is a nonzero element of $G$ and $n$ is a nonzero integer.
31.10 Corollary. Let $A$ be a topological ring whose additive group is torsionfree. Then $A$ is semisimple, linearly topologized, and possesses an open left ideal $L$ that is a linearly compact ring for its induced topology if and only if $L$ is a semisimple linearly compact ring and $A$ is the topological direct sum of a discrete semisimple ring and $L$.

Proof. Necessity: Once again, the hypothesis implies that $J=\emptyset$. -

## 32 Locally Compact Semisimple Rings

To apply the information thus far obtained to compact and locally compact semisimple rings with complete generality, we need a deep theorem concerning locally compact abelian groups, whose proof is beyond the scope of this book:
32.1 Theorem. Let $\mathbb{T}$ be the multiplicative topological group of all complex numbers of absolute value one. If $G$ is a locally compact abelian group, for each nonzero $a \in G$ there is a continuous homomorphism $h$ from $G$ to $T$ such that $h(a) \neq 1$.

A continuous homomorphism from $G$ to $\mathbb{T}$ is called a character of $G$. From Theorem 32.1 we obtain important information about the connected component of zero in a locally compact ring:
32.2 Theorem. Let $C$ be the connected component of zero in a locally compact ring $A$. (1) If $B$ is a left [right] bounded additive subgroup of $A$, then $B C=(0)[C B=(0)]$. (2) If $A$ is a locally compact left [right] bounded ring such that zero is the only element $c$ of $A$ satisfying $A c=(0)$ $[c A=(0)]$, then $A$ is totally disconnected, and the open left [right] ideals of $A$ form a fundamental system of neighborhoods of zero. (3) If $A$ is a locally compact left [right] bounded ring that either has an identity element or is semisimple, then $A$ is totally disconnected.

Proof. (1) Let $B$ be a left bounded additive subgroup of $A$, let $H$ be the set of all characters of the locally compact additive subgroup $A$, and for each $h$, let $S_{h}=\{a \in A: h(B a)=\{1\}\}$. Let $P=\left\{e^{i \theta}:|\theta|<\pi / 2\right\}$, an open neighborhood of 1 in $\mathbb{T}$, and let $V$ be a neighborhood of zero in $A$ such that $B V \subseteq h^{-1}(P)$. Suppose that $h(b v) \neq 1$ for some $b \in B$, $v \in V$. Let $h(b v)=e^{i \theta}$ where $0<|\theta|<\pi / 2$, and let $n \geq 2$ be the smallest positive integer such that $n|\theta| \geq \pi / 2$. Then $\pi / 2 \leq|n \theta|<\pi$. Therefore as $h(n . b v)=e^{i n \theta}, h(n . b v) \notin P$, but $n . b v=(n . b) v \in B V$, a contradiction. Consequently, $S_{h} \supseteq V$. Since $S_{h}$ is clearly an additive subgroup, therefore, $S_{h}$ is open and hence closed, so $S_{h} \supseteq C$. Thus

$$
C \subseteq \bigcap_{h \in H} S_{h}
$$

so if $c \in C$ and $b \in B, h(b c)=1$ for all $h \in H$, whence $b c=0$ by 32.1. Clearly (2) follows from (1) and 12.16. Also (3) follows from (2) and (1), since $C^{2}=(0)$, and hence $C=(0)$ if $A$ is semisimple by 26.14 .
32.3 Corollary. Let $C$ be the connected component of zero in a compact ring $A$. (1) $A C=(0)=C A$. (2) If zero is the only element $c$ of $A$ such that $A c=c A=(0)$, then $A$ is totally disconnected. (3) If $A$ either has an identity element or is semisimple, $A$ is totally disconnected.

This corollary enables us to complete a discussion begun in $\S 5$ :
32.4 Corollary. A topological ring $A$ is compact and totally disconnected if and only if it is a closed subring of a compact ring with identity.

Proof. The condition is necessary by 5.25 . Sufficiency: Since a compact ring is bounded by 12.3 , a compact ring with identity is totally disconnected by 32.3 , and hence each of its subrings is.
32.5 Theorem. A compact, totally disconnected ring $A$ is a strictly linearly compact ring, and its topology is an ideal topology.

Proof. The topology of $A$ is an ideal topology by 4.20 , so $A$ is linearly topologized and hence is clearly linearly compact. Let $f$ be a continuous epimorphism from the compact $A$-module $A$ to a Hausdorff, linearly topologized $A$-module $B$, and let $K$ be the kernel of $f$. Then $f=g \circ \phi_{K}$ where $\phi_{K}$ is the canonical topological epimorphism from $A$ to $A / K$ and $g$ is a continuous bijection from $A / K$ to $B$; as $A / K$ is compact, $g$ is a homeomorphism by a theorem of topology, and hence $f$ is a topological homomorphism. Thus $A$ is strictly linearly compact by 28.10 .
32.6 Theorem. A topological ring $A$ is semisimple and compact if and only if it is topologically isomorphic to the cartesian product of a family of discrete rings, each the ring of all linear operators on a finite-dimensional vector space over a finite field.

Proof. Necessity: The assertion follows from 32.3, 32.5 and 29.9 , since the cartesian product of a family of nonempty topological spaces is compact only if each member of the family is compact, and a compact discrete space is finite. The condition is sufficient by Tikhonov's theorem and 26.21.
32.7 Corollary. A nonzero, compact, semisimple ring has an identity element.
32.8 Corollary. A commutative topological ring is compact and semisimple if and only if it is topologically isomorphic to the cartesian product of a family of finite fields.
32.9 Theorem. A topological ring $A$ is left bounded, locally compact, and semisimple if and only if it is topologically isomorphic to the cartesian product of a discrete semisimple ring, an algebraically dense subring of the local direct sum of (discrete) finite rings $\left(A_{\lambda}\right)_{\lambda \in J}$, each the ring of all linear operators on a finite-dimensional vector space over a finite field, relative to proper nonzero left ideals $\left(L_{\lambda}\right)_{\lambda \in J}$, and a compact semisimple ring.

Proof. The condition is sufficient by 31.8 and 32.6 . Necessity: By 32.4 and $12.16, A$ is linearly topologized and hence has a compact open left ideal $L$, which is clearly linearly compact. With the notation of 31.8 , for each $\lambda \in J \cup M, L_{\lambda}$ is a continuous epimorphic image of $L$ and hence is compact. Therefore $A_{2}$ is compact and, by 26.21 , semisimple. Also, for each $\lambda \in J$, there exists $c_{\lambda} \in E_{\lambda} \backslash M_{\lambda}$, so $u \rightarrow u\left(c_{\lambda}\right)$ is a continuous surjection from $L_{\lambda}$ to $E_{\lambda}$, and consequently $E_{\lambda}$ is compact and discrete and thus finite. Thus by 31.8 , the condition holds.
32.10 Corollary. A topological ring $A$ is bounded, locally compact, and semisimple if and only if it is the topological direct sum of a discrete semisimple ring and a compact semisimple ring.

The proof is similar to that of 31.9 .
If $K$ is a nondiscrete locally compact division ring and if $A$ is the ring of all linear operators on a nonzero finite-dimensional vector space $E$ over $K$, then there is a unique topology on $A$ making $A$ a topological $K$-vector space by $15.10,18.17$, and 13.8 ; that topology is a locally compact ring topology by 15.15 as $A$ is a finite-dimensional algebra over the center $C$ of $K$ by 18.17. A natural problem is to determine conditions under which a topological ring may be described as topologically isomorphic to one of
this type. By 25.23 , a locally compact, connected, primitive ring with a minimal left ideal admits this description. We shall prove here that two other classes of locally compact rings may be so described: primitive rings with a minimal left ideal whose additive group is torsionfree (in $\S 35$ we shall show that the existence of a minimal left ideal is unneeded), and simple rings with a minimal left ideal (we need consider only totally disconnected rings of this class by 25.23 and 4.5 ).
32.11 Theorem. If $G$ is a nonzero, compact, totally disconnected abelian group, there is a prime $p$ such that for some nonzero $a \in G$,

$$
\lim _{n \rightarrow \infty} p^{n} \cdot a=0
$$

Proof. Let $x \in G$, and let $p$ be a prime. For each open subgroup $U$ of $G$, let $H_{U}$ be the set of all $z \in G$ such that $z$ is an adherent point of $\left(p^{n} . x\right)_{n \geq 1}$ and, for some $m \geq 1, p^{n} .(x-z) \in U$ for all $n \geq m$. As $U$ is open, $G / U$ is compact and discrete and hence finite. Then $p^{k} . t \in U$ for some $k \geq 1$ if and only if $t+U$ belongs to the $p$-primary component $T_{p}$ of $G / U$, in which case $p^{s} . t \in U$ where $p^{s}$ is the order of $T_{p}$, and hence, as $U$ is a subgroup, $p^{n} . t \in U$ for all $n \geq s$. As $U$ is closed and as the function $z \rightarrow p^{s} .(x-z)$ is continuous, $\left\{z \in G: p^{s} .(x-z) \in U\right\}$ is closed. As the adherence of a sequence is closed, therefore, $H_{U}$ is closed.

We show next that $H_{U}$ is nonempty. As $G$ is compact, the sequence $\left(p^{n} . x\right)_{n \geq 1}$ has an adherent point $y$. Therefore there is a sequence $\left(n_{k}\right)_{k \geq 1}$ of integers $\geq 1$ such that $n_{k+1}>2 n_{k}$ for all $k \geq 1$ and $p^{n_{h}} . x-y \in U$ for all $k \geq 1$. Let $m_{k}=n_{k+1}-n_{k}$ for all $k \geq 1$. Then $n_{k+1}>m_{k}>n_{k}$ for all $k \geq 1$, so an adherent point $z$ of $\left(p^{m_{k}} \cdot x\right)_{k \geq 1}$ is a fortiori an adherent point of $\left(p^{n} \cdot x\right)_{n \geq 1}$. Let $r$ be so large that $p^{m_{r}} . x-z \in U$. Then

$$
\begin{aligned}
p^{n_{r}} \cdot(z-x) & =\left(p^{n_{r}} \cdot z-p^{n_{r+1}} \cdot x\right)+\left(p^{n_{r+1}} \cdot x-y\right)+\left(y-p^{n_{r}} \cdot x\right) \\
& \in p^{n_{r}} \cdot\left(z-p^{m_{r}} \cdot x\right)+U+U \subseteq p^{n_{r}} U+U+U=U .
\end{aligned}
$$

If $V$ is an open subgroup contained in $U$, clearly $H_{V} \subseteq H_{U}$. Therefore $\left\{H_{U}: U\right.$ is an open subgroup of $\left.G\right\}$ is a filter base on compact $G$, and consequently there exists $v$ belonging to each $H_{U}$. Thus for any open subgroup $U, p^{n} .(x-v) \in U$ for all but finitely many $n \geq 1$, so by 4.17,

$$
\lim _{n \rightarrow \infty} p^{n} \cdot(x-v)=0
$$

By 4.17, $G$ contains a proper open subgroup $U$. As $G / U$ is a finite group, there is a prime $p$ dividing the order of $G / U$, and consequently there exist
$b \in G$ and $s \geq 1$ such that the order of $b+U$ is $p^{s}$. Therefore $b \notin U$ but $p^{n} . b \in U$ for all $n \geq s$. Hence $b$ is not an adherent point of $\left(p^{n} . b\right)_{n \geq 1}$. By the preceding, there exists an adherent point $c$ of ( $\left.p^{n} . b\right)_{n \geq 1}$ such that $\lim _{n \rightarrow \infty} p^{n} .(b-c)=0$. Thus if $a=b-c, a \neq 0$ and

$$
\lim _{n \rightarrow \infty} p^{n} . a=0 .
$$

For our next result, we need a simply proved fact about rings:
32.12 Theorem. If an ideal $I$ of a topological ring $A$ is a ring with identity element $e$ and if $J=\{x \in A: x e=0\}$, then $e$ belongs to the center of $A, J$ is an ideal of $A, A$ is the topological direct sum of $I$ and $J$, and $J=\{y-y e: y \in A\}$.

Proof. For any $x \in A, x e=e x e=e x$ since $x e$ and $e x$ belong to $I$. Consequently, $J$ is an ideal, and $J=\{y-y e: y \in A\}$ since $x e=0$ if and only if there exists $y$ such that $x=y-y e$. Since $x \rightarrow x e$ is a continuous projection on $I$ whose kernel is $J$ and since $I$ and $J$ are ideals such that $I J=J I=(0), A$ is the topological direct sum of $I$ and $J$ by 15.4 and the discussion on page 112. -
32.13 Theorem. A topological ring $A$ is a locally compact primitive ring with a minimal left ideal whose additive group is torsionfree if and only if it is topologically isomorphic to the ring of all (continuous) linear operators on a finite-dimensional Hausdorff vector space over a nondiscrete locally compact division ring of characteristic zero.

Proof. The condition is clearly sufficient. Necessity: By 25.22 there is an idempotent $e$ such that $A e$ is a minimal left ideal, $e A e$ is a division ring, and $A$ is topologically isomorphic to a locally compact dense ring $A_{L}$ of linear operators containing nonzero linear operators of finite rank on the right $e A e$-vector space $A e$. Furthermore, $e A e$ is locally compact as it is a topological epimorphic image of the additive group $A$, and has characteristic zero as $A$ is torsionfree. Consequently by $16.2,18.17,13.8$ and 7.7 , it suffices to show that $e A e$ is nondiscrete. We first note that if $J$ is a nonzero closed ideal of $A$, then $J$ is a locally compact primitive ring with a minimal left ideal. Indeed, $J$ is locally compact as it is closed. Its image $J_{L}$ in $A_{L}$ under the topological isomorphism from $A$ to $A_{L}$ contains all linear operators in $A_{L}$ of finite rank by 25.21 , so by $25.10,25.13$, and $25.20, J_{L}$ is a primitive ring with a minimal left ideal, and thus $J$ also has those properties.

If the connected component $C$ of $A$ is not the zero ideal, then by the preceding and $25.23, C$ satisfies the condition of the theorem and, in particular, has an identity element. Therefore by 32.12 and $25.11, C=A$ and the condition holds for $A$.

Consequently, we may assume that $A$ is totally disconnected. If, for some prime $p, \lim _{n \rightarrow \infty} p^{n} . x=0$ for all $x \in A$, then in particular, $\lim _{n \rightarrow \infty} p^{n} . e=$ 0 , so $e A e$ is not discrete as it has characteristic zero, and therefore the condition holds.

In general, $A$ contains a compact open subgroup by 4.17 and hence by 32.11 there exist a prime $p$ and a nonzero $a \in A$ such that $\lim _{n \rightarrow \infty} p^{n} . a=0$. Let $J=\left\{x \in A: \lim _{n \rightarrow \infty} p^{n} \cdot x=0\right\}$. Clearly $J$ is an ideal of $A$. Also, $J$ is closed, for if $a \in \bar{J}$ and if $U$ is an open additive subgroup, there exists $b \in J$ such that $a-b \in U$, and there exists $m \geq 1$ such that $p^{n} . b \in U$ for all $n \geq m$, so

$$
p^{n} \cdot a=p^{n} \cdot(a-b)+p^{n} . b \in p^{n} \cdot U+U=U
$$

for all $n \geq m$. By the first part of the proof and the preceding paragraph, $J$ satisfies the condition of the theorem and, in particular, has an identity element. Therefore by 32.15 and $25.11, J=A$, so the condition holds for A.

To show that a locally compact, totally disconnected, simple ring with a minimal left ideal is topologically isomorphic to the ring of all linear operators on a finite-dimensional vector space over a nondiscrete locally compact division ring, we need two preliminary theorems, the first purely topological:
32.14 Theorem. Let $E$ and $F$ be topological spaces, and let $H$ be a subset of $F^{E}$ furnished with a topology such that $(u, x) \rightarrow u(x)$ is continuous from $H \times E$ to $F$. For any open subset $O$ of $F$ and any compact subset $K$ of $E, T(K, O)$, defined by

$$
T(K, O)=\{u \in H: u(K) \subseteq O\}
$$

is open in $H$.
Proof. Let $v \in T(K, O)$. Then $v(K) \subseteq O$, so for each $x \in K$ there are by hypothesis neighborhoods $U_{x}$ of $v$ in $H$ and $V_{x}$ of $x$ in $E$ such that $u(t) \in O$ for all $u \in U_{x}$ and all $t \in V_{x}$. As $K$ is compact, there exist $x_{1}, \ldots, x_{n} \in K$ such that $\cup_{i=1}^{n} V_{x_{i}} \supseteq K$. Let $U=\cap_{i=1}^{n} U_{x}$. Then $u(x) \in O$ for all $u \in U$ and all $x \in K$, so $v \in U \subseteq T(K, O)$. Thus $T(K, O)$ is a neighborhood of each of is points and hence is open.
32.15 Theorem. If $A$ is a totally disconnected locally compact ring of linear operators of finite rank on a vector space $E$ such that for each $x \in E$, $u \rightarrow u(x)$ is continuous from $A$ to $E$, furnished with the discrete topology, then $A$ is discrete.

Proof. If $E$ is finite-dimensional, then $A$ is discrete, for if $\left\{c_{1}, \ldots, c_{n}\right\}$ is a basis of $E$,

$$
\{0\}=\bigcap_{i=1}^{n}\left\{u \in A: u\left(c_{i}\right)=0\right\},
$$

a neighborhood of zero, since $E$ is discrete. Therefore we shall assume that $E$ is infinite-dimensional.

We shall first show that for each $n \geq 0$, the set $F_{n}$ of all linear operators of rank $\leq n$ is closed in $A$. Indeed, let $w \in \bar{F}_{n}$, and let $x_{1}, \ldots, x_{n}$ be a sequence of $n+1$ vectors. There is a filter $\mathcal{F}$ on $F_{n}$ converging to $w$, so by hypothesis, $\mathcal{F}\left(x_{i}\right)$ converges to $w\left(x_{i}\right)$ for each $i \in[1, n+1]$. Since $E$ is discrete, there exists $H_{i} \in \mathcal{F}$ such that $u\left(x_{i}\right)=w\left(x_{i}\right)$ for all $u \in H_{i}$. Let $u \in \cap_{i=1}^{n+1} H_{i}$. As $u \in F_{n}$, there exist scalars $\lambda_{1}, \ldots, \lambda_{n+1}$, not all zero, such that

$$
\sum_{i=1}^{n+1} \lambda_{i} u\left(x_{i}\right)=0
$$

Hence

$$
\sum_{i=1}^{n+1} \lambda_{i} w\left(x_{i}\right)=\sum_{i=1}^{n+1} \lambda_{i} u\left(x_{i}\right)=0
$$

Therefore rank $w \leq n$.
By 9.4, $A$ is a Baire space. Hence as $\cup_{i=1}^{\infty} F_{n}=A$, there exists $n \geq 0$ such that $F_{n}$ has an interior point $v$, so by 4.17 , there is an open additive subsgroup $G$ of $A$ such that $v+G \subseteq F_{n}$. For any $w \in G$,

$$
\operatorname{rank} w \leq \operatorname{rank}(v+w)+\operatorname{rank}(-v) \leq n+\operatorname{rank} v
$$

so the ranks of members of $G$ are bounded. Let $m$ be the largest of the ranks of members of $G$, and let $u \in G$ have rank $m$. Let $x_{1}, \ldots, x_{m} \in E$ be such that $\left\{u\left(x_{1}\right), \ldots, u\left(x_{m}\right)\right\}$ is a basis of the range $M$ of $u$. As $E$ is discrete, $V$, defined by

$$
V=\left\{v \in G: v\left(x_{i}\right)=0,1 \leq i \leq m\right\}
$$

is an open neighborhood of zero in $A$.
We shall show that if $v \in V$, then $v(E) \subseteq M$. If not, let $v \in V$ and $y \in E$ be such that $v(y) \notin M$. Then $u+v \in G$, so $\operatorname{rank}(u+v) \leq m$. But $(u+v)\left(x_{i}\right)=u\left(x_{i}\right)$ if $i \in[1, m]$, and $(u+v)(y)=u(y)+v(y) \notin M$ since $v(y) \notin M$; hence $u\left(x_{1}\right), \ldots, u\left(x_{m}\right), u(y)+v(y)$ is a linearly independent sequence of $m+1$ vectors belonging to the range of $u+v$, a contradiction.

Since $E$ is infinite-dimensional, there exist $y_{1}, \ldots y_{m} \in E$ such that $u\left(x_{1}\right), \ldots, u\left(x_{m}\right), y_{1}, \ldots, y_{m}$ is a linearly independent sequence of $2 m$ vectors. As $A$ is dense, there exists $w \in A$ such that $w\left(u\left(x_{i}\right)\right)=y_{i}$ for each
$i \in[1, m]$. As $v \rightarrow w v$ is continuous, there is a neighborhood $U$ of zero in $A$ such that $U \subseteq V$ and $w U \subseteq V$. To show that $U=\{0\}$, let $v \in U, x \in E$. Then $v(x) \in M$, so there exist scalars $\lambda_{1}, \ldots, \lambda_{m}$ such that

$$
v(x)=\sum_{i=1}^{m} \lambda_{i} u\left(x_{i}\right)
$$

Consequently,

$$
w v(x)=\sum_{i=1}^{m} \lambda_{i} y_{i},
$$

but $w v(x) \in M$ as $w v \in V$; hence $w v(x)=0$, so $\lambda_{i}=0$ for all $i \in[1, m]$, whence $v(x)=0$. Thus $U=\{0\}$, so the topology of $A$ is the discrete topology. •
32.16 Theorem. A topological ring $A$ is a nondiscrete, locally compact, totally disconnected, simple ring with a minimal left ideal if and only if $A$ is topologically isomorphic to the ring of all (continuous) linear operators on a finite-dimensional Hausdorff vector space over a nondiscrete, locally compact, totally disconnected division ring $K$, furnished with its unique topology as a topological vector space over $K$.

Proof. The condition is sufficient by the discussion on page 269. Necessity: By 25.22 , as $A$ is primitive, there is an idempotent $e$ in $A$ such that $A e$ is a minimal left ideal, $e A$ is a minimal right ideal, and $e A e$ is a division ring, and furthermore, with their induced topologies, $e A e$ is a locally compact ring, $A e$ is a straight, locally compact, right vector space over $e A e$, $e A$ is a straight, locally compact, left vector space over $e A e$, and there is a topological [anti-]isomorphism $a \rightarrow a_{L}\left[a \rightarrow a_{R}\right]$ from $A$ to a dense ring $A_{L}$ $\left[A_{R}\right]$ of linear operators of finite rank on the right [left] $e A e$-vector space $A e$ $[e A]$ such that $(u, x) \rightarrow u(x)$ is continuous from $A_{L} \times A e\left[A_{R} \times e A\right]$ to $A e$ $[e A]$. If $e A e$ is not discrete, then the conclusion holds by 18.17, 13.8, and 16.2. Consequently, we shall assume that $e A e$ is discrete and prove that $A$ is discrete.

We shall first prove the conclusion under the additional assumption that the $e A e$-vector space $A e$ is generated by a compact neighborhood $V$ of zero. By $25.20, e_{L}$ is a projection on a one-dimensional subspace $M$ of $A e$; let $N$ be the kernel of $e_{L}$. As $A e$ is straight, $M$ is a discrete subspace and hence is closed, so $V \cap M$ is a compact discrete subset and hence is finite. Therefore there is an open neighborhood $W$ of zero in $A e$ such that $W \cap M=\{0\}$. Now $N=e_{L}^{-1}(W)$, for if $x \in e_{L}^{-1}(W)$, then $e_{L}(x) \in W \cap M=\{0\}$; but $e_{L}^{-1}(W)$ is open as $e_{L}$ is continuous. Let

$$
U=\left\{u \in A: u_{L}(V) \subseteq N\right\}
$$

By 32.14, $U_{L}$ is an open neighborhood of zero in $A_{L}$. As $V$ generates $A e$,

$$
U=\left\{u \in A: u_{L}(A e) \subseteq N\right\}
$$

so $(e U)_{L}=e_{L} \circ U_{L}=\{0\}$. As $e A \cap U \subseteq e U=\{0\}$, therefore, $e A$ is discrete. Consequently by $32.15, A_{R}$ is discrete. Therefore $A$ is discrete.

We turn, finally, to the general case. Let $E=A e$, and let $V$ be a compact neighborhood of zero in $E$. If $V=\{0\}$, then by $32.14 A$ is discrete; we shall assume, therefore, that $V$ contains a nonzero vector. Let $F$ be the subspace of $E$ generated by $V$. Then $F$ is locally compact, hence complete and thus closed, so the subring $B$ of $A_{L}$, defined by

$$
B=\left\{u \in A_{L}: u(F) \subseteq F\right\}
$$

is a closed and hence locally compact subring of $A_{L}$. For each $u \in B$, let $u_{F}$ be the restriction of $u$ to $F$, and let $\rho$ be the epimorphism from $B$ to a ring $B^{\prime}$ of continuous linear operators of finite rank on $F$ defined by $\rho(u)=u_{F}$. The kernel $H$ of $\rho$ then satisfies

$$
H=\{u \in B: u(F)=\{0\}\}
$$

Now $H$ is clearly closed in $B$, so the topological ring $B / H$ is Hausdorff and hence locally compact by 5.2 . We topologize $B^{\prime}$ so that the algebraic isomorphism from $B / H$ to $B^{\prime}$ induced by $\rho$ is a topological isomorphism. Thus $\rho$ is a topological epimorphism from $B$ to $B^{\prime}$.

To show that $B^{\prime}$ is a dense ring of linear operators on $F$, let $x_{1}, \ldots, x_{n}$ be a linearly independent sequence of vectors of $F$, and let $y_{1}, \ldots, y_{n} \in F$. By $25.21 A_{L}$ contains a projection $p$ on the subspace generated by $\left\{y_{1}, \ldots, y_{n}\right\}$, and there exists $u \in A_{L}$ such that $u\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$. Then $p u(E) \subseteq F$, so $(p u)_{F} \in B^{\prime}$ and $(p u)_{F}\left(x_{i}\right)=y_{i}$ for all $i \in[1, n]$. As a subspace of $E, F$ is straight. Moreover, $(v, x) \rightarrow v(x)$ from $B^{\prime} \times F$ to $F$ is continuous since $(u, x) \rightarrow u(x)$ is continuous from $B \times F$ to $F$ and $\rho$ is an open mapping from $B$ to $B^{\prime}$. Therefore from the first part of the proof, $B^{\prime}$ is discrete. Consequently, $H$ is open in $B$. But as $V$ generates $F$,

$$
B \supseteq\left\{u \in A_{L}: u(V) \subseteq V\right\}
$$

a neighborhood of zero in $A_{L}$ by 32.14. Hence $B$ is an open subset of $A_{L}$, so $H$ is an open left ideal of $B$.

For each $x \in E$, let

$$
H_{x}=\left\{u \in A_{L}: u(x)=0\right\} .
$$

Let $z$ be a nonzero vector of $F$. Then $H_{z} \supseteq H$, so $H_{z}$ is an open left ideal of $A_{L}$. For any $x \in E$ there exist $g \in A_{L}$ such that $g(z)=x$ and a neighborhood $W$ of zero in $A_{L}$ such that $W g \subseteq H_{z}$; hence $W \subseteq H_{x}$, so $H_{x}$ is open. Therefore for each $x \in E, u \rightarrow u(x)$ is continuous from $A_{L}$ to $E$, furnished with the discrete topology. Consequently by $32.15, A_{L}$ is discrete. Therefore $A$ is discrete. -

Next, we shall construct an example to show that the hypothesis of 32.13 that the additive group of $A$ be torsionfree and that the hypothesis of 32.16 that $A$ have a minimal left ideal may not be omitted. For this, we shall use a special example of an inductive limit of rings:

Let $\left(A_{n}\right)_{n \geq 1}$ be a sequence of sets, and for each $n \geq 1$ let $\phi_{n+1, n}$ be an injection from $A_{n}$ to $A_{n+1}$. The inductive limit of the sets $\left(A_{n}\right)_{n \geq 1}$ relative to the injections $\left(\phi_{n+1, n}\right)_{n \geq 1}$ is the set $A$ of all sequences $\left(a_{n}\right)_{n \geq m}$ such that $a_{m} \in A_{m}$, either $m=1$ or $m>1$ and $a_{m} \notin \phi_{m, m-1}\left(A_{m-1}\right)$, and for all $n \geq m, \phi_{n+1, n}\left(a_{n}\right)=a_{n+1}$. The index of $\left(a_{n}\right)_{n \geq m}$ is the integer $m$. For each $n \geq 1$, we shall denote the identity map of $A_{n}$ by $\phi_{n, n}$, and for each $r>n$ we shall denote by $\phi_{r, n}$ the injection $\phi_{r, r-1} \circ \phi_{r-1, r-2} \circ \ldots \circ \phi_{n+1, n}$ from $A_{n}$ to $A_{r}$. Thus, for any $\left(a_{n}\right)_{n \geq m} \in A, a_{n}=\phi_{n, m}\left(a_{m}\right)$ for all $n \geq m$.

For each $q \geq 1$, let $A_{q}^{\prime}$ be the subset of $A$ consisting of all elements of index $\leq q$. It is easy to see that for each $a \in A_{q}$ there is a unique element $\left(a_{n}\right)_{n \geq m}$ in $A_{q}^{\prime}$ such that $a_{q}=a$; we denote that element by $\chi_{q}(a)$. The function $\chi_{q}$ is readily shown to be a bijection from $A_{q}$ to $A_{q}^{\prime}$, and is called the canonical embedding of $A_{q}$ in $A$. If $r \geq q$, clearly

$$
\begin{equation*}
\chi_{r} \circ \phi_{r, q}=\chi_{q}, \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
A=\bigcup_{q=1}^{\infty} A_{q}^{\prime} \tag{2}
\end{equation*}
$$

Assume, in addition, that each $A_{q}$ is a ring and each $\phi_{q+1, q}$ a monomorphism from $A_{q}$ to $A_{q+1}$. We may then define a ring structure on each $A_{q}^{\prime}$ so that $\chi_{q}$ is an isomorphism. If $r \geq q, A_{q}^{\prime}$ is then a subring of $A_{r}^{\prime}$ by (1). Consequently by (2), $A$ has a unique ring structure such that each $A_{q}^{\prime}$ is a subring of $A$.

The example we shall use is that where $A_{n}$ is the ring of all square matrices of order $2^{n}$ over a finite field $F$, and where $\phi_{n, n+1}$ associates to each $X \in A_{n}$ the matrix in $A_{n+1}$ that, in block form, is

$$
\left(\begin{array}{cc}
X & 0 \\
0 & X
\end{array}\right)
$$

For each $q \geq 1$, let $B_{q}$ be the subring of $A_{q}$ consisting of all matrices that are of the block form

$$
\left(\begin{array}{ll}
0 & Y \\
0 & 0
\end{array}\right)
$$

where $Y$ is a square matrix of order $2^{q-1}$. Clearly

$$
\begin{equation*}
B_{q}^{2}=(0) \tag{3}
\end{equation*}
$$

for all $q \geq 1$. If $r>q$,

$$
\begin{equation*}
\left(\phi_{r, q}\left(A_{q}\right)\right) B_{r} \cup B_{r}\left(\phi_{r, q}\left(A_{q}\right)\right) \subseteq B_{r} \tag{4}
\end{equation*}
$$

since for any $X \in A_{q}, \phi_{r, q}(X)$ is a matrix of the block form

$$
\left(\begin{array}{ll}
Z & 0 \\
0 & Z
\end{array}\right) .
$$

For each $n \geq 0$ and each $r \geq 1$, let

$$
\begin{equation*}
C_{n, n+r}=\sum_{k=1}^{r} \chi_{n+k}\left(B_{n+k}\right)=\chi_{n+r}\left(\sum_{k=1}^{r} \phi_{n+r, n+k}\left(B_{n+k}\right)\right) \tag{5}
\end{equation*}
$$

by (1). We shall show by induction on $r$ that for each $n \geq 0, C_{n, n+r}$ is a nilpotent ring with index of nilpotency $\leq 2^{r}$. As $C_{n, n+1}=\chi_{n+1}\left(B_{n+1}\right)$, the assertion holds for $r=1$ by (3). Assume the assertion is true for $r$. Let

$$
\begin{aligned}
D=\sum_{k=2}^{r+1} \phi_{n+r+1, n+k}\left(B_{n+k}\right) & =\sum_{k=1}^{r} \phi_{n+1+r, n+1+k}\left(B_{n+1+k}\right) \\
& =\chi_{n+1+r}^{-1}\left(C_{n+1, n+1+r}\right)
\end{aligned}
$$

Then

$$
\begin{align*}
C_{n+1, n+1+r} & =\chi_{n+1+r}(D) \subseteq \chi_{n+1+r}\left(\sum_{k=1}^{r+1} \phi_{n+r+1, n+k}\left(B_{n+k}\right)\right)  \tag{6}\\
& =C_{n, n+r+1}
\end{align*}
$$

By our inductive hypothesis, $C_{n+1, n+1+r}$ is a ring, so $D^{2} \subseteq D$, and therefore
by (3) and (4),

$$
\begin{aligned}
&\left(\sum_{k=1}^{r+1} \phi_{n+r+1, n+k}\left(B_{n+k}\right)\right)^{2}=\phi_{n+r+1, n+1}\left(B_{n+1}\right)^{2}+\phi_{n+r+1, n+1}\left(B_{n+1}\right) D+ \\
&+D \phi_{n+r+1, n+1}\left(B_{n+1}\right)+D^{2} \\
& \subseteq(0)+\sum_{k=2}^{r+1} \phi_{n+r+1, n+k}\left(\phi_{n+k, n+1}\left(B_{n+1}\right) B_{n+k}\right)+ \\
&+\sum_{k=2}^{r+1} \phi_{n+r+1, n+k}\left(B_{n+k} \phi_{n+k, n+1}\left(B_{n+1}\right)\right)+D^{2} \\
& \subseteq \sum_{k=2}^{n+1} \phi_{n+r+1, n+k}\left(B_{n+k}\right)+D^{2}=D+D^{2}=D
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
C_{n, n+r+1}^{2} & =\chi_{n+r+1}\left(\left(\sum_{k=1}^{r+1} \phi_{n+r+1, n+k}\left(B_{n+k}\right)\right)^{2}\right) \\
& \subseteq \chi_{n+1+r}(D)=C_{n+1, n+1+r}
\end{aligned}
$$

Thus by (6),

$$
C_{n, n+r+1}^{2} \subseteq C_{n+1,(n+1)+r} \subseteq C_{n, n+r+1}
$$

Therefore $C_{n, n+r+1}$ is a ring, and moreover

$$
C_{n, n+r+1}^{2^{r+1}} \subseteq C_{n+1,(n+1)+r}^{2^{r}}=(0)
$$

by our inductive hypothesis.
For each $m \geq 1$, let

$$
U_{m}=\bigcup_{r=1}^{\infty} C_{m-1, m-1+r}=\bigcup_{k=m}^{\infty}\left(\sum_{i=m}^{k} \chi_{i}\left(B_{i}\right)\right)
$$

Then $\left(U_{m}\right)_{m \geq 1}$ is a fundamental system of neighborhoods of zero for a ring topology $\mathcal{T}$ on $A$. Indeed, $U_{m}$ is the union of the increasing sequence of subrings and hence is a subring, so (TRN 1) of 3.5 holds; if $i>q$, then by (1) and (4),

$$
\chi_{q}\left(A_{q}\right) \chi_{i}\left(B_{i}\right) \cup \chi_{i}\left(B_{i}\right) \chi_{q}\left(A_{q}\right)=\chi_{i}\left(\phi_{i, q}\left(A_{q}\right) B_{i}\right) \cup \chi_{i}\left(B_{i} \phi_{i, q}\left(A_{q}\right) \subseteq \chi_{i}\left(B_{i}\right),\right.
$$

so for any $m>q$,

$$
\begin{equation*}
A_{q}^{\prime} U_{m} \cup U_{m} A_{q}^{\prime} \subseteq U_{m} \tag{7}
\end{equation*}
$$

and therefore (TRN 2) of 3.5 holds by (2). In particular, if $1 \leq q<m$ then $\chi_{q}\left(B_{q}\right) U_{m} \cup U_{m} \chi_{q}\left(B_{q}\right) \subseteq U_{m}$ by (7), whereas if $q \geq m, \chi_{q}\left(B_{q}\right) U_{m} \cup$ $U_{m} \chi_{q}\left(B_{q}\right) \subseteq U_{m} U_{m} \subseteq U_{m}$. Thus for each $m \geq 1, U_{m}$ is an ideal of the ring $U_{1}$.

Suppose there were a nonzero $b \in \bigcap_{m=1}^{\infty} U_{m}$. As $b \in U_{1}$, there would exist an integer $q \geq 1$ and elements $b_{1} \in B_{1}, \ldots, b_{q} \in B_{q}$ such that $b=$ $\sum_{i=1}^{q} \chi_{i}\left(b_{i}\right)$, and as $b \in U_{q+1}$ there would exist for some integer $r>q$ elements $b_{q+1} \in B_{q+1}, \ldots, b_{r} \in B_{r}$ such that $b=\sum_{j=q+1}^{r} \chi_{j}\left(b_{j}\right)$ and $b_{r} \neq 0$. Consequently,

$$
\chi_{r}\left(b_{r}\right)=\sum_{i=1}^{q} \chi_{i}\left(b_{i}\right)-\sum_{j=q+1}^{r-1} \chi_{j}\left(b_{j}\right)
$$

so by (1),

$$
\begin{aligned}
b_{r} & =\sum_{i=1}^{q} \chi_{r}^{-1}\left(\chi_{i}\left(b_{i}\right)\right)-\sum_{j=q+1}^{r-1} \chi_{r}^{-1}\left(\chi_{j}\left(b_{j}\right)\right) \\
& =\sum_{i=1}^{q} \phi_{r, i}\left(b_{i}\right)-\sum_{j=q+1}^{r-1} \phi_{r, j}\left(b_{j}\right) \\
& =\phi_{r, r-1}\left(\sum_{i=1}^{q} \phi_{r-1, i}\left(b_{i}\right)-\sum_{j=q+1}^{r-1} \phi_{r-1, j}\left(b_{j}\right)\right)
\end{aligned}
$$

and thus $b_{r} \in B_{r} \cap \phi_{r, r-1}\left(A_{r-1}\right)=(0)$, a contradiction. Therefore $\mathcal{T}$ is Hausdorff.

For any $m \geq 2, U_{1}=\sum_{i=1}^{m-1} \chi_{i}\left(B_{i}\right)+U_{m}$; as $\sum_{i=1}^{m-1} \chi_{i}\left(B_{i}\right)$ is finite, so is $U_{1} / U_{m}$. Consequently by 5.22 , there is a topological isomorphism from $U_{1}$ to a dense subring of $\varliminf_{m \geq 2}\left(U_{1} / U_{m}\right)$, a closed subset of the cartesian product of finite discrete spaces by 5.20 and hence a compact set. Therefore by 8.4 the completion $\widehat{U}_{1}$ of $U_{1}$ is compact. Hence by 4.22 , the completion $\widehat{A}$ of $A$ is locally compact.

Next, we shall show that each element $a$ of $\widehat{U}_{1}$ is a topological nilpotent. By $4.22,\left(\widehat{U}_{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero in $\widehat{A}$, and by 4.2 , each $\widehat{U}_{n}$ is an ideal in $\widehat{U}_{1}$. Let $n \geq 1$. By $3.3, \widehat{U}_{1}=U_{1}+\widehat{U}_{n}$, so there exist $b \in U_{1}$ and $c \in \widehat{U}_{n}$ such that $a=b+c$. By definition and an earlier result, $U_{1}$ is a union of nilpotent rings, and hence is a nil ring.

Therefore $b^{r}=0$ for some $r \geq 1$. Hence as $\widehat{U}_{n}$ is an ideal of $\hat{U}_{1}$, for any $m \geq r$,

$$
a^{m}=(b+c)^{m} \in b^{m}+\widehat{U}_{n}=\widehat{U}_{n} .
$$

Thus $\lim _{n \rightarrow \infty} a^{n}=0$.
Since $\phi_{n+1, n}$ takes the identity matrix of $A_{n}$ to the identity matrix of $A_{n+1}$ for all $n \geq 1, A$ has an identity 1 , and hence $\widehat{A}$ does also by 4.4. Therefore $\widehat{A}$ is not a radical ring, so to show that it is simple, it suffices to show that the ideal generated by any nonzero $a \in \widehat{A}$ is $\widehat{A}$. There exists $n \geq 1$ such that $a \notin \widehat{U}_{n}$. By 3.3, $a=b+c$ where $b \in A$ and $c \in \widehat{U}_{1}$. By (2), there exists $q \geq n$ such that $b \in \chi_{q}\left(A_{q}\right)$. By 3.3 , there exist $u \in U_{1}$ and $v \in \widehat{U}_{q+1}$ such that $c=u+v$. For some $r>q$ there exist $u_{1} \in \chi_{1}\left(B_{1}\right), \ldots, u_{r} \in$ $\chi_{r}\left(B_{r}\right)$ such that $u=\sum_{i=1}^{r} u_{i}$. Let $b^{\prime}=b+\sum_{i=1}^{q} u_{i}, c^{\prime}=v+\sum_{i=q+1}^{r} u_{i}$. Then $b^{\prime} \in A_{q}^{\prime}, c^{\prime} \in \widehat{U}_{q+1}$, and $a=b+c=b+u+v=b^{\prime}+c^{\prime}$. As $a \notin \widehat{U}_{n}$ and hence $a \notin \widehat{U}_{q+1}, b^{\prime} \neq 0$. As $A_{q}^{\prime}$ is a simple ring, there exist $x_{1}, \ldots, x_{s}, y_{1} \ldots, y_{s} \in A_{q}^{\prime}$ such that

$$
1=\sum_{i=1}^{s} x_{i} b^{\prime} y_{i}
$$

By (7),

$$
\widehat{A_{q}^{\prime}} \widehat{U}_{q+1} \cup \widehat{U}_{q+1} \widehat{A_{q}^{\prime}} \subseteq \widehat{A_{q}^{\prime} U_{q+1}} \cup \widehat{U_{q+1} A_{q}^{\prime}} \subseteq \widehat{U}_{q+1}
$$

so

$$
\sum_{i=1}^{s} x_{i} c^{\prime} y_{i} \in \widehat{U}_{q+1} \subseteq \widehat{U}_{1}
$$

Let $z=-\sum_{i=1}^{s} x_{i} c^{\prime} y_{i}$. As $z \in \widehat{U}_{1}, z$ is a topological nilpotent, and therefore $1-z$ is invertible by 11.16. Thus

$$
\sum_{i=1}^{s} x_{i} a y_{i}(1-z)^{-1}=\left(\sum_{i=1}^{s} x_{i} b^{\prime} y_{i}+\sum_{i=1}^{s} x_{i} c^{\prime} y_{i}\right)(1-z)^{-1}=(1-z)(1-z)^{-1}=1
$$

Consequently, $A$ is a simple ring.
We shall finally establish that $A$ is not isomorphic to the ring of all linear operators on a finite-dimensional vector space by showing that $A$ has an infinite sequence $\left(e_{n}\right)_{n \geq 1}$ of nonzero idempotents such that $e_{n} e_{m}=0$ if $m \neq n$. Let $S_{n}$ be the square matrix of order $2^{n-1}$ and $T_{n}$ the square matrix of order $2^{n}$ defined by

$$
S_{n}=\left(\begin{array}{cccc}
0 & \ldots & 0 & 0 \\
\vdots & \ddots & \vdots & \\
0 & \ldots & 0 & 0 \\
0 & \ldots & 0 & 1
\end{array}\right), \quad T_{n}=\left(\begin{array}{cc}
S_{n} & 0 \\
0 & 0
\end{array}\right)
$$

and let $e_{n}=\chi_{n}\left(T_{n}\right)$. If $m<n$, then $\phi_{n, m}\left(T_{m}\right) T_{n}=0=T_{n} \phi_{n, m}\left(T_{m}\right)$ since $T_{n}$ has a nonzero entry only on the diagonal in the row numbered $2^{n-1}$, whereas $\phi_{n, m}\left(T_{m}\right)$ has nonzero entries only on the diagonal in rows whose numbers are odd multiples of $2^{m-1}$.

In sum, $\hat{A}$ is a locally compact simple (in particular, primitive) ring with identity that is not algebraically isomorphic to the ring of all linear operators on a finite-dimensional vector space over a division ring.

## Exercises

32.1 A left bounded locally compact primitive ring is discrete.
32.2 Let $A$ be the local direct sum of $\left(A_{n}\right)_{n \geq 1}$ relative to open subrings $\left(L_{n}\right)_{n \geq 1}$ where for each $n \geq 1$ and some prime $p, A_{n}$ is the field $\mathbb{Q}_{p}$ of $p$-adic numbers and $L_{n}$ is the ring $\mathbb{Z}_{p}$ of $p$-adic integers. Then $A$ is a commutative, semisimple, locally compact, metrizable ring with identity, but $x \rightarrow x^{-1}$ is not continuous on $A^{\times}$.
32.3 A nonzero topological ring $A$ is a locally compact, advertibly open, semisimple ring satisfying the minimum condition on closed left ideals if and only if $A$ is the topological direct sum of finitely many subrings, each either the ring of all linear operators on a nonzero, Hausdorff, finite-dimensional vector space over a nondiscrete locally compact division ring, furnished with its unique topology as a finite-dimensional algebra over the center of the division ring, or the discrete ring of all linear operators on a finite-dimensional vector space over a division ring. [Use Exercise 27.4.]
32.4 (Kaplansky [1947c]) Let $F$ be a finite field, furnished with the discrete topology, and let $E=F^{\mathbb{N}}$, furnished with the cartesian product topology. For each $n \in \mathbb{N}$ let

$$
M_{n}=\left\{\left(x_{k}\right)_{k \in \mathbb{N}} \in E: x_{k}=0 \text { for all } k<n\right\}
$$

and let $A=\left\{u \in \operatorname{End}(E)\right.$ : there exists $q \in \mathbb{N}$ such that $u\left(M_{n}\right) \subseteq M_{n}$ for all $n \geq q\}, J=\left\{u \in \operatorname{End}(E): u\left(M_{n}\right) \subseteq M_{n}\right.$ for all $\left.n \geq 0\right\}$. (a) $A$ is a primitive ring of endomorphisms of $E$. (b) $\left\{u \in A: u\left(M_{0}\right)=(0)\right\}$ is a minimal left ideal of $A$. (c) For each $n \in \mathbb{N}$, let $V_{n}=\{u \in J: u(E) \subseteq$ $\left.M_{n}\right\}$. Then $\left(V_{n}\right)_{n \geq 0}$ is a fundamental system of neighborhoods of zero for a compact ring topology on $J$. [Observe that it is the weakest topology on $J$ for which $u \rightarrow u(x)$ is continuous from $J$ to $E$ for each $x \in E$.] (d) The additive group topology $\mathcal{T}$ on $A$ for which $\left(V_{n}\right)_{n \geq 0}$ is a fundamental system of neighborhoods of zero is a locally compact ring topology on $A$. (e) $A$ contains an infinite sequence $\left(e_{n}\right)_{n \geq 0}$ of nonzero idempotents such that $e_{n} e_{m}=0$ whenever $n \neq m$, and hence $A$ is not isomorphic to the ring of all linear operators on a finite-dimensional vector space over a division ring. In
sum, $A$ is a locally compact primitive ring with an identity and a minimal left ideal that is not a simple ring.
32.5 In the example of a locally compact simple ring $\widehat{A}$ in the text, for each $n \geq 1$ let $e_{n}=\chi_{n}\left(E_{n}\right)$, where $E_{n}$ is the square matrix of order $2^{n}$ having 1 in the first row and column and zeros elsewhere. Show that $\left(\widehat{A} e_{n}\right)_{n \geq 1}$ is a strictly decreasing sequence of closed left ideals whose intersection is ( 0 ).

## CHAPTER VIII

## LINEAR COMPACTNESS IN RINGS WITH RADICAL

The behavior of the powers of the radical $R$ of a ring $A$ is intimately connected with the existence of a strictly linearly compact topology on $A$. Specifically, a linearly compact ring $A$ admits a weaker strictly linearly compact topology if and only if $R$ is "transfinitely nilpotent." To establish this, we shall first show in $\S 33$ that if $\mathcal{T}$ is a linearly compact topology on a module $E$, of all the linearly compact topologies on $E$ weaker than $\mathcal{T}$ there is a weakest $\mathcal{T}_{*}$.

Next, in $\S 34$ we shall determine conditions under which an orthogonal family of idempotents in $A / R$ can be "lifted" to an orthogonal family of idempotents of $A$. The possibility of doing so is of crucial importance for establishing certain structure theorems. In particular, if $A$ is commutative and linearly compact, any family of orthogonal idemptoents of $A / R$ may be lifted to $A$, but we need additional restrictions, including the transfinite nilpotence of $R$, to establish the corresponding result for noncommutative linearly compact rings. Lifting idempotents is a technique employed in the proofs of most of the theorems concerning locally compact rings, given in §35.

Rings linearly compact for the radical topology, for which the powers of the radical form a fundamental sytem of neighborhoods of zero for a Hausdorff ring topology, offer a natural domain for generalizations of theorems concerning artinian rings, since artinian rings are linearly compact for the discrete topology, which is the radical topology as the radical of an artinian ring is nilpotent. Generalizations of some classical theorems about artinian rings are given in §36.

## 33 Linear Compactness in Rings with Radical

We first establish that of all the Hausdorff linear topologies on an $A$ module weaker than a given linearly compact topology, there is a weakest.
33.1 Definition. Let $E$ be an $A$-module. A proper submodule $M$ of $E$ is sheltered if the set of submodules of $E$ strictly containing $M$ has a smallest member, called the shelter of $M$.

Thus $S$ is the shelter of $M$ if and only if $S \supset M$ and for any submodule $N$ of $E$, if $N \supset M$, then $N \supseteq S$.
33.2 Theorem. If $N$ is a proper submodule of an $A$-module $E$, then $N$ is the intersection of sheltered submodules of $E$.

Proof. Let $x \in E \backslash N$. The set of submodules containing $N$ but not $x$ is inductive for the inclusion relation and hence contains a maximal member $M$ by Zorn's Lemma. Each submodule properly containing $M$ therefore contains the submodule $S$ generated by $M \cup\{x\}$, so $M$ is a sheltered submodule with shelter $S$, and $M$ contains $N$ but not $x$.
33.3 Definition. Let $\mathcal{T}$ be a linear topology on an $A$-module $E$. The Leptin topology associated to $\mathcal{T}$ is the additive group topology $\mathcal{T}_{*}$ on $E$ for which the finite intersections of the sheltered submodules open for $\mathcal{T}$ is a fundamental system of neighborhoods of zero, and $\mathcal{I}$ is a Leptin topology if $\mathcal{T}=\mathcal{T}_{*}$.

A sheltered submodule open for $\mathcal{T}$ is again a sheltered submodule open for $\mathcal{T}_{*}$ and conversely, so $\left(\mathcal{T}_{*}\right)_{*}=\mathcal{T}_{*}$. Thus the Leptin topology associated to a linear topology is indeed a Leptin topology.
33.4 Theorem. If $\mathcal{T}$ is a linear topology on an $A$-module $E$, then $\mathcal{T}_{*}$ is a linear topology on $E$ having the same closed submodules as $\mathcal{T}$. In particular, if $\mathcal{T}$ is Hausdorff, so is $\mathcal{T}_{*}$.

Proof. If $U$ is a submodule open for $\mathcal{T}_{*}$ and if $b \in E$, then as $U$ is open for $\mathcal{T}$, there is a neighborhood $T$ of zero in $A$ such that $T . b \subseteq U$. Therefore by $3.6, \mathcal{T}_{*}$ is a linear topology.

Let $M$ be a proper submodule of $E$ that is closed for $\mathcal{T}$. By $3.3, M$ is the intersection of the submodules $M+U$ where $U$ is a submodule open for $\mathcal{T}$, and $M+U$ is a proper subset of $E$. Each such $M+U$ is the intersection of sheltered submodules by 33.2 , each of which is necessarily open for $\mathcal{T}$ as $M+U$ is, and is therefore open for $\mathcal{T}_{*}$. Thus $M$ is the intersection of submodules open and hence closed for $\mathcal{T}_{*}$, so $M$ is closed for $\mathcal{T}_{*}$. Conversely, as $\mathcal{T}_{*}$ is weaker than $\mathcal{T}$, each submodule closed for $\mathcal{T}_{*}$ is closed for $\mathcal{T}$. -
33.5 Theorem. Let $\mathcal{T}$ be a linearly compact topology on an $A$-module $E$. Every filter base of submodules of $E$ whose adherence is (0) converges to zero for $\mathcal{T}_{*}$.

Proof. Let $\mathcal{F}$ be a filter base of closed submodules of $E$ such that $\bigcap_{F \in \mathcal{F}} F$ $=(0)$. Let $U$ be an open sheltered submodule, and let $S$ be its shelter. By 28.20,

$$
U=U+\bigcap_{F \in \mathcal{F}} F=\bigcap_{F \in \mathcal{F}}(U+F) .
$$

Consequently, there exists $F \in \mathcal{F}$ such that $U+F \nsupseteq S$, so $U+F=U$, that is, $F \subseteq U$. As each neighborhood of zero for $\mathcal{T}_{*}$ contains the intersection of finitely many sheltered submodules open for $\mathcal{T}$, therefore, $\mathcal{F}$ converges to zero for $\mathcal{T}_{*}$.
33.6 Corollary. A linearly compact topology $\mathcal{T}$ on an $A$-module $E$ is a Leptin topology if and only if every filter base of submodules of $E$ whose adherence is ( 0 ) converges to zero.

Proof. The condition is necessary by 33.5. Sufficiency: Let $\mathcal{V}$ be the filter base of submodules open for $\mathcal{T}_{*}$. By 4.8 and $33.4, \mathcal{V}$ is a filter base of submodules closed for $\mathcal{T}$ whose adherence is $\{0\}$. Therefore $\mathcal{V}$ converges to zero for $\mathcal{T}$, that is, $\mathcal{T}$ is weaker than and hence identical with $\mathcal{T}_{*}$.
33.7 Theorem. Let $\mathcal{T}$ be a linear compact topology on an $A$-module $E$, and let $\mathfrak{C}(\mathcal{T})$ be the set of all linear topologies on $E$ having the same closed submodules as $\mathcal{T}$. Each member of $\mathfrak{C}(\mathcal{T})$ is linearly compact. All members of $\mathfrak{C}(\mathcal{T})$ have the same associated Leptin topology, which is the weakest topology belonging to $\mathfrak{C}(\mathcal{T})$. Every Hausdorff linear topology on $E$ weaker than some member of $\mathfrak{C}(\mathcal{T})$ belongs to $\mathfrak{C}(\mathcal{T})$.

Proof. The zero submodule of $E$ is closed for each member of $\mathfrak{C}(\mathcal{T})$, so each member of $\mathfrak{C}(\mathcal{T})$ is Hausdorff. Since a Hausdorff linear topology is linearly compact if and only if every closed linear filter base has a nonempty intersection, all members of $\mathfrak{C}(\mathcal{T})$ are linearly compact as $\mathcal{T}$ is.

By 33.4, $\mathcal{T}_{*} \in \mathfrak{C}(\mathcal{T})$. Let $\mathcal{S}$ be a Hausdorff linear topology on $E$ weaker than some member of $\mathfrak{C}(\mathcal{T})$, and let $\mathcal{V}$ be the filter base of submodules of $E$ open for $\mathcal{S}$. Each $V \in \mathcal{V}$ is also closed for $\mathcal{S}$ by 4.8, hence for the member of $\mathfrak{C}(\mathcal{T})$ stronger than $\mathcal{S}$, and therefore also for $\mathcal{T}$. As $\mathcal{S}$ is Hausdorff, $\bigcap_{V \in \mathcal{V}} V=(0)$. Consequently by $33.5, \mathcal{V}$ converges to zero for $\mathcal{T}_{*}$, that is, $\mathcal{T}_{*}$ is weaker than $\mathcal{S}$. Thus $\mathfrak{C}(\mathcal{T})$ contains a member stronger than $\mathcal{S}$ and a member weaker than $\mathcal{S}$, so $\mathcal{S} \in \mathfrak{C}(\mathcal{T})$. In particular, for any $\mathcal{S} \in \mathfrak{C}(\mathcal{T})$, $\mathcal{S}_{*} \in \mathfrak{C}(\mathcal{T})$ by 33.4, so $\mathcal{T}_{*}$ is weaker than $\mathcal{S}_{*}$. Interchanging $\mathcal{S}$ and $\mathcal{T}$, we conclude that $\mathcal{T}_{*}=\mathcal{S}_{*} . \bullet$
33.8 Corollary. The minimal members in the class of all linearly compact topologies on an $A$-module $E$, ordered by inclusion, are precisely the linearly compact Leptin topologies.
33.9 Corollary. Let $\mathcal{T}$ be a linearly compact topology on an $A$-module $E$, and let $M$ be a closed submodule of E. The Leptin topology $\left(\mathcal{T}_{M}\right)_{*}$ associated to the topology $\mathcal{T}_{M}$ induced on $M$ by $\mathcal{T}$ is the topology $\left(\mathcal{T}_{*}\right)_{M}$ induced on $M$ by $\mathcal{T}_{*}$.

Proof. By 33.4, $\mathfrak{C}\left(\mathcal{T}_{M}\right)=\mathfrak{C}\left(\left(\mathcal{T}_{*}\right)_{M}\right)$. If $\mathcal{F}$ is a filter base of closed submodules of $M$ such that $\bigcap_{F \in \mathcal{F}} F=(0)$, then $\mathcal{F}$ converges to zero for $\mathcal{T}_{*}$ by
33.5 and hence for $\left(\mathcal{T}_{*}\right)_{M}$. By 33.6, therefore $\left(\mathcal{T}_{*}\right)_{M}$ is a Leptin topology on $M$ belonging to $\mathfrak{C}\left(\mathcal{T}_{M}\right)$. Consequently by $33.7,\left(\mathcal{T}_{*}\right)_{M}=\left(\mathcal{T}_{M}\right)_{*} . \bullet$
33.10 Theorem. If $u$ is a continuous homomorphism from a linearly compact $A$-module $E$ to a linearly compact $A$-module $F$, then $u$ is also continuous when $E$ and $F$ are furnished with their associated Leptin topologies.

Proof. Replacing $F$ with $u(E)$ if necessary, we may by 33.9 assume that $u$ is surjective. To establish the result in this case, it suffices to show that if $S$ is the shelter of a submodule $V$ of $T$, then $u^{-1}(S)$ is the shelter of $u^{-1}(V)$. First, $u^{-1}(V) \subset u^{-1}(S)$, for if $u^{-1}(V)=u^{-1}(S)$, then

$$
V=u\left(u^{-1}(V)\right)=u\left(u^{-1}(S)\right)=S
$$

a contradiction. Let $N$ be a submodule of $E$ strictly containing $u^{-1}(V)$. Then $N=N+u^{-1}(0)$ as $u^{-1}(0) \subseteq u^{-1}(V) \subset N$. Consequently, $V \subset u(N)$, for if $V=u(N)$, then

$$
u^{-1}(V)=u^{-1}(u(N))=N+u^{-1}(0)=N
$$

a contradiction. Hence $S \subseteq u(N)$, so

$$
u^{-1}(S) \subseteq u^{-1}(u(N))=N+u^{-1}(0)=N .
$$

33.11 Theorem. Let $A$ be a linearly compact ring, and let $E$ be a linearly compact $A$-module. The Leptin topology of $A$ is also a ring topology, and the Leptin topology of $E$ makes $E$ a topological module over $A$, furnished with its Leptin topology.

Proof. Let $\mathcal{T}$ be the topology of $A$. Since $\mathcal{T}_{*}$ is a linear topology, to show that it is a ring topology we need only show that for each $c \in A, R_{c}: x \rightarrow x c$ is continuous for $\mathcal{T}_{*}$. But $R_{c}$ is an endomorphism of the $A$-module $A$ that is continuous for $\mathcal{T}$. Consequently, $R_{c}$ is continuous for $\mathcal{T}_{*}$ by 33.10. The second assertion is similarly established.

The following discussion of simple and semisimple modules will yield a new criterion for a linearly compact module to be strictly linearly compact.
33.12 Definition. A simple module is a nonzero module whose only proper submodule is the zero module. A semisimple module is one that is generated by the union of its simple submodules.

For example, the simple submodules of a vector space are precisely its one-dimensional subspaces, so a vector space is a semisimple module. If $\left(E_{\lambda}\right)_{\lambda \in L}$ is a family of simple $A$-modules, then $\bigoplus_{\lambda \in L} E_{\lambda}$ is clearly semisimple. If $A$ is a ring, the simple submodules of the $A$-module $A$ are precisely the minimal left ideals of the ring $\boldsymbol{A}$.
33.13 Theorem. If $A$ is a semisimple artinian ring, then $A$ is a semisimple $A$-module.

The assertion follows from (2) of 25.21 and 27.14.
33.14 Theorem. Let $E$ be an $A$-module that is generated by a family $\left(M_{\lambda}\right)_{\lambda \in L}$ of simple submodules. If $F$ is a submodule of $E$, there exists a subset $J$ of $L$ such that $E$ is the direct sum of $F$ and $\left(M_{\lambda}\right)_{\lambda \in J}$. In particular, $E$ is the direct sum of a subfamily of $\left(M_{\lambda}\right)_{\lambda \in L}$.

Proof. Let $\mathcal{C}=\left\{C \subseteq L\right.$ : the submodule $F+\sum_{\lambda \in C} M_{\lambda}$ is the direct sum of $F$ and $\left.\left(M_{\lambda}\right)_{\lambda \in C}\right\}$. Trivially, $\emptyset \in \mathcal{C}$. To show that $\mathcal{C}$, ordered by inclusion, is inductive, let $D$ be the union of a totally ordered subset of $\mathcal{C}$. If $x+\sum_{\lambda \in D} x_{\lambda}=0$ where $x \in F$ and $x_{\lambda} \in M_{\lambda}$ for all $\lambda \in D$ and $x_{\lambda}=0$ for all but finitely many $\lambda \in D$, then there is a member $C$ of the totally odered subset such that $x_{\lambda}=0$ for all $\lambda \in D \backslash C$, whence $x=0$ and $x_{\lambda}=0$ for all $\lambda \in D$ since $F+\sum_{\lambda \in C} M_{\lambda}$ is the direct sum of $F$ and $\left(M_{\lambda}\right)_{\lambda \in C}$. Thus by Zorn's Lemma there is a maximal subset $J$ of $L$ such that $F+\sum_{\lambda \in J} M_{\lambda}$ is the direct sum of $F$ and $\left(M_{\lambda}\right)_{\lambda \in J}$. For each $\mu \in L, M_{\mu}$ is a submodule of $F+\sum_{\lambda \in J} M_{\lambda}$, for otherwise $\left(F+\sum_{\lambda \in J} M_{\lambda}\right) \cap M_{\mu}=(0)$ as $M_{\mu}$ is simple, whence

$$
F+\sum_{\lambda \in J \cup\{\mu\}} M_{\lambda}
$$

would be the direct sum of $F$ and $\left(M_{\lambda}\right)_{\lambda \in J \cup\{\mu\}}$, a contradiction of the maximality of $J$. -
33.15 Corollary. If $F$ is a submodule of a semisimple module $E$, then $E / F$ and $F$ are semisimple modules.

Proof. By 33.14, the quotient module of any submodule of $E$ is semisimple, and $F$ has a supplement $H$. As $F$ is isomorphic to $E / H, F$ is also semisimple.
33.16 Theorem. If $A$ is a ring with identity such that the $A$-module $A$ is semisimple, then every unitary $A$-module $E$ is semisimple.

Proof. Let $S$ be a set of generators for the $A$-module $E$ (for example, let $S=E$ ), and for each $s \in S$ let $A_{s}$ be the $A$-module $A$. Then $f:\left(\lambda_{s}\right)_{s \in S} \rightarrow$ $\sum_{s \in S} \lambda_{s} s$ is an epimorphism from $\bigoplus_{s \in S} A_{s}$ to $E$, so $E$ is semisimple by the remark following 33.12 and 33.15.
33.17 Theorem. An $A$-module $E$ is artinian if and only if $E$ is linearly compact for the discrete topology and for every proper submodule $U$ of $E$, $E / U$ contains a simple submodule.

Proof. The condition is necessary by $28.14,27.3$, and the fact that any nonzero artinian module $F$ contains a simple submodule, namely, a submodule minimal in the set of all nonzero submodules, ordered by inclusion.

Sufficiency: Let $\left(N_{i}\right)_{i \geq 1}$ be a decreasing sequence of proper submodules, and let $N=\bigcap_{i=1}^{\infty} N_{i}$. The hypotheses for $E$ imply the same hypotheses for $E / N$, so replacing $E$ by $E / N$ if necessary, we may assume that $\bigcap_{i=1}^{\infty} N_{i}=$ ( 0 ). Let $M$ be the submodule of $E$ generated by the union of all the simple submodules. As $M$ is also linearly compact for the discrete topology, $M$ is the direct sum of finitely many simple submodules by 33.14 and 28.21 . Consequently, $M$ is artinian by 27.6. Therefore by $28.14, M$ is discrete for the topology induced by $\mathcal{D}_{*}$, the Leptin topology associated to the discrete topology $\mathcal{D}$, so there is a submodule $S$ of $E$ that is open for $\mathcal{D}_{*}$ such that $S \cap M=(0)$. Consequently, $S$ contains no simple submodules.

Suppose that $S \neq(0)$. By Zorn's Lemma there is a submodule $U$ of $E$ that is maximal among all the submodules of $E$ whose intersection with $S$ is ( 0 ). As $S \neq(0), U \neq E$, so by hypothesis there is a submodule $T$ of $E$ containing $U$ such that $T / U$ is a simple submodule of $E / U$. Then $T \cap S \neq(0)$ by the maximality of $U$. As $S \cap U=(0)$, the restriction $\phi_{S}$ to $S$ of the canonical epimorphism from $E$ to $E / U$ is an isomorphism from $S$ to $(S+U) / U$, so $\phi_{S}(T \cap S)$ is a nonzero submodule of $T / U$ and hence is $T / U$. Thus $T \cap S$ is a simple submodule of $S$, in contradiction to the conclusion of the preceding paragraph.

Therefore $S=(0)$, so $\mathcal{D}_{*}$ is the discrete topology. As $\bigcap_{i=1}^{\infty} N_{i}=(0)$, $\left(N_{i}\right)_{i \geq 1}$ converges to zero for $\mathcal{D}_{*}$ by 33.5. Consequently, for some $q \geq 1$, $N_{q}=(0)$.
33.18 Corollary. A linear topology $\mathcal{T}$ on an $A$-module $E$ is strictly linearly compact if and only if $\mathcal{T}$ is linearly compact and for every proper open submodule $U$ of $E, E / U$ contains a simple submodule.

The assertion follows readily from (2) of 28.15 and 33.17 .
33.19 Theorem. A linearly compact module $E$ over a strictly linearly compact ring $A$ is strictly linearly compact.

Proof. By 33.18 it suffices to show that if $U$ is a proper open submodule of $E$, then $E / U$ contains a simple submodule. If $E / U$ is a trivial $A$-module, then $E / U$ is a discrete, strongly linearly compact module, hence is artinian by 30.10 , and in particular contains a simple submodule. In the contrary case there exists $x \in E$ such that $A .(x+U)$ is not the zero submodule of $E / U$. Let $L=\{a \in A: a x \in U\}$, a proper open left ideal of $A$. Then $a \rightarrow a .(x+U)$ is an epimorphism from the $A$-module $A$ to $A .(x+U)$ with kernel $L$. By (2) of $28.15, A / L$ is an artinian $A$-module, so $A .(x+U)$ is
also; in particular, $A .(x+U)$ contains a simple submodule, so $E / U$ does also.
33.20 Definition. Let $A$ be a topological ring, and let $\xi_{A}$ be the smallest ordinal number whose corresponding cardinal number is the smallest of those strictly greater than that of the set of all subsets of $A$. Let $J$ be a closed ideal of $A$. We define $J_{\lambda}$ recursively for each ordinal number $\lambda$ such that $1 \leq \lambda<\xi_{A}$ as follows: $J_{1}=J$; if $J_{\alpha}$ is defined for all $\alpha<\lambda$ and if $\lambda=\mu+1$ (that is, if $\lambda$ has an immediate predecessor $\mu$ ), we define $J_{\lambda}$ to be $\overline{J_{\mu} J}$, but if $\lambda$ has no immediate predecessor, we define $J_{\lambda}$ to be $\bigcap_{\alpha<\lambda} J_{\alpha}$.

Clearly $\left(J_{\lambda}\right)_{\lambda<\xi_{A}}$ is a decreasing family of closed ideals, so as the cardinality of all ordinals $<\xi_{A}$ exceeds that of the set of all subsets of $A$, there exists $\gamma<\xi_{A}$ such that $J_{\gamma+1}=J_{\gamma}$, and it follows readily that $J_{\lambda}=J_{\gamma}$ for all $\lambda \in\left[\gamma, \xi_{A}\right)$; the smallest such ordinal $\gamma$ we shall call the transfinite index of $J$. If $\gamma$ is the transfinite index of $J$, we shall also denote $J_{\gamma}$ by $J_{*}$ and say that $J$ is transfinitely nilpotent if $J_{*}=(0)$.

An inductive argument establishes that for each integer $n \geq 1, J_{n}=\overline{J^{n}}$. Indeed, if $J_{k}=\overline{J^{k}}$, then $J_{k} J \subseteq \overline{J^{k+1}}$ as $\left\{x \in A: x J \subseteq \overline{J^{k+1}}\right\}$ is closed, so again

$$
J_{k+1}=\overline{J_{k} J} \subseteq \overline{J^{k+1}}
$$

Conversely, $J^{k+1} \subseteq J_{k} J \subseteq J_{k+1}$, so $\overline{J^{k+1}} \subseteq J_{k+1}$ as $J_{k+1}$ is closed.
33.21 Theorem. The radical $R$ of a strictly linearly compact ring $A$ is transfinitely nilpotent.

Proof. Let $\gamma$ be the transfinite index of $R$. It suffices to show that for any open left ideal $J$ of $A, R_{*} \subseteq J$. Let $L=\left\{x \in A: R_{*} x \subseteq J\right\}$. As $R_{*}$ is an ideal, $L$ is a left ideal. As $L \supseteq J, L$ is open.

Suppose that $L \neq A$. Then $A / L$ is a nonzero artinian $A$-module by 28.15, so there is a left ideal $L^{\prime}$ of $A$ containing $L$ such that $L^{\prime} / L$ is a simple $A$-module. Clearly $\left\{x \in L^{\prime} / L: A . x=(0)\right\}$ is a submodule of $L^{\prime} / L$ and hence is either $L^{\prime} / L$ or (0). In the former case, $A \cdot\left(L^{\prime} / L\right)=(0)$, so in particular, $R .\left(L^{\prime} / L\right)=(0)$. In the latter case, for any nonzero $x \in L^{\prime} / L$, $A . x$ is a nonzero submodule of $L^{\prime} / L$ and hence $A . x=L^{\prime} / L$. Therefore if for each $a \in A, \hat{a}$ is the endomorphism of the abelian group $L^{\prime} / L$ defined by $\hat{a}(x)=a . x$ for all $x \in L^{\prime} / L, a \rightarrow \hat{a}$ is an epimorphism from $A$ to a primitive ring of endomorphisms of $L^{\prime} / L$. Its kernel is therefore a primitive ideal and hence contains $R$, so $R .\left(L^{\prime} / L\right)=(0)$. Therefore in both cases, $R L^{\prime} \subseteq L$. Consequently,

$$
R_{\gamma} R L^{\prime} \subseteq R_{\gamma} L=R_{*} L \subseteq J
$$

$$
R_{*} L^{\prime}=R_{\gamma+1} L^{\prime}=\overline{R_{\gamma} R} L^{\prime} \subseteq J
$$

since $J$ is closed. Therefore $L^{\prime} \subseteq L$, a contradiction. Consequently, $L=A$, that is, $R_{*} A \subseteq J$, so $R_{\gamma} R \subseteq R_{*} A \subseteq J$, whence $R_{*}=R_{\gamma+1}=\overline{R_{\gamma} R} \subseteq J$.
33.22 Theorem. If $A$ is a bounded, strictly linearly compact ring with radical $R$, then the filter base $\left(R^{n}\right)_{n \geq 1}$ converges to zero, and in particular,

$$
\bigcap_{n=1}^{\infty} \overline{R^{n}}=(0)
$$

Proof. Let $J$ be an open ideal. By $28.15, A / J$ is an artinian $A$-module and hence an artinian ring. Let $\phi$ be the canonical epimorphism from $A$ to $A / J$, and let $S$ be the radical of $A / J$. By $26.15, \phi(R) \subseteq S$, so for all $n \geq 1$, $\phi\left(R^{n}\right) \subseteq S^{n}$. By 27.15 $S$ is nilpotent, so for some $m \geq 1, R^{n} \subseteq J$ for all $n \geq m$. Thus by 12.16, $\left(R^{n}\right)_{n \geq 1}$ converges to zero and, in particular, its adherence $\bigcap_{n=1}^{\infty} \overline{R^{n}}$ is (0).
33.23 Theorem. If $R$ is the radical of a linearly compact ring $A$, then $A / R_{*}$ is strictly linearly compact for its Leptin topology.

Proof. We shall show by transfinite induction that for all $\lambda \in\left[1, \xi_{A}\right)$, $A / R_{\lambda}$ is strictly linearly compact for its Leptin topology. Since the submodules of the $A$-module $A / R_{\lambda}$ and the left ideals of the ring $A / R_{\lambda}$ coincide, the Leptin topologies of the topological $A$-module $A / R_{\lambda}$ and of the topological ring $A / R_{\lambda}$ coincide, and hence the assertion that the topological ring $A / R_{\lambda}$ is strictly linearly compact for its Leptin topology is equivalent to the corresponding assertion about the topological $A$-module $A / R_{\lambda}$.

If $\lambda=1$, then $A / R_{\lambda}=A / R$ and hence $A / R_{\lambda}$ is a strictly linearly compact ring by 29.12 and 29.8. Assume that the $A$-module $A / R_{\mu}$ is strictly linearly compact for its Leptin topology. To show the corresponding assertion for the $A$-module $A / R_{\mu+1}$, it suffices by 28.16 to show that, for the subspace and quotient topologies determined by the Leptin topology of that module, $R / R_{\mu+1}$ and $\left(A / R_{\mu+1}\right) /\left(R / R_{\mu+1}\right)$ are strictly linearly compact $A$ modules. Since $R_{\mu} R \subseteq R_{\mu+1}$, we may regard $R / R_{\mu+1}$ as a module over $A / R_{\mu}$. Neither the Leptin topology of a linearly topologized module nor the property of strict linear compactness depends on the topology of the underlying scalar ring, so by 33.11, our assumption, and 33.19, the Leptin topology of the ( $A / R_{\mu}$ )-module $R / R_{\mu+1}$ is strictly linearly compact. Since the submodules of the $\left(A / R_{\mu}\right)$-module $R / R_{\mu+1}$ and those of the $A$-module $R / R_{\mu+1}$ coincide, the Leptin topologies of the $\left(A / R_{\mu}\right)$-module $R / R_{\mu+1}$ and of the $A$-module $R / R_{\mu+1}$ coincide, and therefore the Leptin topology of the $A$-module $R / R_{\mu+1}$ is strictly linearly compact. By 33.9, however, that topology is the subspace topology induced by the Leptin topology of the $A$-module $A / R_{\mu+1}$.

Furnished with the quotient topologies determined by the given topology of $A$, the topological $A$-module $\left(A / R_{\mu+1}\right) /\left(R / R_{\mu+1}\right)$ is topologically isomorphic to the topological $A$-module $A / R$, which is strictly linearly compact as noted above. The topology of $\left(A / R_{\mu+1}\right) /\left(R / R_{\mu+1}\right)$ is therefore minimal by 28.13 and hence coincides with the weaker quotient topology on $\left(A / R_{\mu+1}\right) /\left(R / R_{\mu+1}\right)$ induced by the Leptin topology of $A / R_{\mu+1}$. Thus the Leptin topology of the $A$-module $A / R_{\mu+1}$ is strictly linearly compact.

Finally, assume that $\lambda$ has no immediate predecessor and that the Leptin topologies of the $A$-modules $A / R_{\mu}$ are strictly linearly compact for all $\mu<$ $\lambda$. The function $\Delta$ from the $A$-module $A$ to the $A$-module $\prod_{\mu<\lambda}\left(A / R_{\mu}\right)$, defined by

$$
\Delta(x)=\left(x+R_{\mu}\right)_{\mu<\lambda}
$$

for all $x \in A$, is a continuous homomorphism, where each $A / R_{\mu}$ is given its Leptin topology. By 28.3 and $28.6, \Delta(A)$ is closed and hence, by 28.16 and 28.17 , strictly linearly compact. The kernel of $\Delta$ is $\bigcap_{\mu<\lambda} R_{\mu}$, which by definition is $R_{\lambda}$, and hence $\Delta$ induces a continuous isomorphism from the $A$ module $A / R_{\lambda}$ to the strictly linearly compact $A$-module $\Delta(A)$. Therefore there is a strictly linearly compact $A$-module topology on $A / R_{\lambda}$ weaker than its quotient topology. By 28.13 and 33.7, that topology is the Leptin topology of $A / R_{\lambda}$.
33.24 Theorem. If $A$ is a linearly compact ring, the Leptin topology of $A$ is strictly linearly compact if and only if the radical $R$ of $A$ is transfinitely nilpotent.

The assertion follows from 33.21 and 33.23 .
33.25 Theorem. If $A$ is a linearly compact commutative ring with radical $R$, then the Leptin topology of $A$ is strictly linearly compact if and only if $\bigcap_{n=1}^{\infty} \overline{R^{n}}=(0)$.

Proof. The condition is necessary by 33.22 and sufficient by 33.24 . -
For an example where the equivalent conditions of Theorem 33.25 fail to hold, let $A$ be the valuation ring of a proper, nondiscrete, real valuation $v$ satisfying the properties of 28.9 (a proof that such valuations exist is given in Topological Fields, Theorem 31.24). The maximal ideal $M$ of $A$ is its radical as $A$ is local ring, and $M^{2}=M$ since, if $v(x)>0$, there exists $y \in A$ such that $v(x)>v(y)>0$ as $v$ is not discrete, so $x=\left(x y^{-1}\right) y \in M^{2}$. Therefore $M_{*}=M$, so the Leptin topology of $A$ is not strictly linearly compact. Since the ideals of $A$ are totally ordered by inclusion, the valuation topology of $A$ is the weakest Hausdorff ideal topology on $A$ and hence is the Leptin topology of $A$.

## Exercises

33.1 (Prüfer [1923a]) Let $G$ be an abelian group in which the zero subgroup is sheltered. (a) No subgroup of $G$ is the direct sum of two proper subgroups. (b) $G$ is $p$-primary for some prime $p$. (c) If $a, b \in G$, either $\mathbb{Z} . a \subseteq \mathbb{Z} . b$ or $\mathbb{Z} . b \subseteq \mathbb{Z} . a$. [Apply to the subgroup generated by $a$ and $b$ the theorem that a finitely generated abelian $p$-primary group is the direct sum of cyclic $p$-primary subgroups.] (d) The subgroups of $G$ are totally ordered by inclusion. (e) $G$ is either a cyclic $p$-primary group or a basic divisible $p$-primary group. [If $G$ is not a noetherian $\mathbb{Z}$-module, show that it contains a basic divisible $p$-primary subgroup, and apply 30.2.]
33.2 (Prüfer [1923a,b]) Let $G$ be an abelian group. (a) A proper subgroup $H$ of $G$ is sheltered if and only if $G / H$ is either a cyclic $p$-primary group or a basic divisible $p$-primary group for some prime $p$. [Use Exercise 33.1.] (b) If $N$ is a proper subgroup of $G$, then the $\mathbb{Z}$-module $G / N$ is artinian if and only if $N$ is the intersection of finitely many sheltered subgroups. [Use (a) and 33.2.] (c) The completion of $G$ for the Leptin topology associated to the discrete topology on $G$ is a strictly linearly compact $\mathbb{Z}$-module.
33.3 Let $E$ be a nonzero $A$-module. The only Hausdorff linear topology on $E$ is the discrete topology if and only if there exist sheltered submodules $U_{1}, \ldots, U_{n}$ of $E$ such that $U_{1} \cap \ldots \cap U_{n}=(0)$. [Necessity: Apply 33.2 to the zero submodule.]
33.4 Let $E$ be a nonzero $A$-module. Then $E$ is artinian if and only if every proper submodule of $E$ is the intersection of finitely many sheltered modules.
33.5 Let $A$ be a commutative ring with identity. A proper ideal $U$ of $A$ is sheltered and $S$ is its shelter if $U$ is a sheltered submodule of the $A$-module $A$ with shelter $S$. The only Hausdorff ideal topology on $A$ is the discrete topology if and only if there exist sheltered ideals $U_{1}, \ldots, U_{n}$ of $A$ such that $U_{1} \cap \ldots \cap U_{n}=(0)$. [Use Exercise 33.3.]
33.6 Let $A$ be a commutative ring with identity. For any ideal $J$ of $A$, the annihilator of $J$, denoted by $\operatorname{Ann}(J)\left(\operatorname{or~}_{\left.\operatorname{Ann}_{A}(J)\right)}\right.$ is the ideal $\{x \in A$ : $J x=(0)\}$, and for any ideals $I$ and $J$ of $A$, we denote by $(I: J)$ the ideal $\{x \in A: x J \subseteq I\}$. Assume that the zero ideal of $A$ is sheltered, let $S$ be the shelter of ( 0 ), and let $M=\operatorname{Ann}(S)$. (a) $M$ is a maximal ideal. [Show that $A / M$ is a field by observing that if $a \notin M$, then Aas $=S$ for some $s \in S$. (b) $M$ is the set of all zero-divisors in $A$. (c) $S=\operatorname{Ann}(M)$ and is a principal ideal. [Regard $\operatorname{Ann}(M)$ as a vector space over $A / M$, and observe it has a smallest nonzero subspace.]
33.7 Let $A$ be a noetherian commutative ring with identity in which the zero ideal is sheltered, and let $M$ be the annihilator of the shelter of ( 0 ). (a) $\bigcap_{n=1}^{\infty} M^{n}=(0)$. [Use 20.13.] (b) $M$ is a nilpotent ideal. [Use Exercise
33.5.] (c) $M$ is the only maximal ideal of $A$. [Use 26.14.] (d) $A$ is artinian. [Use 27.17.]
33.8 Let $A$ be a commutative ring with identity having sheltered ideals $U_{1}, \ldots, U_{n}$ such that

$$
\bigcap_{i=1}^{n} U_{i}=(0), \quad U_{i} \nsubseteq \bigcap_{j \neq i} U_{j}
$$

for each $i \in[1, n]$. For each $i \in[1, n]$, let $S_{i}$ be the shelter of $U_{i}$, let $M_{i}=\left(U_{i}: S_{i}\right)$, and let $K(i)=\left\{j \in[1, n]: M_{j}=M_{i}\right\}$. (a) Each $M_{i}$ is a maximal ideal of $A$. [Apply Exercise 33.6 to $A / U_{i}$.] (b) For each $i \in[1, n]$,

$$
\operatorname{Ann}\left(M_{i}\right)=\left(\bigcap_{j \in K(i)} S_{j}\right) \cap\left(\bigcap_{j \notin K(i)} U_{j}\right)
$$

[For inclusion, observe that $M_{i}+M_{j}=A$ if $j \notin K(i)$.] (c) For each $i \in$ $[1, n], \operatorname{Ann}\left(M_{i}\right) \neq(0) .\left[U s e(b)\right.$ and observe that $U_{i}+\bigcap_{j \neq i} U_{j} \supseteq S_{i}$.] (d) For each $i \in[1, n], \operatorname{Ann}\left(M_{i}\right)$ is finitely generated. [Use (b) to establish a monomorphism from $\operatorname{Ann}\left(M_{i}\right)$ to $\prod_{j \in K(i)}\left(S_{j} / U_{j}\right)$, and apply Exercise 33.6]. (e) $\bigcup_{i=1}^{n} M_{i}$ is the set of all zero-divisors of $A$. (f) $M_{1}, \ldots, M_{n}$ are the only maximal ideals having a nonzero annihilator. [Use (e) and Exercise 24.4.] (g) If $b \neq 0$, then $A b \cap S_{i} \neq(0)$ for each $i \in[1, n]$. (h) If $a \neq 0$, then $A a \cap\left(\bigcap_{i=1}^{n} S_{i}\right) \neq(0)$. [Use (g) repeatedly.] (i) If $a \in \bigcap_{i=1}^{n} S_{i}$, then $\operatorname{Aa} \cap \operatorname{Ann}\left(M_{j}\right) \neq(0)$ for some $j \in[1, n]$. [Proceed by contradiction, to arrive at a nonzero element of $\bigcap_{i=1}^{n} U_{i}$.] (j) If $a \neq 0, \operatorname{Aa\cap } \cap \operatorname{Ann}\left(M_{j}\right) \neq(0)$ for some $j \in[1, n]$. [Use (b), (h), and (i).]
33.9 Let $A$ be a commutative ring with identity satisfying the following properties:
$1^{\circ} A$ has only finitely many maximal ideals, $M_{1}, \ldots, M_{n}$ whose annihilators are nonzero.
$2^{\circ}$ The annihilator of each maximal ideal of $A$ is a finitely generated ideal.
$3^{\circ}$ Each nonzero principal ideal of $A$ has a nonzero intersection with the annhilator of some maximal ideal.

Let $\mathcal{T}$ be a nondiscrete ideal topology on $A$, and let $\mathcal{V}$ be a fundamental system of neighborhoods of zero for $\mathcal{T}$ consisting of open ideals. (a) If $\operatorname{Ann}\left(M_{i}\right)$ is considered a vector space over the field $A / M_{i}$, then there exists $V_{0} \in \mathcal{V}$ such that if $d_{i}=\operatorname{dim}\left(V_{0} \cap \operatorname{Ann}\left(M_{i}\right)\right)$ for each $i \in[1, n]$, then $d_{i} \leq$ $\operatorname{dim}\left(V \cap \operatorname{Ann}\left(M_{i}\right)\right)$ for all $V \in \mathcal{V}$. (b) For some $i \in[1, n], d_{i}>0$. (c) $\mathcal{T}$ is not Hausdorff.
33.10 (Hochster [1968])A commutative ring with identity admits no nondiscrete, Hausdorff ideal topology if and only if $1^{\circ}-3^{\circ}$ of Exercise 33.9 hold. [Use Exercises 33.5, 33.8, and 33.9.]
33.11 (Hochster [1968])If $A$ is a commutative noetherian ring with identity, then $A$ admits no nondiscrete, Hausdorff ideal topology if and only if $A$ is artinian. [Necessity: With the terminology of Exercise 33.8, observe that every maximal ideal contains $U_{i}$ for some $i \in[1, n]$ [use 24.10] and hence is $M_{i}$ [use Exercise 33.7(d)]. Finally, apply 20.13 and 27.16.]
33.14 (Kurke [1967], Warner [1971], Ánh [1981b]) Let $\mathcal{T}$ be a linearly compact topology on an $A$-module $E$, where $A$ is given the discrete topology. (a) The set $\mathcal{U}$ of all closed submodules $U$ of $E$ such that $E / U$ is linearly compact for the discrete topology is a filter base. (b) $\mathcal{U}$ is a fundamental system of neighborhoods of zero for a linearly compact topology $\mathcal{T}^{*}$ on $E$ that is stronger than $\mathcal{T}$. [Use 7.21 and 28.15.] (c) $\mathcal{T}^{*}$ is the strongest of all the linearly compact topologies on $E$ that are stronger than $\mathcal{T}$.
33.15 If $\mathcal{T}$ and $\mathcal{S}$ are linearly compact topologies on an $A$-module $E$, then $\mathcal{T}$ and $\mathcal{S}$ have the same closed submodules if and only if $\mathcal{T}_{*} \subseteq \mathcal{S} \subseteq \mathcal{T}^{*}$.
33.16 A linearly compact topology $\mathcal{T}$ on an $A$-module $E$ is maximal if $\mathcal{T}=\mathcal{T}^{*}$ (Exercise 33.14). If $\mathcal{T}$ is a maximal linearly compact topology on $E$ and if $M$ is a closed submodule of $E$, then the induced topology on $E / M$ is maximal.
33.17 If $\mathcal{T}$ is the topology of the valuation ring $A$ of a complete, discrete valuation of a field, then $\mathcal{T}^{*}$ is the discrete topology. [Use the remark after 28.9 and 18.2.]
33.18 Let $\mathbb{Z}_{p}$ be the compact ring of $p$-adic integers, for each $k \geq 1$ let $E_{k}$ be the discrete $\mathbb{Z}_{p}$-module $\mathbb{Z}_{p} / p^{k} \mathbb{Z}_{p}$, and let $E=\prod_{k=1}^{\infty} E_{k}$. Let $M$ be the range of the monomorphism $\Delta$, defined by

$$
\Delta(x)=\left(x+p^{k} \mathbb{Z}_{p}\right)_{k \geq 1}
$$

from $\mathbb{Z}_{p}$ to $E$; thus $M$ is a compact submodule of $E$. Then $\left(\mathcal{T}^{*}\right)_{M}$, the topology induced on $M$ by $\mathcal{T}^{*}$, is not discrete. [Observe by using Exercise 33.15 that if $V$ is a submodule open for $\mathcal{T}^{*}$, then

$$
V+\bigoplus_{k=1}^{\infty} E_{k}=E,
$$

and conclude that for a suitable $m \geq 1, p^{m} . \Delta(1) \in M \cap V$. (b) Let $\mathcal{T}_{M}$ be the topology induced on $M$ by $\mathcal{T}$. Then $\left(\mathcal{T}_{M}\right)^{*}$ is the discrete topology. [Use Exercise 33.17.] (c) Conclude that $\left(\mathcal{T}^{*}\right)_{M}$ is linearly compact but not maximal.
33.19 Let $\mathcal{T}$ be a linearly compact topology on an $A$-module $E$. The following statements are equivalent:
$1^{\circ} T$ is maximal.
$2^{\circ}$ For every closed submodule $M$ of $E$, if $E / M$ is linearly compact for the discrete topology, then $M$ is open.
$3^{\circ}$ If $u$ is an open epimorphism from $E$ to a linearly compact $A$-module $F$ and if the kernel of $u$ is closed, then $u$ is a topological epimorphism.
$4^{\circ}$ Every continuous epimorphism from a linearly compact $A$ module $D$ to $E$ is a topological epimorphism.
$5^{\circ}$ If $u$ is a homomorphism from $E$ to a linearly compact $A$-module $F$ whose graph is closed, then $u$ is continuous.
33.20 If $E$ and $F$ are linearly compact $A$-modules with topologies $\mathcal{T}$ and $\mathcal{S}$ respectively, and if $u$ is a continuous homomorphism from $E$ to $F$, then $u$ is also continuous when $E$ and $F$ are furnished with topologies $\mathcal{T}^{*}$ and $\mathcal{S}^{*}$ respectively. [Use $5^{\circ}$ of Exercise 33.19.]
33.21 If $E$ is a linearly compact module whose topology is maximal and if $E$ is the direct sum of closed submodules $M$ and $N$, then $E$ is the topological direct sum of $M$ and $N$, and the topologies induced on $M$ and $N$ are maximal.
33.22 If $\mathcal{T}$ is a linearly compact ring topology on a ring $A$, then $\mathcal{T}^{*}$ is also a ring topology.
33.23 If $\left(A_{\lambda}\right)_{\lambda \in L}$ is a family of linearly compact rings with identity whose topologies are maximal, then the cartesian product topology on $\prod_{\lambda \in L} A_{\lambda}$ is maximal. [Use 24.12.]
33.24 (Kurke [1967]) Let $A$ be a commutative ring with identity, and let $E$ be a linearly compact, unitary $A$-module. Then $E$ is strictly linearly compact if and only if for each proper open submodule $U$ of $E$ and each $x \in E$ there is a sequence $\left(M_{i}\right)_{1 \leq i \leq n}$ of maximal ideals of $A$ such that $M_{1} \ldots M_{n} x \subseteq U$. [Necessity: Consider $A / J$ where $J$ is the kernel of $a \rightarrow$ $a x+U$ from $A$ to $E / U$. Sufficiency: Establish the criterion of 33.18.]

## 34 Lifting Idempotents

If $A$ is a complete, equicharacteristic, local ring with maximal ideal (or radical) $M$, then by 21.8 and $21.14, A$ contains an isomorphic copy of its residue field $A / M$, that is, the entire field $A / M$ may be "lifted" to $A$. Here we shall determine conditions on a topological ring $A$ with radical $R$ under which idempotents of $A / R$ and, more generally, orthogonal families of idempotents may be lifted to $A$. From these results we may derive some important structure theorems.

We first note that if $e$ is an idempotent of a topological ring $A$, the epimorphism $f$ from the additive group $A$ to the additive group $e A e$, defined by $f(x)=e x e$, is a topological epimorphism, since if $U$ is a neighborhood of
zero in $A, U \cap e A e \subseteq e U e$. Thus if $\mathcal{U}$ is a fundamental system of neighborhoods of zero in $A, e U e$ is a fundamental system of neighborhoods of zero in $e A e$.

Here, if $A$ is a ring with radical $R$ and if $x \in A$, we shall often denote the element $x+R$ of $A / R$ by $\bar{x}$.
34.1 Theorem. Let $A$ be a linearly compact ring with radical $R$, and let $\phi$ be the canonical epimorphism from $A$ to $A / R$. If $\epsilon$ is a nonzero idempotent of $A / R$ and if $L$ is a closed left ideal of $A$ containing $R$ such that $\epsilon \in \phi(L)$, there is an idempotent $e \in L$ such that $\bar{e}=\epsilon$, and for any such $e$, the restriction $\phi_{e}$ of $\phi$ to $e A e$ is a topological epimorphism from $e A e$ to $\epsilon(A / R) \epsilon$ whose kernel is the radical eRe of eAe.

Proof. Let $\mathcal{E}$ be the set of all ordered pairs $(f, J)$ such that $f \in A, J$ is a closed left ideal of $A$ contained in $R, f+J \subseteq L, J f \subseteq J, \bar{f}=\epsilon$, and $f^{2}-f \in J$. If $f$ is an element of $L$ such that $\bar{f}=\epsilon$, then $(f, R) \in \mathcal{E}$ by 29.12, so $\mathcal{E} \neq \emptyset$. We define an ordering on $\mathcal{E}$ by declaring $(e, I) \leq(f, J)$ if and only if $e+I \supseteq f+J$, or equivalently, if and only if $I \supseteq J$ and $e+I=f+I$. To show that the ordered set $(\mathcal{E}, \leq)$ is inductive, let $\mathcal{C}$ be a totally ordered subset of $\mathcal{E}$, and let $\mathcal{J}=\{I:(f, I) \in \mathcal{C}$ for some $f \in A\}$. As $A$ is linearly compact, $\bigcap\{f+I:(f, I) \in \mathcal{C}\} \neq \emptyset$ and hence is a coset $f_{0}+I_{0}$ of $I_{0}$, where $I_{0}=\bigcap_{I \in \mathcal{J}} I$. For any $(f, I) \in \mathcal{C}, I_{0} f_{0} \subseteq I \cdot(f+I) \subseteq I f+I \subseteq I$, and

$$
f_{0}^{2} \in(f+I) \cdot(f+I) \subseteq f^{2}+f I+I f+I^{2} \subseteq f+I=f_{0}+I
$$

Therefore $I_{0} f_{0} \subseteq I_{0}$ and $f_{0}^{2}-f_{0} \in I_{0}$. Thus $\left(f_{0}, I_{0}\right) \in \mathcal{E}$, and clearly $\left(f_{0}, I_{0}\right)=\sup \mathcal{C}$.

By Zorn's Lemma, therefore, $\mathcal{E}$ has a maximal element $(e, I)$, and we need only show that $e^{2}=e$. Let $a=e^{2}-e$, and let $f=e-2 e a+a$. As $a$ and $e$ commute,

$$
\begin{aligned}
f^{2}-f & =e^{2}+4 e^{2} a^{2}+a^{2}-4 e^{2} a+2 e a-4 e a^{2}-e+2 e a-a \\
& =-4\left(e^{2}-e\right) a+4\left(e^{2}-e\right) a^{2}+a^{2}+e^{2}-e-a \\
& =-4 a^{2}+4 a^{3}+a^{2}=4 a^{3}-3 a^{2} .
\end{aligned}
$$

Let $J=\mathbb{Z} . a^{2}+A a^{2}$, the left ideal generated by $a^{2}$. Since $e^{2}-e=a$, $\bar{J} \subseteq I$, and $f^{2}-f \in J \subseteq \bar{J}$. Also $J f=f J \subseteq J$, so $\bar{J} f \subseteq \bar{J}$. Clearly $\bar{f}=\bar{e}=\epsilon$. Thus $(f, \bar{J}) \in \mathcal{E}$. As $a \in I, f+I=e+I$. Hence $(f, \bar{J}) \geq(e, I)$, so $(f, \bar{J})=(e, I)$. Thus $a=e^{2}-e \in I=\bar{J}$. Let $U$ be an open left ideal. By 3.3, $a \in J+U$, so there exist an integer $n$ and an element $x$ of $A$ such that $a-\left(n . a^{2}+x a^{2}\right) \in U$. As $a \in R, n . a+x a \in R$ and hence $n . a+x a$ has an adverse $b$ by 26.9. Therefore

$$
\begin{aligned}
0=0 \cdot a & =[b \circ(n \cdot a+x a)] a=[b+n \cdot a+x a-b(n \cdot a+x a)] a \\
& =b\left[a-n \cdot a^{2}-x a^{2}\right]+n \cdot a^{2}+x a^{2} .
\end{aligned}
$$

Thus

$$
n . a^{2}+x a^{2}=-b\left[a-\left(n . a^{2}+x a^{2}\right)\right] \in U
$$

and consequently

$$
a=\left(a-\left(n \cdot a^{2}+x a^{2}\right)\right)+\left(n \cdot a^{2}+x a^{2}\right) \in U .
$$

Therefore $a$ belongs to every open left ideal; hence $a=0$, so $e^{2}=e$.
If $f$ is the topological epimorphism from the additive group $A$ to additive group $e A e$ defined by $f(x)=e x e$ and if $\bar{f}$ is the corresponding function from $A / R$ to $\epsilon(A / R) \epsilon$, then $\bar{f} \circ \phi=\phi_{e} \circ f$, so $\phi_{e}$ is a topological epimorphism by 5.3. The kernel $R \cap e A e$ of $\phi_{e}$ is $e R e$, the radical of $e A e$ by 26.17. -
34.2 Corollary. Let $A$ be a commutative linearly compact ring with radical $R$. If $\epsilon$ is a nonzero idempotent of $A / R$, there is a unique idempotent $e \in A$ such that $\bar{e}=\epsilon$.

Proof. If $e$ and $f$ are nonzero idempotents of $A$ such that $\bar{e}=\bar{f}$, then $e-e f$ and $f-e f$ are idempotents of $A$ belonging to $R$ as $\bar{e}-\overline{e f}=\overline{0}=\bar{f}-\overline{e f}$, so $e=e f=f$ since no nonzero idempotent is advertible (page 83).

An orthogonal family of idempotents in a ring $A$ is a family $\left(e_{\lambda}\right)_{\lambda \in L}$ of nonzero idempotents such that $e_{\lambda} e_{\mu}=0$ whenever $\lambda$ and $\mu$ are distinct elements of $L$.
34.3 Theorem. Let $A$ be a linearly compact ring with identity whose associated Leptin topology is strictly linearly compact, and let $R$ be the radical of $A$. If $\left(e_{\lambda}\right)_{\lambda \in L}$ is a family of idempotents of $E$ such that $\left(\bar{e}_{\lambda}\right)_{\lambda \in L}$ is a summable orthogonal family of idempotents of $A / R$ whose sum is $\overline{1}$, then the function $\phi$ from the $A$-module $A$ to the $A$-module $\prod_{\lambda \in L} A e_{\lambda}$, defined by

$$
\phi(x)=\left(x e_{\lambda}\right)_{\lambda \in L}
$$

is a continuous isomorphism. If, furthermore, $A$ is strictly linearly compact, then $\phi$ is a topological isomorphism.

Proof. Clearly $\phi$ is a homomorphism from the $A$-module $A$ to the $A$ module $\prod_{\lambda \in L} A e_{\lambda}$. To show that $\phi$ is a monomorphism, it therefore suffices to show that if $x \in A$ and if $x e_{\lambda}=0$ for all $\lambda \in L$, then $x=0$. By 29.12, $R$ is closed. Let $\gamma$ be the transfinite index of $R$. To show that $x=0$, it suffices by 33.21 to show that $x \in R_{\mu}$ for all ordinals $\mu \leq \gamma$. First,

$$
\bar{x}=\bar{x}\left(\sum_{\lambda \in L} \bar{e}_{\lambda}\right)=\sum_{\lambda \in L} \bar{x} \bar{e}_{\lambda}=\overline{0},
$$

by 10.16 , so $x \in R=R_{1}$. Assume that $x \in R_{\nu}$ for all ordinals $\nu<\mu$, and assume first that $\mu$ has an immediate predecessor $\nu$. Then $R_{\mu}=\overline{R_{\nu} R}$,
so in particular $R_{\nu} R \subseteq R_{\mu}$, and thus we may regard $R_{\nu} / R_{\mu}$ as a unitary right topological module over $A / R$ where scalar multiplication is defined by $\left(z+R_{\mu}\right) \cdot(a+R)=z a+R_{\mu}$ for all $z \in R_{\nu}$ and all $a \in A$. Then

$$
x+R_{\mu}=\left(x+R_{\mu}\right) \cdot\left(\sum_{\lambda \in L} \bar{e}_{\lambda}\right)=x \sum_{\lambda \in L} e_{\lambda}+R_{\mu}=\sum_{\lambda \in L} x e_{\lambda}+R_{\mu}=R_{\mu} .
$$

Thus $x \in R_{\mu}$. If $\mu$ has no immediate predecessor, then $x \in \bigcap_{\nu<\mu} R_{\nu}=R_{\mu}$. Therefore $x \in R_{*}=\{0\}$.

To show that $\phi$ is surjective, we first show that by induction on $n$ that for any nonempty finite subset $F$ of $L$ and any $\mu \in F$, there exists $z \in A$ such that $z e_{\mu}=e_{\mu}$ and $z e_{\lambda}=0$ for all $\lambda \in F \backslash\{\mu\}$. If $F$ has one element $e_{\mu}$, we may let $z_{\mu}=e_{\mu}$. Assume the assertion is true for all subsets of $L$ having $k-1$ elements. Let $F$ be a subset of $L$ having $k$ elements, and let $\lambda_{1} \in F$. Let $F-\left\{\lambda_{1}\right\}=\left\{\lambda_{2}, \ldots, \lambda_{k}\right\}$. By our inductive hypothesis, for each $i \in[1, k-1]$ there exists $z_{\lambda_{i}} \in A$ such that $z_{\lambda_{i}} e_{\lambda_{i}}=e_{\lambda_{i}}$ and $z_{\lambda_{i}} e_{\lambda_{j}}=0$ for all $j \in[1, k-1] \backslash\{i\}$. Then for each $i \in[1, k-1], e_{\lambda_{k}} e_{\lambda_{i}} \in R$ as $\bar{e}_{\lambda_{k}} \bar{e}_{\lambda_{i}}=\overline{0}$. Consequently, $1-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}$ is invertible by 26.11 . We define $z$ by

$$
z=z_{\lambda_{1}}-z_{\lambda_{1}} e_{\lambda_{k}}\left(1-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{\mathbf{i}}} z_{\lambda_{i}}\right)^{-1}\left(e_{\lambda_{k}}-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}\right) .
$$

If $j \in[1, k-1]$,

$$
\left(e_{\lambda_{k}}-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}\right) e_{\lambda_{j}}=e_{\lambda_{k}} e_{\lambda_{j}}-e_{\lambda_{k}} e_{\lambda_{j}} e_{\lambda_{j}}=0
$$

so

$$
z e_{\lambda_{1}}=z_{\lambda_{1}} e_{\lambda_{1}}=e_{\lambda_{1}}
$$

and, if $j \in[2, k-1]$,

$$
z e_{\lambda_{j}}=z_{\lambda_{1}} e_{\lambda_{j}}=0
$$

Finally,

$$
\begin{gathered}
z e_{\lambda_{k}}=z_{\lambda_{1}} e_{\lambda_{k}}-z_{\lambda_{1}} e_{\lambda_{k}}\left(1-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}\right)^{-1}\left(e_{\lambda_{k}} e_{\lambda_{k}}-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}} e_{\lambda_{k}}\right) \\
=z_{\lambda_{1}} e_{\lambda_{k}}-z_{\lambda_{1}} e_{\lambda_{k}}\left(1-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}\right)^{-1}\left(1-\sum_{i=1}^{k-1} e_{\lambda_{k}} e_{\lambda_{i}} z_{\lambda_{i}}\right) e_{\lambda_{k}} \\
=z_{\lambda_{1}} e_{\lambda_{k}}-z_{\lambda_{1}} e_{\lambda_{k}} e_{\lambda_{k}}=0
\end{gathered}
$$

Since $\phi$ is continuous, $\phi(A)$ is closed in $\prod_{\lambda \in L} A e_{\lambda}$ by 28.3 and 28.6. To show that $\phi$ is surjective, therefore, we need only show that $\phi(A)$ is dense, and for that, it suffices to show that for any finite sequence $\lambda_{1}, \ldots, \lambda_{k}$ of distinct elements of $L$ and for any elements $a_{\lambda_{1}}, \ldots, a_{\lambda_{k}}$ of $A$, there exists $z \in A$ such that $z e_{\lambda_{j}}=a_{\lambda_{j}} e_{\lambda_{j}}$ for all $j \in[1, k]$. We have just proved that for each $i \in[1, k]$ there exists $z_{\lambda_{i}} \in A$ such that $z_{\lambda_{i}} e_{\lambda_{i}}=e_{\lambda_{i}}$ and $z_{\lambda_{i}} e_{\lambda_{j}}=0$ for all $j \in[1, k]$ such that $j \neq i$. Let

$$
z=\sum_{i=1}^{k} a_{\lambda_{i}} z_{\lambda_{i}} .
$$

Then for each $j \in[1, k]$,

$$
z e_{\lambda_{j}}=\sum_{i=1}^{k} a_{\lambda_{i}} z_{\lambda_{i}} e_{\lambda_{j}}=a_{\lambda_{j}} e_{\lambda_{j}} .
$$

If $A$ is strictly linear compact, then $\phi$ is a topological isomorphism by 28.10.
34.4 Theorem. Let $A$ be a strictly linearly compact ring with identity 1 , and let $R$ be the radical of $A$. If $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ is a summable orthogonal family of idempotents of $A / R$ [whose sum is $\overline{1}$ ], there is a summable orthogonal family of idempotents $\left(e_{\lambda}\right)_{\lambda \in L}$ in $A$ [whose sum is 1] such that $\bar{e}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in L$.

Proof. We first assume that $\sum_{\lambda \in L} \epsilon_{\lambda}=\overline{1}$. By 34.1 and the Axiom of Choice, there is a family $\left(f_{\lambda}\right)_{\lambda \in L}$ of idempotents in $A$ such that $\bar{f}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in L$. By 34.3, the function $\phi$ from the topological $A$-module $A$ to the topological $A$-module $\prod_{\lambda \in L} A f_{\lambda}$, defined by $\phi(x)=\left(x f_{\lambda}\right)_{\lambda \in L}$ for all $x \in A$, is a topological isomorphism. For each $\mu \in L$, let $i n_{\mu}$ be the canonical injection from $A f_{\mu}$ into $\prod_{\lambda \in L} A f_{\lambda}$, and let $e_{\mu}=\phi^{-1}\left(i n_{\mu}\left(f_{\mu}\right)\right)$.

For each $\mu \in L$,

$$
\phi\left(e_{\mu}^{2}\right)=e_{\mu} \phi\left(e_{\mu}\right)=e_{\mu} \cdot\left(e_{\mu} f_{\lambda}\right)_{\lambda \in L}=\left(e_{\mu} f_{\lambda}\right)_{\lambda \in L}=\phi\left(e_{\mu}\right)
$$

so $e_{\mu}^{2}=e_{\mu}$. If $\nu \in L$,

$$
\left(e_{\nu} f_{\lambda}\right)_{\lambda \in L}=\phi\left(e_{\nu}\right)=i n_{\nu}\left(f_{\nu}\right)
$$

so

$$
e_{\nu} f_{\nu}=f_{\nu} \text { and } e_{\nu} f_{\lambda}=0
$$

for all $\lambda \neq \nu$. Consequently, if $\nu \neq \lambda$,

$$
\phi\left(e_{\nu} e_{\lambda}\right)=e_{\nu} \phi\left(e_{\lambda}\right)=e_{\nu}, i n_{\lambda}\left(f_{\lambda}\right)=i n_{\lambda}\left(e_{\nu} f_{\lambda}\right)=0
$$

so $e_{\nu} e_{\lambda}=0$. Also,

$$
\bar{e}_{\nu}=\bar{e}_{\nu}\left(\sum_{\lambda \in L} \bar{f}_{\lambda}\right)=\sum_{\lambda \in L} \bar{e}_{\nu} \bar{f}_{\lambda}=\bar{e}_{\nu} \bar{f}_{\nu}=\bar{f}_{\nu}=\epsilon_{\nu}
$$

Since $\left(i n_{\lambda}\left(f_{\lambda}\right)\right)_{\lambda \in L}$ is clearly summable in $\prod_{\lambda \in L} A f_{\lambda},\left(e_{\lambda}\right)_{\lambda \in L}$ is summable in $A$. Let $e=\sum_{\lambda \in L} e_{\lambda}$. Then $\bar{e}=\sum_{\lambda \in L} \epsilon_{\lambda}=\overline{1}$. Let $\alpha \in L$, let $e_{\alpha}^{\prime}=$ $1-e+e_{\alpha}$, and let $e_{\lambda}^{\prime}=e_{\lambda}$ for all $\lambda \in L \backslash\{\alpha\}$. Then ${\overline{e^{\prime}}}_{\alpha}=\overline{1}-\bar{e}+\bar{e}_{\alpha}=\epsilon_{\alpha}$, and

$$
\sum_{\lambda \in L} e_{\lambda}^{\prime}=1
$$

In general, if $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ is a summable orthogonal family of idempotents in $A / R$ with $\operatorname{sum} \epsilon \neq \overline{1}$, the family $\left(\epsilon_{\lambda}\right)_{\lambda \in L \cup\{\omega\}}$, where $e_{\omega}=1-e$, is a summable orthogonal family of idempotents whose sum is $\overline{1}$. Upon applying the preceding paragraphs to this orthogonal family of idempotents, we obtain the desired conclusion by 10.7. -
34.5 Theorem. Let $A$ be a strictly linearly compact ring, and let $R$ be the radical of $A$. If $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ is a summable orthogonal family of idempotents of $A / R$, there is a summable orthogonal family of idempotents $\left(e_{\lambda}\right)_{\lambda \in L}$ in A such that $\bar{e}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in L$.

Proof. By $29.12,29.4$, and $26.16, A / R$ is a linearly compact, semisimple ring and hence by 29.8 has an identity $\epsilon$. By 34.1 there is an idempotent $e$ in $A$ such that $\bar{e}=\epsilon$. Let $\phi_{e}$ be the restriction to $e A e$ of the canonical epimorphism $\phi$ from $A$ to $A / R$, and let $\phi_{e A e}$ be the canonical epimorphism from $e A e$ to $e A e / e R e$. By 34.1, there is a topological isomorphism $\chi$ from $e A e / e R e$ to $A / R$ such that $\chi \circ \phi_{e A e}=\phi_{e}$.

Let $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ be a summable orthogonal family of idempotents of $A / R$. Then $\left(\chi^{-1}\left(\epsilon_{\lambda}\right)\right)_{\lambda \in L}$ is a summable orthogonal family of idempotents of $e A e / e R e$. By 26.17, $e R e$ is the radical of $e A e$, a strictly linearly compact ring by 29.15 . Therefore by 34.4 , there is a summable orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents in $e A e$ such that $\phi_{e R_{e}}\left(e_{\lambda}\right)=\chi^{-1}\left(\epsilon_{\lambda}\right)$ for all $\lambda \in L$. Finally, for each $\lambda \in L$,

$$
\phi\left(e_{\lambda}\right)=\phi_{e}\left(e_{\lambda}\right)=\chi\left(\phi_{e R e}\left(e_{\lambda}\right)\right)=\chi\left(\chi^{-1}\left(\epsilon_{\lambda}\right)\right)=\epsilon_{\lambda} \cdot \bullet
$$

34.6 Theorem. Let $A$ be a strictly linearly compact commutative ring. (1) Either $A$ is a radical ring, or there is a nonzero idempotent $e \in A$ such that $A$ is the topological direct sum of the strictly linearly compact ring with identity $A e$ and the strictly linearly compact radical ring $J$, where $J=\{y-y e: y \in A\}$. (2) If $A$ has an identity, $A$ is topologically isomorphic to the cartesian product of a family of strictly linearly compact local rings.

Proof. Let $R$ be the radical of $A$. (1) As in the proof of 34.5 , there is an idempotent $e$ in $A$ such that $\bar{e}$ is the identity element of $A / R$. Then $A e$ is a strictly linearly compact ring by 29.3 as $x \rightarrow x e$ is a continuous epimorphism from $A$ to $A e$, and $e$ is the identity of $A e$. By $32.12, A$ is the topological direct sum of $A e$ and the ideal $J$, where $J=\{y-y e: y \in A\}$. By 29.4, $J$ is strictly linearly compact as it is topologically isomorphic to $A / A e$. If $\phi$ is the canonical epimorphism from $A$ to $A / R$, then $J$ is contained in the kernel of $\phi$, that is, $J \subseteq R$, so $J$ is a radical ring by 26.18 .
(2) By $29.10, A / R$ has a summable orthogonal family $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ of idempotents such that $(A / R) \epsilon_{\lambda}$ is a field for each $\lambda \in L$ and $\sum_{\lambda \in L} \epsilon_{\lambda}=\overline{1}$. By 34.4, the unique family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents of $A$ such that $\bar{e}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in L$ is a summable orthogonal family of idempotents whose sum is 1 . By 34.3, the function $\phi$ from $A$ to $\prod_{\lambda \in L} A e_{\lambda}$, defined by $\phi(x)=\left(x e_{\lambda}\right)_{\lambda \in L}$ for all $x \in A$, is a topological isomorphism from the $A$-module $A$ to the $A$-module $\prod_{\lambda \in L} A e_{\lambda}$. Since $A$ is commutative, $\phi$ is a ring isomorphism. For each $\lambda \in L, A e_{\lambda} / R e_{\lambda}$ is isomorphic to the field $(A / R) \epsilon_{\lambda}$ by 34.1 , and therefore as $R e_{\lambda}$ is the radical of $A e_{\lambda}$ by $26.17, A e_{\lambda}$ is a local ring, which is strictly linearly compact by 29.15 . -
34.7 Theorem. If $A$ is a semisimple linearly compact ring, $A$ is bounded if and only if every orthogonal family of idempotents of $A$ is summable.

Proof. By 12.16, $A$ is bounded (if and) only if its topology is an ideal topology. Necessity: By 29.9 we may assume that $A$ is the cartesian product of a family $\left(A_{\mu}\right)_{\mu \in M}$ of discrete rings, each the ring of all linear operators on a finite-dimensional vector space $E_{\mu}$. Let $\left(e_{\lambda}\right)_{\lambda \in L}$ be an orthogonal family of idempotents, and for each $\lambda \in L$, let $e_{\lambda}=\left(e_{\lambda, \mu}\right)_{\mu \in M}$. For each $\mu \in M$, the nonzero members of $\left(e_{\lambda, \mu}\right)_{\lambda \in L}$ clearly form an orthogonal family of idempotents in $A_{\mu}$, so as $E_{\mu}$ is finite-dimensional and $\sum_{\lambda \in L} e_{\lambda, \mu}\left(E_{\mu}\right)$ is the direct sum of $\left(e_{\lambda, \mu}\left(E_{\mu}\right)\right)_{\lambda \in L}, e_{\lambda, \mu}=0$ for all but finitely many $\lambda \in L$. Thus $\left(e_{\lambda, \mu}\right)_{\lambda \in L}$ is summable in $A_{\mu}$ for each $\mu \in M$, so $\left(e_{\lambda}\right)_{\lambda \in L}$ is summable in $A$ by 10.10 .

Sufficiency: By 29.7 and 29.9 , we need only show that if $E$ is an infinitedimensional discrete vector space, there exists an orthogonal family of idempotents in the ring $A$ of all linear operators on $E$ that is not summable for the topology of pointwise convergence. Let $V$ be a subspace of $E$ having a
denumerable basis $\left(b_{i}\right)_{i \geq 0}$, and let $W$ be a supplement of $V$ in $E$. For each $n \geq 1$, let $e_{n}$ be the linear operator on $E$ satisfying

$$
e_{n}\left(b_{0}\right)=e_{n}\left(b_{n}\right)=b_{n} \quad e_{n}\left(b_{j}\right)=0 \text { for all } j \neq 0, n,
$$

and $e_{n}(x)=0$ for all $x \in W$. Clearly $\left(e_{n}\right)_{n \geq 1}$ is an orthogonal family of idempotents, but $\left(e_{n}\right)_{n \geq 1}$ is not summable for the topology of pointwise convergence by 10.5 , since no $e_{n}$ belongs to the neighborhood $\{u \in A$ : $\left.u\left(b_{0}\right)=0\right\}$ of zero.
34.8 Theorem. If $A$ is a bounded, strictly linearly compact ring, every orthogonal family of idempotents in $A$ is summable.

Proof. Let $R$ be the radical of $A$, and let $\left(e_{\lambda}\right)_{\lambda \in L}$ be an orthogonal family of idempotents of $A$. As $A$ is complete by 28.5 , it suffices by 10.5 and 12.16 to show that for any open (and hence closed) ideal $V$ of $A, e_{\lambda} \in V$ for all but finitely many $\lambda \in L$. Now $\left(\bar{e}_{\lambda}\right)_{\lambda \in L}$ is an orthogonal family of idempotents in $A / R$ ( $\bar{e}_{\lambda} \neq 0$, since the radical of a ring contains no nonzero idempotent) and hence is summable by 34.7 , so if $\phi$ is the canonical epimorphism from $A$ to $A / R, \bar{e}_{\lambda} \in \phi(V)$ and hence $e_{\lambda} \in V+R$ for all but finitely many $\lambda \in L$. Therefore it suffices to show that if $e$ is an idempotent in $V+R$, then $e \in V$. Assume that $e \in V+\overline{R^{n}}$, and let $e=v+r$ where $v \in V, r \in \overline{R^{n}}$. Then
$e=e^{2}=(v+r)^{2}=v^{2}+v r+r v+r^{2} \in V+\overline{R^{n}} \overline{R^{n}} \subseteq V+\overline{R_{n}} R \subseteq V+\overline{R^{n+1}}$.
Consequently,

$$
e \in \bigcap_{n=1}^{\infty}\left(V+\overline{R^{n}}\right)=V+\bigcap_{n=1}^{\infty} \overline{R^{n}}=V
$$

by 28.19 and 33.22 .
Let $A$ be the ring of all linear operators on a $K$-module $E$. The natural way of defining a scalar multiplication on $K \times A$, when $K$ is commutative, that makes $A$ a $K$-module and, indeed, a $K$-algebra, is no longer available if $K$ is not commutative, simply because if $u \in A$ and if $\lambda$ is a scalar not in the center of $K$, the function $x \rightarrow \lambda u(x)$ need not be a linear operator. If, however, $E$ has a basis $B$, then we may define a scalar multiplication, dependent upon $B$, that makes $A$ a $K$-module by declaring, for each $u \in A$ and each scalar $\lambda, \lambda u$ to be the unique linear operator on $E$ taking $b$ into $\lambda u(b)$ for each $b \in B$. Then for any scalar $\alpha,(\lambda u)(\alpha b)=\alpha(\lambda u)(b)=$ $(\alpha \lambda) u(b)$. (In contrast, if $\alpha$ is invertible, then for the scalar multiplication determined by the basis $\alpha B,(\lambda u)(\alpha b)=\lambda u(\alpha b)=(\lambda \alpha) u(b)$.) If $B$ is finite, the linear operators $\left(e_{b c}\right)_{(b, c) \in B \times B}$ corresponding to the elementary matrices determined by $B\left(e_{b c}\right.$ is the unique linear operator satisfying $e_{b c}(c)=b$ and
$e_{b c}(a)=0$ for all $a \in B \backslash\{c\}$ ) form a basis of the $K$-module $A$, and $\sum_{b \in B} e_{b b}=I_{E}$, the identity linear operator on $E$. By use of this scalar multiplication, we may find copies of the ring opposite $K$ in $A$, since for each $b \in B$, the function $\phi_{b}$ from $K$ to $A$, defined by $\phi_{b}(\lambda)=e_{b b}\left(\lambda I_{E}\right) e_{b b}$, is an anti-isomorphism from $K$ to the subring $e_{b b} A e_{b b}$. Indeed, for any $\nu \in K, e_{b b}$ and $\nu I_{E}$ are easily seen to commute, so if $\lambda, \mu \in K, \phi(\lambda) \phi(\mu)=$ $e_{b b}\left(\lambda I_{E}\right)\left(\mu I_{E}\right) e_{b b}=e_{b b}(\mu \lambda) I_{E} e_{b b}=\phi(\mu \lambda)$. If $\lambda \neq 0$, then $\left[e_{b b}\left(\lambda I_{E}\right) e_{b b}\right](b)=$ $\lambda b \neq 0$, so $\phi_{b}$ is an anti-monomorphism; and finally, for any $u \in A$, if $u(b)=$ $\sum_{c \in B} \lambda_{b c} c$, then $e_{b b} u e_{b b}=e_{b b}\left(\lambda_{b b} I_{E}\right) e_{b b}$, so $\phi_{b}$ is an anti-isomorphism.
34.9 Theorem. Let $A$ be a strictly linearly compact ring with identity, and let $R$ be its radical. If $A / R$ is isomorphic to the ring of all linear operators on an $n$-dimensional vector space over a division ring $K$, then $A$ is topologically isomorphic to the topological ring $\operatorname{End}_{L}(E)$ of all linear operators on an $n$-dimensional, strictly linearly compact module $E$ over a strictly linearly compact ring with identity $L$, both of which are subrings of $A$, where $\operatorname{End}_{L}(E)$ has the topology of pointwise convergence and, if $S$ is the radical of $L, L / S$ is isomorphic to $K$.

Proof. Let $\left(\epsilon_{i j}\right)_{(i, j) \in[1, n] \times[1, n]}$ be the basis of $A / R$ corresponding to the elementary matrices determined by a given basis of the underlying vector space. By 34.4 there is an orthogonal sequence $\left(e_{i i}\right)_{i \in[1, n]}$ of idempotents in $A$ such that $\sum_{i=1}^{n} e_{i i}=1$ and $\bar{e}_{i i}=\epsilon_{i i}$ for all $i \in[1, n]$. For each $j \in[2, n]$, let $f_{j 1}$ and $f_{1 j} \in A$ be such that $\bar{f}_{1 j}=\epsilon_{1 j}$ and $\bar{f}_{j 1}=\epsilon_{j 1}$, and define $e_{1 j}$ by

$$
e_{1 j}=e_{11} f_{1 j} \boldsymbol{e}_{j j}
$$

Then $\bar{e}_{1 j}=\epsilon_{1 j}$, and

$$
\begin{equation*}
e_{11} e_{1 j}=e_{1 j}=e_{1 j} e_{j j} \tag{1}
\end{equation*}
$$

Define $r_{j}$ by

$$
r_{j}=f_{j 1} e_{1 j}-e_{j j}
$$

Then by (1),

$$
\begin{equation*}
r_{j} e_{j j}=r_{j} \tag{2}
\end{equation*}
$$

and as $\bar{f}_{j 1} \bar{e}_{1 j}=\bar{e}_{j j}, r_{j} \in R$, and thus $1+r_{j}$ is invertible by 26.9. By (2),

$$
\begin{equation*}
f_{j 1} e_{1 j}=e_{j j}+r_{j}=\left(1+r_{j}\right) e_{j j} \tag{3}
\end{equation*}
$$

Define $\boldsymbol{e}_{\boldsymbol{j} 1}$ by

$$
e_{j 1}=e_{j j}\left(1+r_{j}\right)^{-1} f_{j 1} e_{11} .
$$

Then

$$
\begin{equation*}
e_{j 1} e_{11}=e_{j 1}=e_{j j} e_{j 1} \tag{4}
\end{equation*}
$$

and $\bar{e}_{j 1}=\bar{e}_{j j} \overline{1} \bar{f}_{j 1} \bar{e}_{11}=\epsilon_{j 1}$. Moreover, by (1) and (3),

$$
\begin{align*}
e_{j 1} e_{1 j} & =e_{j j}\left(1+r_{j}\right)^{-1} f_{j 1} e_{11} e_{1 j}=e_{j j}\left(1+r_{j}\right)^{-1} f_{j 1} e_{1 j} e_{j j}  \tag{5}\\
& =e_{j j}\left(1+r_{j}\right)^{-1}\left(1+r_{j}\right) e_{j j}^{2}=e_{j j}
\end{align*}
$$

By (1), (4), and (5),

$$
\begin{aligned}
\left(e_{11}-e_{1 j} e_{j 1}\right)^{2} & =e_{11}^{2}-e_{11} e_{1 j} e_{j 1}-e_{1 j} e_{j 1} e_{11}+e_{1 j} e_{j 1} e_{1 j} e_{j 1} \\
& =e_{11}-e_{1 j} e_{j 1}-e_{1 j} e_{j 1}+e_{1 j} e_{j j} e_{j 1}=e_{11}-e_{1 j} e_{j 1}
\end{aligned}
$$

Therefore, as

$$
\overline{e_{11}-e_{1 j} e_{1 j}}=\bar{e}_{11}-\bar{e}_{1 j} \bar{e}_{j 1}=\epsilon_{11}-\epsilon_{1 j} \epsilon_{j 1}=\overline{0}
$$

and as $R$ contains no nonzero idempotents,

$$
\begin{equation*}
e_{11}=e_{1 j} e_{j 1} \tag{6}
\end{equation*}
$$

For $i \in[2, n]$ and $j \in[1, n]$ we define $e_{i j}$ by

$$
e_{i j}=e_{i 1} e_{1 j}
$$

By (6) and (1),

$$
e_{i j} e_{j k}=e_{i 1} e_{1 j} e_{j 1} e_{1 k}=e_{i 1} e_{11} e_{1 k}=e_{i 1} e_{1 k}=e_{i k}
$$

and if $r \neq s, e_{i j} e_{r s}=e_{i 1} e_{1 j} e_{r 1} e_{1 s}=e_{i 1} e_{1 j} e_{j j} e_{r r} e_{r 1} e_{1 s}=0$ by (1) and (4).
With scalar multiplication the restriction to $A e_{11} \times e_{11} A e_{11}$ of multiplication on $A \times A, A e_{11}$ is a topological right module over $e_{11} A e_{11}$. Let $B=\left\{e_{11}, e_{21}, \ldots, e_{n 1}\right\}$. Then $B$ is a basis: Indeed, for any $x \in A e_{11}$,

$$
\begin{equation*}
x=x e_{11}=\sum_{j=1}^{n} e_{j 1}\left[e_{11} e_{1 j} x e_{11}\right] \tag{7}
\end{equation*}
$$

and if $\sum_{j=1}^{n} e_{j 1}\left[e_{11} a_{j} e_{11}\right]=0$, then for each $i \in[1, n]$

$$
\begin{aligned}
0 & =e_{1 i} \sum_{j=1}^{n} e_{j 1}\left[e_{11} a e_{11}\right]=\sum_{j=1}^{n} e_{1 i} e_{j 1}\left[e_{11} a_{j} e_{11}\right] \\
& =e_{1 i} e_{i 1}\left[e_{11} a_{i} e_{11}\right]=e_{11}^{2} a_{i} e_{11}=e_{11} a_{i} e_{11}
\end{aligned}
$$

Let $E=A e_{11}$ and $L=e_{11} A e_{11}$. By 29.15 and 28.18, as $E=\sum_{j=1}^{n} e_{j 1} L$, $E$ is a strictly linearly compact module over the strictly linearly compact ring $L$. For each $a \in A$, let $\hat{a}$ be the endomorphism of $E$ defined by $\hat{a}(x)=$ $a x$, and let $\phi: a \rightarrow \hat{a}$. Then $\hat{a}$ is a linear operator on the right $L$-module $E$ since for any $x, y \in A, \hat{a}\left(x . e_{11} y e_{11}\right)=a x e_{11} y e_{11}=\hat{a}(x) . e_{11} y e_{11}$. Clearly $\phi$ is a homomorphism from $A$ to $\operatorname{End}_{L}(E)$. If $\hat{a}=0$, then for each $j \in[1, n]$, $0=\hat{a}\left(e_{j j}\right)=a e_{j j}$, so $0=\sum_{j=1}^{n} a e_{j j}=a$. Furthermore, $\phi$ is surjective, for if $i, j \in[1, n], \hat{e}_{j i}\left(e_{i 1}\right)=e_{j 1}$ and, if $k \neq i, \hat{e}_{j i}\left(e_{k 1}\right)=0$, so $\hat{A}$ contains the linear operators corresponding to the elementary matrices determined by the basis $B$. Therefore $\phi$ is an isomorphism from $A$ to $\operatorname{End}_{L}(E)$.

We furnish $\operatorname{End}_{L}(E)$ with the topology of pointwise convergence. Given $b \in E$ and a neighborhood $V$ of zero in $E$, there exists an open left ideal $W$ of zero in $A$ such that $W \cap A e_{11} \subseteq W e_{11} \subseteq V$, and there exists an open left ideal $U$ of zero in $A$ such that for any $a \in U, e_{j j} a b e_{11} \in W$ for all $j \in[1, n]$. Then for any $a \in U, a b \in A e_{11}=E$, so by (7),

$$
\hat{a}(b)=a b=\sum_{j=1}^{n} e_{j 1}\left[e_{11} e_{1 j} a b e_{11}\right]=\sum_{j=1}^{n} e_{j j} a b e_{11} \in W \cap A e_{11} \subseteq V .
$$

Therefore $\phi$ is a continuous isomorphism from $A$ to $\hat{A}$, furnished with the topology of pointwise convergence. Thus by $29.3, \phi$ is a topological isomorphism.

By $34.1, e_{11} A e_{11} / e_{11} R e_{11}$ is isomorphic to $\epsilon_{11}(A / R) \epsilon_{11}$ and hence to $K$. But by 26.17, $e_{11} R e_{11}$ is the radical $S$ of $L=e_{11} A e_{11}$. Therefore $L / S$ is isomorphic to $K$. •
34.10 Corollary. If $A$ is a bounded, strictly linearly compact ring with identity whose radical is a primitive ideal, then $A$ is topologically isomorphic to the ring of all linear operators, furnished with the topology of pointwise convergence, on a finite-dimensional, strictly linear compact module $E$ over a strictly linearly compact ring $L$ with identity whose radical is a regular maximal left ideal, where both $E$ and $L$ are subrings of $A$.

Proof. Let $R$ be the radical of $A$. By 29.9 and $25.11, A / R$ is isomorphic to the discrete ring of all linear operators on a finite-dimensional vector space over a division ring. The conclusion therefore follows from 34.9.

Each basis $B$ of a vector space $E$ determines in a natural way an orthogonal family of idempotents in the ring $A$ of all linear operators on $E$, namely, the family $\left(e_{b}\right)_{b \in B}$ where for each $b \in B, e_{b}$ is the unique linear operator satisfying $e_{b}(b)=b$ and $e_{b}(c)=0$ for all $c \in B \backslash\{b\}$. If $E$ is given the discrete topology and $A$ the topology of pointwise convergence, $\left(e_{b}\right)_{b \in B}$ is clearly a summable orthogonal family of idempotents whose sum is the
identity linear operator $1_{E}$. Consequently, if $L$ is a closed left ideal of $A$, $L=A e$ for some idempotent $e$. Indeed, let $C=\left\{b \in B: A e_{b} \cap L \neq(0)\right\}$. If $b \in C$, then $L \supseteq A e_{b}$ since $A e_{b}$ is a minimal left ideal, and in particular, $e_{b} \in L$. By 29.1, 28.5, and 10.7, $\left(e_{b}\right)_{b \in C}$ has a sum $e$, so as $L$ is closed and contains the sum of each finite subfamily of $\left(e_{b}\right)_{b \in C}, e \in L$ and thus $A e \subseteq L$. But for each $x \in L$,

$$
x=x \sum_{b \in B} e_{b}=\sum_{b \in B} x e_{b}=\sum_{b \in C} x e_{b}=x \sum_{b \in C} e_{b}=x e
$$

so $L=A e$. Analogously, if $L$ is a closed right ideal of $A$, there is an idempotent $e$ such that $L=e A$.

A nonzero semisimple linearly compact ring $A$ also has a naturally associated summable orthogonal family of idempotents: By 29.7, there is a topological isomorphism $\phi$ from $A$ to the cartesian product of linearly compact primitive rings $\left(A_{\lambda}\right)_{\lambda \in L}$, each the ring of all linear operators on a discrete vector space, furnished with the topology of pointwise convergence; if, for each $\lambda \in L, e_{\lambda}=\phi^{-1}\left(1_{\lambda}\right)$, where $1_{\lambda}$ is the identity linear operator of $A_{\lambda}$, then $\left(e_{\lambda}\right)_{\lambda \in L}$ is clearly a summable orthogonal family of idempotents in the center of $A$ whose sum is the identity of $A$ such that $A e_{\lambda}=A_{\lambda}$ for all $\lambda \in L$ (moreover, it follows readily from Exercise 29.9(b) that the set $\left\{e_{\lambda}: \lambda \in L\right\}$ of idempotents constructed in this way is independent of particular topological isomorphism $\phi$ chosen). Consequently, if $L$ is a closed left ideal of $A, L=A f$ for some idempotent $f$. Indeed, for any idempotent $e$ in the center of $A, L e=L \cap A e$ and hence $L e$ is closed by 26.28. Let $M=\left\{\lambda \in L: L e_{\lambda} \neq 0\right\}$. Then for each $\lambda \in M, L e_{\lambda}$ is a nonzero closed left ideal of $A e_{\lambda}$ and thus by the preceding there is a nonzero idempotent $f_{\lambda} \in A e_{\lambda}$ such that $L e_{\lambda}=A_{\lambda} f_{\lambda}=A f_{\lambda}$ (as $e_{\nu} f_{\lambda}=0$ for all $\nu \neq \lambda$ ). Arguing as before, we conclude that $\left(f_{\lambda}\right)_{\lambda \in M}$ is a summable orthogonal family of idempotents, and $L=A f$ where $f$ is its sum. Analogously, if $L$ is a closed right ideal of $A$, there is an idempotent $f \in A$ such that $L=f A$. Thus we have proved:
34.11 Theorem. If $L$ is a closed left [right] ideal of a semisimple linearly compact ring $A$, there is an idempotent $e \in A$ such that $L=A e[L=e A]$.

To illustrate the usefulness of our theorems concerning infinite orthogonal families of idempotents, we shall investigate bounded, linearly compact rings whose closed ideals are all strictly linearly compact rings.
34.12 Theorem. Let $R$ be a radical ring. The following assertions are equivalent:
$1^{\circ} R$ is a strictly linearly compact ring for the discrete topology.
$2^{\circ} R$ is a nilpotent artinian ring.
$3^{\circ} R$ is a strongly linearly compact ring for the discrete topology.
Proof. $1^{\circ}$ implies $2^{\circ}$ by (2) of 28.15 and 33.22 . By $30.11,3^{\circ}$ implies $1^{\circ}$. To show that $2^{\circ}$ implies $3^{\circ}$, we proceed by induction on the index of nilpotency of $R$. Assume that all nilpotent artinian rings of index $<n$ are strongly linearly compact for the discrete topology, where $n \geq 2$, and let $R$ be an artinian ring satisfying $R^{n}=\{0\}$. Then $R / R^{n-1}$ is an artinian ring by 27.4 whose index of nilpotency is $<n$ and hence is a strongly linearly compact ring and thus a strongly linearly compact $R$-module for the discrete topology, which is the topology induced on $R / R^{n-1}$ by the discrete topology on $R$. Since $R^{n-1}$ is a trivial (closed) submodule of the discrete, linearly compact $R$-module $R, R^{n-1}$ is a strongly linearly compact $R$-module. Therefore $R$ is a strongly linearly compact $R$-module for the discrete topology by 28.16 .
34.13 Theorem. A bounded, strictly linearly compact radical ring $R$ is strongly linearly compact. In particular, a commutative, strictly linearly compact radical ring is strongly linearly compact.

Proof. The filter base $\mathcal{U}$ of open ideals of $R$ is a fundamental system of neighborhoods of zero by (1) of 12.16 . For each $U \in \mathcal{U}, R / U$ is a discrete, strictly linearly compact, radical ring by 29.4 and 26.16 , so $R / U$ is a strongly linearly compact ring and hence a strongly linearly compact $R$-module by 34.12. As $R$ is complete, therefore, $R$ is a strongly linearly compact $R$ module and thus a strongly linearly compact ring by (1) of 28.16. -
34.14 Lemma. Let $A$ be a primitive linearly compact ring, $R$ a strongly linearly compact $A$-module. If $e$ is an idempotent of $A$ such that $A e$ is a minimal left ideal, then either $e . R=\{0\}$ or $A$ is finite.

Proof. By 29.11 we may regard $A$ as the ring of all linear operators on a discrete vector space $E$ over a discrete division ring $K$, furnished with the topology of pointwise convergence. Assume that e. $R \neq\{0\}$. Then there exists $r \in R$ such that e.r $\neq 0$. Let $f$ be the function from $A e$ to $R$ defined by $f(x)=x . r$ for all $x \in A e$. Then $f$ is a continuous homomorphism from the $A$-module $A e$ to the $A$-module $R$; its kernel is a left ideal of $A$ properly contained in $A e$ and hence is $\{0\}$, so $f$ is a continuous monomorphism. By 29.1, $A$ is strictly linearly compact, so $A e$ is a strictly linearly compact $A$ module by 26.28 and 28.16. Consequently, $f$ is a topological isomorphism from $A e$ to $A e . r$, a strongly linearly compact $A$-submodule of $R$ by 28.3 . As $A$ is linearly topologized and Hausdorff, the induced topology on $A e$ is the discrete topology. Therefore Ae.r is a discrete, strongly linearly compact $A$-module such that either every element of Ae.r has infinite additive order
or every element has order $p$ for some prime $p$. Consequently, by 30.10, Ae.r is finite, whence $A e$ is also. As $e$ is a projection of $E$ on a one-dimensional subspace of $E$, both the dimension of $E$ and the cardinality of $K$ are finite, so $A$ is finite.
34.15 Corollary. If $A$ is a strongly linearly compact semisimple ring, then $A$ is compact.

Proof. We may assume that $A \neq\{0\}$. By 29.7, we may regard $A$ as the cartesian product of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of primitive linearly compact rings. Each $A_{\lambda}$ is strongly linearly compact by 28.3 applied to the canonical projection from $A$ to $A_{\lambda}$. As $A_{\lambda}$ is isomorphic to the ring of all linear operators on a vector space, it contains an idempotent $e_{\lambda}$ such that $A e_{\lambda}$ is a minimal left ideal of $A_{\lambda}$. We may regard $A_{\lambda}$ as a topological module over itself. Since $e \in e A_{\lambda}, A_{\lambda}$ is finite by 34.14. Thus $A$ is compact by Tikhonov's theorem.
34.16 Theorem. If $A$ is a linearly compact ring with identity whose radical $R$ is a nonzero strongly linearly compact ring and if $A / R$ is a primitive ring, then $A / R$ is finite.

Proof. By 29.12, 28.16, and 29.11, we may regard $A / R$ as the ring of all linear operators on a discrete, nonzero vector space $E$ over a discrete division ring $K$, furnished with the topology of pointwise convergence.

Case 1: $R^{2}=\{0\}$. We may regard $R$ as a unitary topological $(A / R)$ module under the well defined scalar multiplication $(a+R) \cdot b=a b$ for all $a \in A, b \in R$. As $R$ is closed by $29.12, R$ is $\approx$ strongly linearly compact $A$-module by 28.16 and hence is a strongly linearly compact ( $A / R$ )-module. By the discussion following $34.10, A / R$ contains a summable, orthogonal family $\left(e_{b}\right)_{b \in B}$ of idempotents in $A / R$ whose sum is 1 such that for each $b \in B,(A / R) e_{b}$ is a minimal left ideal of $A / R$. Therefore as $R$ is a unitary $(A / R)$-module, $e_{b} . R \neq\{0\}$ for some $b \in B$. By $34.14, A / R$ is finite.

Case 2: $R^{2} \neq\{0\}$. If $\overline{R^{2}}=R$, then, with the notation of the paragraph preceding 33.21, $R_{2}=R_{1}$, and by transfinite induction, $R_{\gamma}=R_{1}$ where $\gamma$ is the transfinite index of $R$. But $R$ is a strictly linearly compact ring by 30.11 , so $R_{\gamma}=\{0\}$ by 33.21 . Therefore $\overline{R^{2}}$ is properly contained in $R$, so $A / \overline{R^{2}}$ has the nonzero radical $R / \overline{R^{2}}$ by 26.16. Clearly $\left(R / \overline{R^{2}}\right)^{2}=\{0\}$, and $\left(A / \overline{R^{2}}\right) /\left(R / \overline{R^{2}}\right)$ is topologically isomorphic to $A / R$ by 5.13 . By 28.16 , $R / \overline{R^{2}}$ is a strongly linearly compact $R$-module and hence a strongly linearly compact ring. Therefore the conclusion follows by Case 1.
34.17 Theorem. If $A$ is a linearly compact ring whose radical $R$ is a strongly linearly compact ring, and if the ideals of $A$ contained in $R$ and open for its induced topology form a fundamental system of neighborhoods
of zero for the topology of $R$, then $A$ is strictly linearly compact and is the topological direct sum of subrings $B$ and $C$, described as follows: $B$ is topologically isomorphic to the cartesian product of a family $\left(B_{\mu}\right)_{\mu \in M}$ of topological rings where each $B_{\mu}$ is the ring of all linear operators on a discrete vector space over an infinite division ring $K_{\mu}$, furnished with the topology of pointwise convergence; $C$ is a strictly linearly compact ring containing $R$ such that $C / R$ is topologically isomorphic to the cartesian product of a family $\left(C_{\nu}\right)_{\nu \in N}$ of topological rings where each $C_{\nu}$ is the ring of all linear operators on a discrete vector space over a finite field $K_{\nu}$, furnished with the topology of pointwise convergence; and $A / R$ is the topological direct sum of a ring topologically isomorphic to $B$ and $C / R$.

Proof. By $30.11, R$ is a strictly linearly compact ring and a fortiori a strictly linearly compact $A$-module. Moreover, $A / R$ is a strictly linearly compact ring by 29.13 and hence is a strictly linearly compact $A$-module. Thus by (2) of 28.6 , the $A$-module $A$, i.e., the ring $A$, is strictly linearly compact. We may assume that $A \neq R$, since otherwise the subrings $\{0\}$ and $R$ satisfy the conclusions of the theorem.

By the discussion following $34.10, A / R$ has a summable orthogonal family $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ of idempotents in its center such that $\sum_{\lambda \in L} \epsilon_{\lambda}$ is the identity 1 of $A / R$ and for each $\lambda \in L, \epsilon_{\lambda}(A / R) \epsilon_{\lambda}$ is topologically isomorphic to the ring of all linear operators on a discrete vector space over a division ring $K_{\lambda}$ (unique to within isomorphism by 25.7), furnished with the topology of pointwise convergence. Let $M=\left\{\lambda \in L: K_{\lambda}\right.$ is infinite $\}, N=L \backslash M$. By 34.7, $\left(\epsilon_{\lambda}\right)_{\lambda \in M}$ has a sum $\epsilon$. By 34.1 there is an idempotent $e \in A$ such that $\bar{e}=\epsilon$. By $29.15, e A e$ is a strictly linearly compact ring. By 34.4 there is a summable orthogonal family $\left(e_{\lambda}\right)_{\lambda \in M}$ of idempotents in $e A e$ such that $\bar{e}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in M$ and $\sum_{\lambda \in M} e_{\lambda}=e$.

Let $\mu \in M$. As $x \rightarrow e_{\mu} x e_{\mu}$ is a continuous, $\mathbb{Z}$-linear function from $R$ to $e_{\mu} R e_{\mu}, e_{\mu} R e_{\mu}$ is a linearly compact $\mathbb{Z}$-module by 28.3 and hence a strongly linearly compact ring by 29.15. By 34.1, $e_{\mu} A e_{\mu} / e_{\mu} R e_{\mu}$ is topologically isomorphic to $\epsilon_{\mu}(A / R) \epsilon_{\mu}$, and $e_{\mu} R e_{\mu}$ is the radical of $e_{\mu} A e_{\mu}$ by 26.17. Therefore by $34.16, e_{\mu} R e_{\mu}=(0)$. Thus $e_{\mu} A e_{\mu}$ is topologically isomorphic to $\epsilon_{\mu}(A / R) \epsilon_{\mu}$ and hence to the ring of all linear operators on a discrete $K_{\mu}$-vector space, furnished with the topology of pointwise convergence.

Since $e=\sum_{\lambda \in L} e_{\lambda}$, to show that $e R=\{0\}$, it suffices to show that for each $\mu \in M, e_{\mu} R=\{0\}$. By the discussion following 34.10, $e_{\mu} A e_{\mu}$ contains a summable orthogonal family $\left(e_{b}\right)_{b \in B}$ of idempotents whose sum is $e_{\mu}$ such that $\left(e_{\mu} A e_{\mu}\right) e_{b}$ is a minimal left ideal of $e_{\mu} A e_{\mu}$ for all $b \in B$. As $R$ is $\mathbb{Z}$-linearly compact and $A$-linearly topologized, $R$ is a fortiori a strongly linearly compact $e_{\mu} A e_{\mu}$-module. By $34.14, e_{b} R=\{0\}$ for all $b \in B$. Hence $e_{\mu} R=\{0\}$.

Similarly, to show that $R e=\{0\}$, it suffices to show that for each $\mu \in M$, $R e_{\mu}=\{0\}$. Assume that $R e_{\mu} \neq\{0\}$, let $a \in R$ be such that $a e_{\mu} \neq 0$. Then there exists $c \in B$ such that $a e_{c} \neq 0$; let $K_{c}=e_{c} A e_{c}$, a division ring anti-isomorphic to $K_{\mu}$ by 25.7 and 25.18. Our hypothesis concerning the topology of $R$ insures that the right $A$-module $R$ is linearly topologized, and a fortiori the right $K_{c}$-module $R$ is linearly topologized. Furnished with the discrete topology, $K_{c}$ is clearly a strictly linearly compact right $K_{c}$-module. Let $f$ be the function from $K_{c}$ to $R$ defined by $f(x)=a x$ for all $x \in K_{c}$. As $f\left(e_{c}\right) \neq 0$, clearly $f$ is a continuous momomorphism from the right $K_{c}-$ module $K_{c}$ to the right $K_{c}$-module $R$. As $K_{c}$ is strictly linearly compact, $f$ is a topological isomorphism from $K_{c}$ to $a K_{c}$. Therefore by 28.3 and 28.6, $a K_{c}$ is a discrete, closed additive subgroup of $R$, and consequently is a discrete $\mathbb{Z}$-linearly compact module. By $30.10, a K_{c}$ is finite since it is isomorphic to the additive group of a division ring, in contradiction to the fact that $K_{\mu}$ is infinite. Thus $R e_{\mu}=\{0\}$.

If $\lambda$ and $\mu$ are distinct members of $M$, then $e_{\lambda} e_{\mu} \in R$ since $\epsilon_{\lambda} \epsilon_{\mu}=\overline{0}$. Thus

$$
e_{\lambda} e_{\mu}=e e_{\lambda} e_{\mu}=0
$$

For any $x \in e A e$ and any $\mu \in M, e_{\mu} x-x e_{\mu} \in R$ since $\epsilon_{\mu}$ is a central idempotent of $A / R$, and therefore

$$
e_{\mu} x-x e_{\mu}=e\left(e_{\mu} x-x e_{\mu}\right)=0
$$

Thus $\left(e_{\mu}\right)_{\mu \in M}$ is an orthogonal family of idempotents in the center of $e A e$ whose sum is $e$. By $29.15, e A e$ is a strictly linearly ring. Consequently, $\phi: x \rightarrow\left(x e_{\mu}\right)_{\mu \in M}$, which is a homomorphism from the ring $e A e$ to the cartesian product of the rings $\left(e_{\mu} A e_{\mu}\right)_{\mu \in M}$, is a topological isomorphism by 34.3. Moreover, $e A e$ is an ideal of $A$, since if $a, b \in A, a e b-a b e \in R$ as $\epsilon$ is in the center of $A / R$, so eaeb - eabe $=e(a e b-a b e)=0$, and similarly beae $=e b a e$. Thus by 32.12 , if $B=e A e, B_{\mu}=e_{\mu} A e_{\mu}$ for each $\mu \in M$, and $C=\{y-y e: y \in A\}$, then $B$ has the desired description and $A$ is the topological direct sum of $B$ and $C$. Clearly $\phi(C) \subseteq(A / R)(1-\epsilon)$, so as $A / R$ is the direct sum of $(A / R) \epsilon$ and $(A / R)(1-\epsilon)$ and as $A=B+C$, $\phi(C)=(A / R)(1-\epsilon)$. Moreover, $1-\epsilon$ is the sum of $\left(\epsilon_{\nu}\right)_{\nu \in N}$. Thus if $C_{\mu}=$ $(A / R) e_{\nu}, C_{\nu}$ is topologically isomorphic to the ring of all linear operators on a discrete vector space over a finite field, furnished with the topology of pointwise convergence. As $R e=\{0\}, R \subseteq C$, and hence $R$ is the radical of $C$ by 26.18. Consequently, the restriction $\phi_{C}$ of $\phi$ to $C$ is a continuous epimorphism from $C$ to $C / R$; moreover, as $C$ is topologically isomorphic to the $A / e A e, C$ is strictly linearly compact by 29.4 , and hence $\phi_{C}$ is a topological epimorphism. Thus $C$ has the desired description.
34.18 Theorem. Let $A$ be a bounded, linearly compact ring with radical $R$. The following statements are equivalent:
$1^{\circ} R$ is strictly linearly compact ring.
$2^{\circ} A$ is the topological direct sum of a semisimple linearly compact ring $B$ that has no nonzero compact ideals and a strongly linearly compact ring $C$.
$3^{\circ}$ Every closed ideal of $A$ is a strictly linearly compact ring.
Proof. By 12.11 and 12.15 , every subring of $A$ or $A / R$ is bounded, and by 12.16, the open ideals of $A$ form a fundamental system of neighborhoods of zero. Consequently, by $29.9, A / R$ is topologically isomorphic to the cartesian product of discrete rings, each the ring of all linear operators on a finite-dimensional vector space over a division ring.

Assume $1^{\circ}$. By $34.13, R$ is a strongly linearly compact ring. Thus by 34.17 and $29.9, A$ is the topological direct sum of subrings $B$ and $C$, described as follows: $B$ is topologically isomorphic to the cartesian product of a family $\left(B_{\mu}\right)_{\mu \in M}$ of topological rings, where each $B_{\mu}$ is the discrete ring of all linear operators on a finite-dimensional vector space over an infinite division ring $K_{\mu}$; and $C$ is a strictly linearly compact ring containing $R$ such that $C / R$ is topologically isomorphic to the cartesian product of a family of rings, each the discrete ring of all linear operators on a finite-dimensional vector space over a finite field. Thus $C / R$ is is compact and a fortiori a strongly linearly compact $C$-module. As $R$ is a strongly linearly compact ring, it is a fortiori a strongly linearly compact $C$-module. Thus $C$ is a strongly linearly compact ring by 28.16 .

Let $J$ be a nonzero, closed ideal of $\prod_{\mu \in M} B_{\mu}$, and let $M_{J}=\{\lambda \in M$ : $\left.p r_{\lambda}(J) \neq(0)\right\}$, where $p r_{\lambda}$ is the canonical projection from $\prod_{\mu \in M} B_{\mu}$ to $B_{\lambda}$. For each $\lambda \in M_{J}, p r_{\lambda}(J)=B_{\lambda}$ since $B_{\lambda}$ has no proper, nonzero ideals. By 28.6, $J$ is a linearly compact $B$-module, so its projection $J^{\prime}$ on $\prod_{\mu \in M_{J}} B_{\mu}$ is linearly compact and hence closed; by 24.12, $\bigoplus_{\lambda \in M_{J}} B_{\mu} \subseteq$ $J^{\prime}$, so $J^{\prime}=\prod_{\mu \in M_{J}} B_{\mu}$ and hence is a strictly linearly compact ring by 29.5. Consequently, $J$ is not compact, for otherwise, for each $\mu \in M_{J}, B_{\mu}$ would be compact and discrete, hence finite, and thus $K_{\mu}$ would be finite, a contradiction. Thus $2^{\circ}$ holds.

Assume $2^{\circ}$, and let $J$ be a closed ideal of $A$. To show that $J$ is a strictly linearly compact ring, it suffices to show that each of its intersections with $B$ and $C$ is a strictly linearly compact ring by 28.17 . We have just seen that $J \cap B$ is a strictly compact ring. Moreover, $J \cap C$ is a closed $\mathbb{Z}$-submodule of $C$, hence is a linearly compact $\mathbb{Z}$-module, thus a strictly linearly compact $\mathbb{Z}$-module by 30.11 , and a fortiori a strictly linearly compact ring. Thus $3^{\circ}$ holds, and clearly $3^{\circ}$ implies $1^{\circ}$. -

Actually, if the conditions of the theorem hold, then every closed left or right ideal of $A$ is a strictly linearly compact ring (Exercises 34.15 and 34.18).
34.19 Corollary. If $A$ is an artinian ring whose radical $R$ is an artinian ring, then $A$ is the direct sum of finitely many infinite simple artinian rings and a ring containing $R$ whose additive subgroups satisfy the descending chain condition, and every ideal of $A$ is an artinian ring.

Proof. Furnished with the discrete topology, a ring is a bounded, strictly linearly compact ring if and only if it is artinian by (2) of 28.14 . Thus the assertion follows from 34.18. -

To apply these results to compact rings, we need a preliminary theorem:
34.20 Theorem. The radical $R$ of a compact ring $A$ is closed, and either $A=R$ or $A / R$ is a compact, totally disconnected, semisimple ring.

Proof. By 32.2 and $26.14, R$ contains the connected component $C$ of zero. Consequently by 26.16 , the radical of $A / C$ is $R / C$. By $5.16,32.5$, and $29.12, R / C$ is closed in $A / C$. If $\phi$ is the canonical epimorphism from $A$ to $A / C, R=\phi^{-1}(R / C)$ and hence is closed. Thus $A / R$ is Hausdorff and hence is compact. By (3) of $5.17, A / R$ is totally disconnected. By 26.16, $A / R$ is semisimple.
34.21 Theorem. If $R$ is the radical of a compact, totally disconnected ring $A$, then the filter base $\left(\overline{R^{n}}\right)_{n \geq 1}$ converges to zero, and in particular,

$$
\bigcap_{n=1}^{\infty} \overline{R^{n}}=\{0\} .
$$

Proof. The assertion follows from 32.5 and 33.22 . -
34.22 Theorem. Let $R$ be the radical of a totally disconnected compact ring $A$ [with identity]. (1) If $\epsilon$ is a nonzero idempotent of $A / R$ and if $L$ is a closed left ideal of $A$ containing $R$ whose image in $A / R$ contains $\epsilon$, there is an idempotent $e$ in $L$ such that $\bar{e}=\epsilon$. (2) Every orthogonal family of idempotents in $A$ or $A / R$ is summable. (3) If $\left(\epsilon_{\lambda}\right)_{\lambda \in L}$ is an orthogonal family of idempotents of $A / R$ [whose sum is $\overline{1}$ ], there is in $A$ an orthogonal family of idempotents $\left(e_{\lambda}\right)_{\lambda \in L}$ [whose sum is 1] such that $\bar{e}_{\lambda}=\epsilon_{\lambda}$ for all $\lambda \in L$. (4) If $A \neq R, A$ has a summable, orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents such that if $e=\sum_{\lambda \in L} e_{\lambda}$, then $\bar{e}$ is the identity of $A / R$, and for each $\mu \in L$, the radical $e_{\mu} R e_{\mu}$ of $e_{\mu} A e_{\mu}$ is open in $e_{\mu} A e_{\mu}$.

Proof. The assertions follow from 32.5, 34.1, 34.8, 34.4, 34.5, and 32.6. •
34.23 Theorem. Let A be a compact, totally disconnected, commutative ring. (1) Either $A$ is a radical ring, or there is a nonzero idempotent $e$ such that $A$ is the topological direct sum of the compact ring with identity Ae and the compact radical ring $J$, where $J=\{y-y e: y \in A\}$. (2) If $A$ has an identity, $A$ is topologically isomorphic to the cartesian product of a family of compact local rings.

Proof. The assertions follow readily from 32.5 and 34.6. -
34.24 Theorem. If $A$ is a compact ring with identity whose radical is a primitive ideal, then $A$ is topologically isomorphic to the ring of all linear operators, furnished with the topology of pointwise convergence, on a finitedimensional compact module $E$ over a compact ring $L$ with identity whose radical is a regular maximal left ideal, where both $E$ and $L$ are subrings of A.

The assertion follows from 32.5 and 34.10 .

## Exercises

34.1 If $A$ is a linearly compact ring with identity 1 and radical $R$, then $A / R$ is a division ring if and only if 1 is the only nonzero idempotent in $A$.
34.2 If $A$ is a linearly compact ring with radical $R$ and without proper zero-divisors, either $A$ has an identity element and $A / R$ is a division ring, or $A$ is a radical ring.
34.3 (a) If a ring $A$ has no nonzero nilpotents, then every idempotent of $A$ belongs to its center. [Show that $e x=e x e=x e$.] (b) A locally compact ring that has no nonzero topological nilpotents is totally disconnected.
34.4 A metacompact ring is a bounded, strictly linearly compact ring, and a locally metacompact ring is a topological ring that has an open metacompact subring. For example, a commutative topological ring is metacompact if and only if it is strictly linearly compact, and a compact ring is metacompact if and only if it is totally disconnected. Let $R$ be the radical of a metacompact ring $A$. Either $R$ is open, or zero is a cluster point of an orthogonal family of idempotents. [Use 34.5.]
34.5 (Lucke [1968]) (a) A topological ring is a metacompact ring that has no nonzero topological nilpotents if and only if it is topologically isomorphic to the cartesian product of discrete division rings. [Use 33.22.] (b) A nondiscrete topological ring $A$ is a locally metacompact ring that has no nonzero topological nilpotents if and only if $A$ is the topological direct sum of a discrete ring that has no nonzero nilpotents and a ring that is topologically isomorphic to the local direct sum of discrete rings that have no nonzero nilpotents with respect to division subrings. [If $B$ is a metacompact open subring of $A$, use Exercise 34.4 to show that there is a summable orthogonal
family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents whose sum is the identity element $e$ of $B$, and use Exercise 34.3 in considering the function $x \rightarrow\left(x e_{\lambda}\right)_{\lambda \in L}$ from $A e$ to $\prod_{\lambda \in L} A e_{\lambda}$. (c) A nondiscrete topological ring $A$ is a locally compact ring having no nonzero topological nilpotents if and only if $A$ is the topological direct sum of a discrete ring that has no nonzero nilpotents and a ring that is topologically isomorphic to the local direct sum of discrete rings that have no nonzero nilpotents with respect to finite fields.
34.6 (Lucke [1968], Blair [1976]) A topological ring $A$ is a Jacobson ring if for each $x \in A, x$ is a cluster point of $\left\{x^{n}: n \geq 2\right\}$. (a) A discrete ring is a Jacobson ring if and only if for each $x \in A$ there exists $n(x) \geq 2$ such that $x^{n(x)}=x$. (For example, a field is a (discrete) Jacobson ring if and only if each of its nonzero elements is a root of unity. A theorem of Jacobson asserts that a discrete Jacobson ring is commutative.) (b) A Hausdorff Jacobson ring has no nonzero topological nilpotents. (c) A nondiscrete topological ring $A$ is a locally metacompact Jacobson ring if and only if $A$ is the topological direct sum of a discrete Jacobson ring and a ring that is topologically isomorphic to the local direct sum of a family of discrete Jacobson rings relative to Jacobson fields. [Use Jacobson's theorem and Exercise 34.5.] (c) In particular, infer from Jacobson's theorem that a locally metacompact Jacobson ring is commutative. (d) A nondiscrete topological ring $A$ is a locally compact Jacobson ring if and only $A$ is the topological direct sum of a discrete Jacobson ring and a ring that is topologically isomorphic to the local direct sum of a family of discrete Jacobson rings relative to finite subfields.
34.7 A topological ring $A$ is locally metacompact if and only if $A$ is the topological direct sum of subrings $A_{1}$ and $A_{2}$, where $A_{1}$ is the topologically isomorphic to the local direct sum of locally metacompact rings $\left(A_{\lambda}\right)_{\lambda \in L}$ with centers $\left(C_{\lambda}\right)_{\lambda \in L}$ relative to metacompact open subrings $\left(B_{\lambda}\right)_{\lambda \in L}$ such that for each $\lambda \in L, B_{\lambda} \cap C_{\lambda}$ is a local ring whose identity element is that of $A_{\lambda}$, and where $A_{2}$ is a locally metacompact ring that has a metacompact open subring $B_{2}$ such that $B_{2} \cap C_{2}$ is a metacompact radical ring, where $C_{2}$ is the center of $B_{2}$. [Use 34.6.]
34.8 A ring is a boolean ring if each of its elements is an idempotent. (a) The following statements about a topological ring $A$ are equivalent:
$1^{\circ} A$ is a linearly compact boolean ring.
$2^{\circ} A$ is topologically isomorphic to the cartesian product of fields, each having two elements.
$3^{\circ} A$ is a compact boolean ring.
(b) A nondiscrete topological ring $A$ is a locally compact boolean ring if and only if $A$ is the topological direct sum of a discrete boolean ring and a ring that is topologically isomorphic to the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in L}$
of discrete boolean rings with identity relative to subfields $\left(B_{\lambda}\right)_{\lambda \in L}$, where each $B_{\lambda}$ is field of two elements that contains the identity element of $A_{\lambda}$.
34.9 Let $A$ be a metacompact ring, and let $R$ be the radical of $A$. The following statements are equivalent:
$1^{\circ} A$ is metrizable and $R$ is open.
$2^{\circ} A$ is ultranormable.
$3^{\circ} A$ is normable.
In particular, if $A$ is a totally disconnected, compact ring, $1^{\circ}-3^{\circ}$ are equivalent. [Use 33.22 and Exercise 14.5.]
34.10 (Lipkina [1964b], [1966]) If $A$ is a metacompact ring without proper zero-divisors, then $1^{\circ}-3^{\circ}$ of Exercise 34.9 are equivalent. In particular, if $A$ is a compact ring with identity, $1^{\circ}-3^{\circ}$ of Exercise 34.9 are equivalent. [Use Exercises 34.2 and 34.9.]
34.11 (Øfsti [1965]) Let $A$ be a commutative, locally compact, metacompact ring with identity. (a) If $A$ is a local ring, then $A$ is either compact or discrete. [Let $M$ be the maximal ideal of $A$. Show that if $I$ and $J$ are compact open ideals such that $J \subset I$, then $\operatorname{card}(A / M) \leq \operatorname{card}(J / I)$. Show that for any open ideal $J, A / J$ is finite by considering, for each $n \geq 1$, $\left(M^{n}+J\right) /\left(M^{n+1}+J\right)$ as an $A / M$-vector space and using 28.15.] (b) $A$ is the topological direct sum of a compact ring and a discrete artinian ring. [Use 34.6.]
34.12 (Cude [1970]) Let $A$ be a metacompact ring with identity. If $A$ has prime characteristic $p$ and if $A / R$ is a finite field, where $R$ is the radical of $A$, then $A$ contains a unique subfield $K$ mapped onto $A / R$ by the canonical epimorphism from $A$ to $A / R$. [If $\bar{a}$ generates the multiplicative group $(A / R)^{*}$ of order $p^{m}-1$, observe that $a^{p^{m r}}-a \in R$ for all $r \geq 1$, and conclude that $\left(a^{p^{m k}}\right)_{k>1}$ is a Cauchy sequence.]
34.13 (Widiger [1979]) Let $A$ be a strictly linearly compact ring with radical $R$. (a) The following conditions are equivalent:

## $1^{\circ} A$ has a left identity.

$2^{\circ}$ For all $a \in A, a \in A a$.
$3^{\circ} R=A R$.
[To establish that $3^{\circ}$ implies $1^{\circ}$, show that there is an idempotent $e$ such that the additive group $A$ is the direct sum of $e A$ and a right ideal $J$ contained in $R$. Observe that the additive group $R$ is the direct sum of $e R$ and $J$, and use $3^{\circ}$ to show that $R$ is also the direct sum of $e R$ and $J R$. Apply 33.21.] (b) If $\bigcap_{n=1}^{\infty} \overline{R^{n}}=\{0\}$, the following conditions are equivalent:
$1^{\circ} A$ has a right identity.
$2^{\circ}$ For all $a \in A, a \in a A$.
$3^{\circ} R=R A$.
(c) (Kaplansky [1947b]) A metacompact ring $A$ has an identity if and only if $a \in A a \cap a A$ for all $a \in A$.
34.14 Let $A$ be the ring of all linear operators on a discrete vector space $E$ over a division ring $K$, furnished with the topology of pointwise convergence. If $A$ has a minimal left ideal $A e$ that is a linearly compact ring, then $E$ is onedimensional if $K$ is infinite, and $E$ is finite otherwise. [Construct a closed additive subgroup $H$ such that $H e=H$ and $e H=\{0\}$ whose additive subgroup is isomorphic to that of $K$ if $K$ is infinite, and to the additive subgroup $e^{-1}(0)$ otherwise.]
34.15 (Widiger [1972]) Let $A$ be a linearly compact ring with radical $R$. (a) If $R$ is metacompact, the following statements are equivalent:
$1^{\circ}$ Every closed left ideal of $A$ is a linearly compact ring.
$2^{\circ} A$ is the topological direct sum of a subring $B$, topologically isomorphic to the cartesian product of a family of discrete, infinite division rings, and a strongly linearly compact subring $C$.

If these conditions hold, each closed left ideal of $A$ is a strictly linearly compact ring. [Use 34.18 and Exercise 34.14.] (b) If $A$ is bounded, the following statement is equivalent to $1^{\circ}$ and $2^{\circ}$ of (a): Every closed left ideal of $A$ is a strictly linearly compact ring.
34.16 (Kertész and Widiger [1969]) Let $A$ be an artinian ring, $R$ its radical. Every left ideal of $A$ is an artinian ring if and only if $A$ is the direct sum of an ideal isomorphic to the cartesian product of finitely many infinite division rings and an ideal whose additive groups satisfy the descending chain condition. [Apply Exercise 34.15.]
34.17 (Kertész and Widiger [1969]) Let $A$ be an artinian ring with radical $R$. The following statements are equivalent:
$1^{\circ} R$ is an artinian ring.
$2^{\circ} A$ is the direct sum of finitely many rings, each isomorphic to the ring of all linear operators on a finite-dimensional vector space over an infinite division ring, and an ideal that is a $\mathbb{Z}$-artinian module.
$3^{\circ}$ Every ideal of $A$ is an artinian ring.
[Apply 34.18.]
34.18 If $\boldsymbol{A}$ is a bounded, linearly compact ring satisfying the equivalent conditions of 34.18 , then every closed right ideal of $A$ is a strictly linearly compact ring. [Use 34.11 and Exercise 29.10.] In particular, if $A$ is an artinian ring satisfying the equivalent conditions of Exercise 34.17, then every right ideal of $A$ is an artinian ring.
34.19 (Dinh Van Huynh [1973]) If $A$ is a strictly linearly compact ring, then every idempotent of $A$ is in its center if and only if $A$ is the topological direct sum of rings $B$ and $C$, where $B$ is topologically isomorphic to the
cartesian product of of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of strictly linearly compact rings such that for each $\lambda \in L, A_{\lambda} / R_{\lambda}$ is a division ring, where $R_{\lambda}$ is the radical of $A_{\lambda}$, and $B$ is a strictly linearly compact radical ring.

## 35 Locally Compact Rings

We present here some theorems concerning locally compact rings whose proofs depend either on the Pontriagin-van Kampen theory of locally compact commutative groups or on theorems of $\S 34$ concerning the lifting of idempotents.
35.1 Theorem. (Pontriagin-van Kampen) Let $G$ be a locally compact abelian group. There is a unique natural number $n$ such that $G$ is the topological direct sum of a subgroup topologically isomorphic to $\mathbb{R}^{n}$ and a subgroup that, for its induced topology, contains a compact open subgroup.
35.2 Theorem. Let $A$ be a locally compact ring, let $C$ be the connected component of zero, and let $T$ be the union of all the compact additive subgroups of $A$. Then $C$ and $T$ are closed ideals of $A, C T=T C=(0)$, $C+T$ is an open ideal, $C /(T \cap C)$ is a finite-dimensional topological algebra over $\mathbb{R}$, and $T /(T \cap C)$ is totally disconnected. If, moreover, $C /(T \cap C)$ has an identity element, then $A$ is the topological direct sum of a finitedimensional topological $\mathbb{R}$-algebra $B$ with identity and a locally compact subring $D$ such that $D \cap C=T \cap C$ and the connected component of zero in $D$ is compact.

Proof. By 35.1, the topological additive group $A$ is the topological direct sum of a subgroup $N$ topologically isomorphic to $\mathbb{R}^{n}$ for some $n \in \mathbb{N}$ and a subgroup $K$ that contains a compact open subgroup $L$. Clearly $T$ is an additive subgroup, since the sum of two compact subgroups of $A$ is again a compact subgroup. Since $A / K$ is topologically isomorphic to $\mathbb{R}^{n}$ by 15.4, and thus contains no nonzero compact subgroups, the image of $T$ under the canonical epimorphism from $A$ to $A / K$ is the zero subgroup, so $T \subseteq K$. Since $L \subseteq T, T$ is an open and hence closed subgroup of $K$, so as $A$ is the topological direct sum of $N$ and $K, T$ is closed in $A$ by 15.4. Also, $T$ is an ideal, for if $S$ is a compact additive subgroup containing $t$, then $S a$ and $a S$ are compact additive subgroups containing $t a$ and at respectively. By 32.2, $C a=(0)=a C$ for all $a \in T$, so $C T=T C=(0)$. Since $T$ is open in $K$ and since $A$ is the topological direct sum of $N$ and $K, N+T$ is open in $A$, whence as $C+T \supseteq N+T, C+T$ is also open in $A$.

The connected component $C_{0}$ of zero in $K$ is clearly contained in $L \cap C$ and hence in $T \cap C$, so $T /(T \cap C)$ is totally disconnected by (3) of 5.17. Moreover, as $A$ is the topological direct sum of $N$ and $K$,

$$
C=N+C_{0} \subseteq N+(T \cap C) \subseteq C,
$$

so the additive topological group $C$ is the topological direct sum of subgroups $N$ and $T \cap C$. In particular, by 15.4 the additive group $C /(T \cap C)$ is topologically isomorphic to $N$. Thus there is a topological isomorphism $\phi$ from $\mathbb{R}^{n}$ to $C /(T \cap C)$, so $C /(T \cap C)$ becomes a topological vector space over $\mathbb{R}$ under the scalar multiplication defined by $r . x=r . \phi^{-1}(x)$ for all $r \in \mathbb{R}$ and all $x \in C /(T \cap C)$. As $C /(T \cap C)$ is a topological ring, for any $a, b \in C /(T \cap C)$ the functions $r \rightarrow r .(a b), r \rightarrow(r . a) b$, and $r \rightarrow a(r . b)$ are all continuous from $\mathbb{R}$ to $C /(T \cap C)$; since they agree on $\mathbb{Z}$ and hence on $\mathbb{Q}$, they therefore coincide, so $r .(a b)=(r . a) b=a(r . b)$ for all $r \in \mathbb{R}$, and all $a, b \in C /(T \cap C)$. Consequently, $C /(T \cap C)$ is a topological $\mathbb{R}$-algebra.

Suppose, finally, that $C /(T \cap C)$ has an identity element $f+(T \cap C)$. In particular, $f^{2}-f \in T \cap C$, so as $f \in C$ and $f^{2}-f \in T, f\left(f^{2}-f\right)=0$, whence $f^{3}=f^{2}$, and consequently $f^{4}=f^{3}=f^{2}$. Let $e=f^{2}$. Then $e$ is an idempotent and $e+(T \cap C)$ is the identity element of $C /(T \cap C)$. Consequently, $e$ belongs to the center of $C$, since for any $x \in C, e x-x e \in$ $T \cap C$, so $e x e-x e=(e x-x e) e \in T C=(0)$ and hence $e(x e)=x e$, and similarly ( $e x$ ) $e=e x$. Therefore, as $C$ is an ideal, so is $C e$, and consequently $A e=C e$. Let $B=A e$, and let $D=\{x \in A: x e=0\}$. By 32.12, $A$ is the topological direct sum of ideals $B$ and $D$. If $x \in T \cap C$, then $x e \in T C=(0)$, so $x \in D \cap C$. Conversely, if $x \in D \cap C$, then $x e=0$, so $x \in T \cap C$ as $e+(T \cap C)$ is the identity of $C /(T \cap C)$.

Since $B=A e=C e$, by $32.12 C$ is the topological direct sum of $B$ and $\{x \in C: x e=0\}$, and the latter is $D \cap C$ and therefore $T \cap C$ by the preceding paragraph. Thus by $15.4, B$ is topologically isomorphic to $C /(T \cap C)$ and hence to $N$; therefore $B$ is an $n$-dimensional $\mathbb{R}$-algebra. By $15.4, D$ is closed and hence locally compact, so by 35.1 there is a unique $m \in \mathbb{N}$ such that the additive group $D$ is the topological direct sum of a subgroup topologically isomorphic to $\mathbb{R}^{m}$ and a subgroup $M$ that, for its induced topology, contains a compact open subgroup. Then the additive group $A$ would be the topological direct sum of a subgroup topologically isomorphic to $\mathbb{R}^{n+m}$ and $M$, so $m=0$ by 35.1 , whence $D=M$. Thus $D$ contains a compact open subgroup, and hence its connected component of zero is compact. -
35.3 Theorem. If $A$ is a locally compact ring that has no nonzero nilpotent ideals [that is semisimple], then $A$ is the topological direct sum of its connected component $C$ and a locally compact, totally disconnected ring $D$ that has no nonzero nilpotent ideals [that is semisimple], and if $C \neq(0), C$ is the topological direct sum of finitely many ideals, each the ring of all linear operators on a finite-dimensional topological vector space over either $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$, furnished with its unique topology as a Hausdorff finite-dimensional algebra over $\mathbb{R}$.

Proof. Assume that $C \neq(0)$, and let $T$ be the union of all the compact additived subgroups of $A$. By $35.2, T$ is a closed ideal, and $(C \cap T)^{2} \subseteq$ $C T=(0)$, so $C \cap T=(0)$ by hypothesis [by 26.14$]$. Thus by $35.2, C$ is a finite-dimensional topological algebra over $\mathbb{R}$. In particular, $C$ is an artinian $\mathbb{R}$-algebra. Let $R$ be the radical of $A$. Then $R \cap C$ is the radical of $C$ by 26.18. Consequently, $R \cap C$ is nilpotent by 27.15 and hence is the zero ideal by hypothesis [by 26.14]. Thus $C$ is a semisimple, finite-dimensional algebra over $\mathbb{R}$ and hence has an identity element by 27.14 . By $32.12, A$ is the topological direct sum of $C$ and an ideal $B$, and $B$ is necessarily totally disconnected as $B \cap C=(0)$. As every ideal of $B$ is an ideal of $A$ [By 26.18], $B$ has no nonzero nilpotent ideals [ $B$ is semisimple].

By 27.14 and $27.12, C$ is the direct sum of $\left(C_{i}\right)_{1 \leq i \leq n}$ where each $C_{i}$ is a primitive ring that is an artinian $\mathbb{R}$-algebra and has an identity element $e_{i}$. Each member of the associated family $\left(p_{i}\right)_{1 \leq i \leq n}$ of projections is continuous, since $p_{i}(x)=x e_{i}$ for all $x \in C$. Thus $C$ is the topological direct sum of $\left(C_{i}\right)_{1 \leq i \leq n}$ by 15.2 . By 26.25 we may regard each $C_{i}$ as a dense $\mathbb{R}$-algebra of linear operators on a vector space $E_{i}$ over a division ring $K_{i}$ containing $\mathbb{R}$ in its center. Therefore, as $C$ finite-dimensional over $\mathbb{R}$, so is $C_{i}$; consequently, $E_{i}$ is finite-dimensional over $K_{i}$ and $K_{i}$ is finite-dimensional over $\mathbb{R}$. Therefore $K_{i}$ is either $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$, and as $E_{i}$ is finite-dimensional, $C_{i}$ is the ring of all linear operators on $E_{i}$, and its topology is the unique topology making it a Hausdorff finite-dimensional algebra over $\mathbb{R}$.
35.4 Theorem. If $A$ is a connected, locally compact ring, then $A$ contains a connected, compact ideal $K$ such that $A K=K A=(0)$ and $A / K$ is a finite-dimensional topological $\mathbb{R}$-algebra.

Proof. By 35.1, the topological additive group $A$ is the topological direct sum of a subgroup $N$ topologically isomorphic to $\mathbb{R}^{n}$ for some $n \geq 0$ and a subgroup $K$ that, for its induced topology, contains a compact open subgroup $L$. By $15.4, K$ is topologically isomorphic to $A / N$ and hence is connected. Therefore $L=K$. As in the proof of 35.2 , the union $T$ of all compact additive subgroups is an ideal contained in $K$ and hence is $K$ as $K$ is compact. The conclusion follows from 35.2. -
35.5 Corollary. If $A$ is a connected, locally compact ring such that zero is the only element $c$ satisfying $c A=A c=\{0\}$, then $A$ is a finitedimensional topological $\mathbb{R}$-algebra.
35.6 Corollary. A connected, locally compact ring $A$ is advertibly open.

Proof. As $K^{2}=\{0\}, K$ is an advertible ideal since for each $x \in K,-x$ is the adverse of $x$. By $35.4, A / K$ is a finite-dimensional topological $\mathbb{R}$-algebra and hence is a complete normed algebra by 15.11 and 16.7. Therefore $A / K$
is advertibly open by 11.12 . Consequently, $A$ is advertibly open by (2) of 26.26 .
35.7 Theorem. Let $A$ be a totally disconnected, locally compact ring. (1) Either $A$ is advertibly open, or there is a nonzero idempotent $e \in A$ such that $e A e$ is advertibly open. (2) If $e$ is a nonzero idempotent in $A$ such that $e A e$ is advertibly open, then any proper left ideal $I$ of $A$ containing $\{x-x e: x \in A\}$ is contained in a closed regular maximal ideal of $A$.

Proof. (1) By 4.21, $A$ contains an open, compact subring $B$. If $B$ is a radical ring, then $A$ is advertibly open by 26.9 . Otherwise, let $R$ be the radical of $B$. By (4) of 34.22 , there is an idempotent $e$ of $B$ such that eRe is open in $e B e$ and hence in $e A e$, so $e A e$ is advertibly open by 26.17 and 26.9.
(2) $I$ is contained in a left regular maximal ideal $M$ by 26.3 . Thus $M$ is either closed or dense in $A$. If $M$ were dense, then as $\phi: x \rightarrow e x e$ is continuous from $A$ to $e A e$, there would exist $x \in M$ such that $e-x \in$ $\phi^{-1}(U)$, where $U$ is the set of advertible elements of $e A e$. Then as $e(e-x) e=$ $e-e x e, e-e x e$ has an adverse $y$. Thus

$$
\begin{aligned}
0 & =y \circ(e-e x e)=y+e-e x e-y e+y e x e \\
& =e+(y-y e)-e x+(e x-e x e)+y e x-(y e x-y e x e) \in e+M
\end{aligned}
$$

so $e \in M$ and hence $M=A$, a contradiction. Thus $M$ is closed. •
35.8 Theorem. If $A$ is a locally compact ring that is not a radical ring, then $A$ contains a closed, regular maximal left ideal.

Proof. Let $C$ be the connected component of zero. If $A / C$ is a radical ring, then $A / C$ is advertibly open by 26.9 , so $A$ is advertibly open by 35.6 and (2) of 26.26 , and hence $A$ contains a closed regular maximal left ideal by 26.27 . In the contrary case, as $A / C$ is totally disconnected by $5.6, A / C$ contains a closed, regular maximal left ideal $M$ by 35.7. Thus $\phi_{C}^{-1}(M)$ is a closed, regular maximal ideal of $A$, where $\phi_{C}$ is the canonical epimorphism from $A$ to $A / C$.
35.9 Theorem. The radical $R$ of a locally compact ring $A$ is closed.

Proof. Assume that $R \subset \bar{R}$. Then $\bar{R}$ is a locally compact ring whose radical is $R$ by 26.18 . Consequently, by $35.8, \bar{R}$ contains a closed, regular maximal ideal $M$. By $26.7, R \subseteq M \subset \bar{R}$, a contradiction since $M$ is closed and $R$ dense in $\bar{R}$.
35.10 Theorem. The radical $R$ is a locally compact ring $A$ is either $A$ or the intersection of the closed regular maximal left ideals of $A$.

Proof. Assume $A \neq R$. By 35.9, $A / R$ is Hausdorff and hence a locally compact ring. The assertion is therefore equivalent to the statement that the intersection of the closed regular maximal left ideals of $A / R$ is $\{0\}$. Consequently, we shall assume that $A$ is semisimple. By $35.3, A$ is the topological direct sum of a locally compact connected ring $C$ and a totally disconnected, semisimple locally compact ring. By $35.6, C$ is advertibly open. Consequently, every left regular maximal ideal of $C$ is closed by 26.27 . Therefore it suffices to consider the case where $A$ is a totally disconnected, semisimple, locally compact ring.

Let $M_{0}$ be the intersection of the closed regular maximal left ideals of $A$. By $4.21, A$ has a compact open subring $B$ with radical $S$. If $B=S$, then $A$ is advertibly open by 26.8 , and hence every regular maximal left ideal of $A$ is closed by 26.27 , so $M_{0}=\{0\}$. In the contrary case, by (4) of $34.22, B$ contains a summable orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents such that if $e=\sum_{\lambda \in L} e_{\lambda}, \bar{e}$ is the identity of $B / S$ and for each $\mu \in L, e_{\mu} A e_{\mu}$ is advertibly open.

We shall first show that if $c \in M_{0}$ and if $\mu \in L$, then $c e_{\mu}$ is left advertible. Let

$$
I=\left\{x-x e_{\mu}: x \in A\right\}+A\left(e_{\mu}-e_{\mu} c\right)
$$

Clearly $I$ is a left ideal of $A$. If $I$ were proper, then $e_{\mu} \notin I$, and $I$ would be contained in a closed regular maximal left ideal $M$ by 35.7; consequently, $c \in M$, hence $e_{\mu} c \in M$, and therefore as $e_{\mu}-e_{\mu} c=e_{\mu}\left(e_{\mu}-e_{\mu} c\right) \in I$, $e_{\mu} \in M$ and so $M=A$, a contradiction. Thus $I=A$, so there exist $x \in A$ and $b \in A$ such that $e_{\mu}=x-x e_{\mu}+b\left(e_{\mu}-e_{\mu} c\right)$. Let $a=e_{\mu}-b$. Then $e_{\mu}=x-x e_{\mu}+e_{\mu}-a e_{\mu}-e_{\mu} c+a e_{\mu} c$. Multiplying both sides of that equality on the right by $e_{\mu}$, we obtain $e_{\mu}=e_{\mu}-a e_{\mu}-e_{\mu} c e_{\mu}+a e_{\mu} c e_{\mu}$, so $a e_{\mu} \circ e_{\mu} c e_{\mu}=0$. Thus $e_{\mu}\left(c e_{\mu}\right)$ is left advertible, so by 11.5 , as $c e_{\mu}=\left(c e_{\mu}\right) e_{\mu}$, $c e_{\mu}$ is left advertible. Consequently, the left ideal $M_{0} e_{\mu}$ consists of left advertible elements of $A$ and hence is $\{0\}$ by 26.13 .

Consequently, for any $c \in M_{0}, c e=\sum_{\lambda \in L} c e_{\lambda}=0$ by 10.16 and the preceding, so $M_{0} e=\{0\}$.

Next, we show that if $M$ is a regular maximal left ideal containing $A e$, then $M$ is closed. Let $f \in A$ be such that $x-x f \in M$ for all $x \in A$. Assume that $M$ is not closed; then $M$ is dense, and hence there exists $x \in B$ such that $f-x \in M$. As $\bar{e}$ is the identity of $B / S, x-x e \in S$, so by 26.9, there exists $s \in S$ such that $s \circ(x-x e)=0$. As $M \supseteq A e, x e \in M$, so $f-x+x e \in M$, and hence $s f-s x+s x e \in M$. Also, $s-s f \in M$, so $s-s x+s x e \in M$; but $s-s x+s x e=s-s(x-x e)=-(x-x e)$. Thus as
$x e \in M, x \in M$, so as $f-x \in M, f \in M$ and hence $M=A$, a contradiction. Thus $M$ is closed.

If $A$ has no identity, let $A_{1}$ be the ring obtained by adjoining an identity to $A$. Let $c \in M_{0}$, and let $K=A e+A(1-(c-e))$, a left regular ideal of $A$. If $K$ were proper, $K$ would be contained in a left regular maximal ideal $M$ by 26.3 , and $M$ would be closed by the preceding and hence would contain $c$ and also $c-e c$ and so would be $A$, a contradiction. Hence $K=A$, so there exist $a, b \in A$ such that $a e+b(1-c+e c)=e c-e-c$. Multiplying each term of that equality on the right by $1-e$ and using the equality $c e=0$, we conclude that $b(1-e) \circ(1-e) c=0$, and hence $(1-e) c$ is left advertible in $A$. By 11.5, $c(1-e)$ is left advertible in $A_{1}$. But as $c e=0, c(1-e)=c$. Thus each $c \in M_{0}$ is right advertible in $A_{1}$ and hence in $A$, as $A$ is an ideal of $A_{1}$. Consequently by $26.13, M_{0}=\{0\}$.
35.11 Theorem. If $A$ is a totally disconnected, bounded, locally compact commutative ring with radical $R$, then either $R$ is open, or $A$ is the topological direct sum of a compact ring with identity and a locally compact ring having an open radical.

Proof. Assume that $R$ is not open. By (1) of $12.16, A$ contains a compact open ideal $B$. Then $R \cap B$, the radical of $B$ by 26.18 , is a proper ideal of $B$. By 29.13, 32.7, and 34.22, there is a nonzero idempotent $e \in B$ such that if $K=\{y-y e: y \in B\}, K$ is a radical ring. By $32.12, A$ is the topological direct sum of the compact ring $A e$, which is identical with $B e$ as $B$ is an ideal of $A$, and the ideal $D$, where $D=\{y-y e: y \in A\}$. The topological isomorphism $x \rightarrow(x e, x-x e)$ from $A$ to $A e \times D$ takes $B$ into $A e \times K$, and hence induces a topological isomorphism from the discrete space $A / B$ to $D / K$. If $S$ is the radical of $D, S \supseteq K$ by 26.18 as $K$ is a radical ring. The canonical epimorphism $x+K \rightarrow x+S$ from $D / K$ to $D / S$ is a topological epimorphism, and therefore $D / S$ is also discrete. Thus $S$ is open in $D$. $\bullet$

Theorem 34.1 yields further information about locally compact primitive rings:
35.12 Theorem. A topological ring $A$ is a locally compact primitive ring whose additive group is torsionfree if and only if it is topologically isomorphic to the ring of all linear operators on a finite-dimensional Hausdorff vector space over a nondiscrete locally compact division ring of characteristic zero.

Proof. The condition is clearly sufficient. Necessity: By 35.3 and 25.15, $A$ is either connected or totally disconnected, and if $A$ is connected, the assertion holds. Consequently, we shall assume that $A$ is totally disconnected.

Case 1: $A$ is advertibly open, and there is a prime $p$ such that for each $a \in A, \lim _{n \rightarrow \infty} p^{n} . a=0$. By (2) of 26.5 there is a regular maximal left
ideal $M$ of $A$ such that $P(M)=(0)$. Consequently by (1) of $26.5, A$ is isomorphic to a dense ring $\hat{A}$ of linear operators on the right vector space $A / M$ over the division ring $D(M) / M$, where scalar multiplication is given by $(x+D) .(d+M)=x d+M$ for all $x \in A, d \in D(M)$. Furnished with their topologies induced by that of $A, M$ is closed by 26.27 , so $A / M$ is locally compact; as $D(M)=\{d \in A: M d \subseteq M\}$ and as $M$ is closed, $D(M)$ is also closed and hence locally compact, so $D(M) / M$ is locally compact. Moreover, the scalar multiplication of the right $(D(M) / M)$-vector space $A / M$ is continuous since multiplication is continuous on $A \times A$ and the canonical epimorphisms from $A$ and $D(M)$ to $A / M$ and $D(M) / M$ respectively are topological epimorphisms. Since $\hat{A}$ is torsionfree, the scalar division ring $D(M) / M$ has characteristic zero. Furthermore, $\lim _{n \rightarrow \infty} p^{n} . \delta=0$ for every $\delta \in D(M) / M$. Consequently, $D(M) / M$ is not discrete. Therefore $A / M$ is finite-dimensional over $D(M) / M$ by $16.2,18.17$, and 13.8 , so the conclusion holds.

Case 2: There is a prime $p$ such that for each $a \in A, \lim _{n \rightarrow \infty} p^{n} . a=0$. By Case 1, we may assume that $A$ is not advertibly open, so by 35.7 there is a nonzero idempotent $e \in A$ such that $e A e$ is advertibly open. By 25.15, $e A e$ is a primitive ring. As $e A e$ is closed by $26.28, e A e$ is locally compact. Consequently, by Case $1, e A e$ is isomorphic to the ring of all linear operators on a finite-dimensional vector space, and hence has a minimal left ideal. As $e A e$ is primitive and hence has no nonzero nilpotent ideals by 26.14 , there is an idempotent $e_{1}$ in $e A e$ such that $(e A e) e_{1}$ is a minimal left ideal by 25.17, and hence, by (1) of 25.18, $e_{1}(e A e) e_{1}$ is a division ring. As $e_{1} \in e A e$, $e_{1} e=e_{1}=e e_{1}$, so $e_{1} A e_{1}$ is a division ring, and hence $A e_{1}$ is a minimal left ideal of $A$ by 26.14 and (1) of 25.18. Therefore the conclusion follows from 32.13.

To prove the theorem, let $A$ be a locally compact, totally disconnected, primitive ring such that the additive group $A$ is torsionfree. As in the final paragraph of the proof of $32.13, A$ contains a nonzero, closed ideal $J$ such that $\lim _{n \rightarrow \infty} p^{n} . x=0$ for all $x \in J$. Then $J$ is locally compact and a primitive ring by 25.15 . By Case $2, J$ is isomorphic to the ring of all linear operators on a finite-dimensional, locally compact vector space over a nondiscrete, locally compact division ring, and hence has an identity element $e$. By $32.12, A$ is the direct sum of $J$ and another ideal $I$, so by $25.15, J=A$.
35.13 Theorem. Let $A$ be a simple, nondiscrete topological ring with identity. For any neighborhood $U$ of zero and any $a \in A$, if $a U a=\{0\}$, then $a=0$.

Proof. Assume that $a U a=\{0\}$ but that $a \neq 0$. As $A$ is simple, there
exist $x_{1}, \ldots, x_{n} \in A$ and $y_{1}, \ldots, y_{n} \in A$ such that

$$
1=\sum_{i=1}^{n} x_{i} a y_{i}
$$

There is a neighborhood $V$ of zero such that $V x_{i} \subseteq U$ for all $i \in[1, n]$. Consequently, for each $v \in V$,

$$
a v=\sum_{i=1}^{n}\left(a v x_{i} a\right) y_{i}=0
$$

There is a neighborhood $W$ of zero such that $y_{i} W \subseteq V$ for all $i \in[1, n]$. Consequently, if $w \in W$,

$$
w=1 \cdot w=\sum_{i=1}^{n} x_{i} a\left(y_{i} w\right) \in \sum_{i=1}^{n} x_{i} a V=\{0\}
$$

in contradiction to the hypothesis that $A$ is not discrete. -
35.14 Theorem. If $A$ is a simple, totally disconnected, locally compact ring with identity, there is a compact, open subring $S$ of $A$ such that the filter base $\left(S^{n}\right)_{n \geq 1}$ converges to zero.

Proof. We may assume that $A$ is not discrete. By 4.21, $A$ contains a compact open subring $B$ that does not contain 1. Let $R$ be the radical of $B$. By $34.20, R$ is compact; hence if $R$ is open, $R$ is the desired subring $S$ by 34.21 . Therefore we shall assume that $R$ is not open, so $B$ is not a radical ring, and consequently $B / R$ is a a ring with identity $\epsilon$ by 32.7 . By (1) of 34.22 there is an idempotent $e \in B$ such that $\bar{e}=\epsilon$. Thus $b-b e \in R$ for all $b \in B$, and $1-e \neq 0$. By 35.13, there exists $c \in B$ such that $(1-e) c(1-e) \neq 0$, so as $A$ is simple, there exist $x_{1}, \ldots, x_{n} \in A$ and $y_{1}, \ldots, y_{n} \in A$ such that

$$
1=\sum_{i=1}^{n} x_{i}(1-e) c(1-e) y_{i} .
$$

By 4.21 there is a compact open subring $S$ of $B$ such that $S x_{i} \cup y_{i} S \subseteq B$ for all $i \in[1, n]$. To show that $S^{2} \subseteq R$, let $s, t \in S$, and for each $i \in[1, n]$, let $z_{i}=s x_{i}-s x_{i} e$, an element of $R$ as $s x_{i} \in B$. Then

$$
\begin{aligned}
s t & =\sum_{i=1}^{n} s x_{i}(1-e) c(1-e) y_{i} t \\
& =\sum_{i=1}^{n} s x_{i} e(1-e) c(1-e) y_{i} t+z_{i}(1-e) c(1-e) y_{i} t \in z_{i} B \subseteq R,
\end{aligned}
$$

as $(1-e) c(1-e)=c-e c-c e+e c e \in B$. Consequently, as $\left(R^{n}\right)_{n \geq 1}$ converges to zero, so does $\left(S^{n}\right)_{n \geq 1}$. $\bullet$
35.15 Corollary. A simple, totally disconnected, locally compact ring with identity is advertibly open.

Proof. Each element of $S$ is a topological nilpotent and hence, by 11.16, is advertible. -
35.16 Theorem. Let $A$ be a simple, locally compact ring with identity. The following statements are equivalent:
$1^{\circ}$ The left ideal generated by each neighborhood of zero is $A$.
$2^{\circ} A$ has no proper open left ideals.
$3^{\circ} A$ is topologically isomorphic to the ring of all linear operators on a finite-dimensional Hausdorff vector space over a nondiscrete locally compact division ring.

Proof. By 4.9, $1^{\circ}$ and $2^{\circ}$ are equivalent. Assume $3^{\circ}$. Then $A$ is a Hausdorff, finite-dimensional algebra over the center $F$ of the underlying scalar division ring, and the topology of $F$ is given by a proper, complete absolute value by 18.17. If $L$ were a proper open left ideal, $A / L$ would be a nonzero discrete vector space over $F$, in contradiction to 13.8 . Thus $2^{\circ}$ holds.

Assume $1^{\circ}$. By 35.3, $A$ is either connected or totally disconnected, and $3^{\circ}$ holds if $A$ is connected. Therefore, we shall assume that $A$ is totally disconnected.

We shall first show that if $U$ and $V$ are compact open subrings of $A$ and if $F$ is a closed subset such that $V F \subseteq U$, then $F$ is compact. By $1^{\circ}$, there exist $a_{1}, \ldots, a_{n} \in A$ and $v_{1}, \ldots, v_{n} \in V$ such that

$$
1=\sum_{i=1}^{n} a_{i} v_{i}
$$

For each $i \in[1, n], \overline{v_{i} F}$ is a closed and hence compact subset of compact $U$. For each $x \in F$,

$$
x=\sum_{i=1}^{n} a_{i} v_{i} x \in \sum_{i=1}^{n} a_{i} \overline{v_{i} F},
$$

a compact set. Hence as $F$ is closed, $F$ is compact.
By 35.14, $A$ has a compact, open subring $S$ such that the filter base $\left(S^{n}\right)_{n \geq 1}$ converges to zero. The filter base $\mathcal{U}$ of compact open subrings of $A$ contained in $S$ is a fundamental system of neighborhoods of $A$ by 4.21 . For each $U \in \mathcal{U}$, let

$$
(U: S)=\{a \in A: S a \subseteq U\}
$$

Let $U \in \mathcal{U}$. As $U$ is closed, clearly $(U: S)$ is closed. As $S(U: S) \subseteq U$, ( $U: S$ ) is compact by the preceding paragraph. If $J$ is a nonzero left ideal
of $A$ such that $J \cap S \subseteq U$, then $(U: S) \backslash S \neq \emptyset:$ Indeed, there exists $y \in J \backslash S$; otherwise, $J$ would be contained in $S$, therefore each element of $J$ would be a topological nilpotent and hence advertible by 11.16 ; thus by 26.14, $J$ would be a subset of the radical of $A$, the zero ideal by hypothesis, a contradiction. Let $S^{0}=A$. There is a largest $k \in \mathbb{N}$ such that $S^{k} y \nsubseteq S$, since there is a neighborhood $V$ of zero such that $V y \subseteq S$ and there exists $m \geq 1$ such that $S^{n} \subseteq V$ for all $n \geq m$. Let $t \in S^{k}$ be such that $t y \notin S$; as

$$
S t y \subseteq J \cap S^{k+1} y \subseteq J \cap S \subseteq U
$$

$t y \in(U: S) \backslash S$.
There exists $W \in \mathcal{U}$ such that for every nonzero left ideal $I$ of $A, I \cap S \nsubseteq$ $W$. Indeed, suppose the contrary. Then for each $U \in \mathcal{U}$, there would exist a nonzero left ideal $I_{U}$ of $A$ such that $I_{U} \cap S \subseteq U$; by the preceding, therefore, $(U: S) \backslash S$ would be nonempty. As $S$ is open and $(U: S)$ compact, $\{(U: S) \backslash S: U \in \mathcal{U}\}$ would be a filter base of nonempty compact subsets of $A$, so there would exist

$$
a \in \bigcap_{U \in \mathcal{U}}((U: S) \backslash S)
$$

Thus

$$
S a \subseteq \bigcap_{U \in \mathcal{U}} U=\{0\}
$$

and $a \notin S$, so $a \neq 0$ and $a S a=\{0\}$, in contradiction to 35.13.
By the preceding and 4.20, there is an open ideal $D$ of $S$ such that for every nonzero left ideal $I, I \cap S \nsubseteq D$. We shall show that every nonzero closed left ideal $J$ contains a minimal closed left ideal, that is, a left ideal maximal in the set of all nonzero closed left ideals, ordered by $\supseteq$. Let $\mathcal{I}$ be a totally ordered subset of the set $\mathcal{J}$ of all nonzero closed left ideals contained in $J$, and let $I_{0}=\bigcap_{I \in \mathcal{I}} I$. Then $\{I \cap(S \backslash D): I \in \mathcal{I}\}$ is a filter base of nonempty closed subsets of compact $S$, and hence there exists

$$
c \in \bigcap_{I \in \mathcal{I}}(I \cap(S \backslash D)
$$

Thus $c$ is a nonzero element of $I_{0}$, so $I_{0}$ is the supremum of $\mathcal{I}$ for the ordering $\supseteq$. By Zorn's Lemma, therefore, each nonzero closed left ideal $J$ of $A$ contains a closed minimal left ideal.

Consequently, by 35.15 and 26.29 , every nonzero closed left ideal of $A$ contains a minimal left ideal. Therefore $3^{\circ}$ holds by 32.16 .

## Exercises

35.1 Let $A$ be the cartesian product of $\mathbb{R}$, furnished with the discrete topology, and $\mathbb{R}$, furnished with its usual topology, let addition be defined componentwise on $A$ and multiplication by $(x, y)(z, w)=(0, x z)$. Show that $A$ is a locally compact ring such that the connected component $C$ of zero is the smallest nonzero closed ideal of $A$. In particular, $A$ is not the topological direct sum of $C$ and another ideal.
35.2 (Kaplansky [1947c]) If $A$ is a totally disconnected, locally compact ring, either $A$ is advertibly open, or zero is a cluster point of an orthogonal family of idempotents. [Use Exercise 34.3.]
35.3 (Kaplansky [1947c]) A locally compact ring $A$ is advertibly open under any of the following conditions: (1) The set of left [right] advertible elements is a neighborhood of zero. (2) $A$ has no proper zero-divisors. (3) $A$ satisfies the minimum condition on closed left ideals. [In the totally disconnected case, use Exercise 35.2; in general, use 26.26.]
35.4 An idempotent of a ring $A$ is central if it belongs to the center of $A$. Let $E$ be the set of central idempotents of $A$. (a) If $e, f \in E$ and if $A e=A f$, then $e=f$. (b) The relation $\leq$ on $E$ satisfying $e \leq f$ if and only if $A e \subseteq A f$ is an ordering on $E$. A minimal central idempotent is a minimal member of $E \backslash\{0\}$ for the induced ordering. (c) If $e, f \in E$, then $e \leq f$ if and only if $e f=e$. (d) Any set of minimal central idempotents is orthogonal.
35.6 A ring $A$ is biregular if for each $x \in A$ there is a central idempotent $e \in A$ such that $x$ and $e$ generate the same ideal. (a) If $x \in A$ and if $e$ is a central idempotent of $A$, then $x$ and $e$ generate the same ideal of $A$ if and only if $x=x e$ and there exist $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \in A$ such that $e=\sum_{k=1}^{n} a_{k} x b_{k}$. (b) A biregular ring is semisimple. (c) If $A$ is the ring of all linear operators on a vector space $E$, then $A$ is biregular if and only if $E$ is finite-dimensional. [Use 25.21.] (d) An epimorphic image of a biregular ring is biregular. (e) A simple ring is biregular if and only if it has an identity element. (f) A biregular ring with identity whose center is a local ring is simple. (g) If $J$ is an ideal of a biregular ring $A$, then the ring $J$ is biregular. (h) The cartesian product of finitely many biregular rings is biregular.
35.7 A subring $B$ of a biregular ring $A$ is a strictly biregular subring if for each $x \in B$ there is a central idempotent $e$ of $A$ belonging to $B$ such that the ideals of $B$ generated by $x$ and $e$ are identical (and hence the ideals of $A$ generated by $x$ and $e$ are identical). (a) If a biregular ring $A$ is the local direct sum of $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, then $A_{\lambda}$ is biregular for all $\lambda \in L$, and $B_{\lambda}$ is a strictly biregular subring of $A_{\lambda}$ for all but finitely many $\lambda \in L$. [Let $M=\left\{\lambda \in L: B_{\lambda}\right.$ is not a strictly biregular subring
of $\left.A_{\lambda}\right\}$, and for each $\lambda \in M$, let $x_{\lambda} \in B_{\lambda}$ be such that there is no central idempotent of $A_{\lambda}$ belonging to $B_{\lambda}$ that generates the same ideal of $B_{\lambda}$ as $x_{\lambda}$, and let $x_{\mu}=0$ if $\mu \in L \backslash M$.] (b) If a ring $A$ is the local direct sum of biregular rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to strictly biregular subrings $\left(B_{\lambda}\right)_{\lambda \in L}$ and if each $B_{\lambda}$ is isomorphic to the ring of all linear operators on an $n_{\lambda^{-}}$ dimensional vector space, then $A$ is biregular if and only if $\left\{n_{\lambda}: \lambda \in L\right\}$ is bounded. [Observe that if $u$ is a linear operator of rank $1, \sum_{i=1}^{m} a_{i} u b_{i}$ is a linear operator of rank at most $m$.]
35.8. A topological ring $A$ is locally without central idempotents if there is a neighborhood of zero that contains no nonzero central idempotents. A topological ring $A$ is a totally disconnected, locally compact, biregular ring if and only if $A$ is the topological direct sum of a locally compact biregular ring that is locally without central idempotents and a ring that is topologically isomorphic to the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of discrete, biregular rings with identity relative to subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, B_{\lambda}$ contains the identity of $A_{\lambda}$ and is isomorphic to the (finite) ring of all linear operators on an $n_{\lambda}$-dimensional vector space over a finite field, and where $\left\{n_{\lambda}: \lambda \in L\right\}$ is bounded. [Use 32.6 and Exercises 35.7, 34.7, and 35.6.]
35.9 A topological ring $A$ is a compact biregular ring if and only if $A$ is topologically isomorphic to $\prod_{\lambda \in L} A_{\lambda}$, where for some $N>0$, each $A_{\lambda}$ is the discrete ring of all linear operators on a vector space of dimension not exceeding $N$ over a finite field. [Use Exercises 35.6(b) and 35.7(b).]
35.10 (Skornâakov [1962]) Let $A$ be a locally compact, totally disconnected biregular ring. (a) Let $B$ be a compact open subring of $A$. If $\left(e_{k}\right)_{k \geq 1}$ is a sequence of orthogonal central idempotents and if $x_{k} \in A e_{k} \cap B$ for all $k \geq 1$, then $\left(x_{k}\right)_{k \geq 1}$ is summable. [Recall that in a compact space, a sequence that has a unique adherent point converges to that point. To show that zero is the only adherent point $c$ of $\left(x_{k}\right)_{k \geq 1}$, let $e$ be the central idempotent generating the same ideal as $c$, first show that $c e_{k}=0$ for all $k \geq 1$, then show that $x_{k} e=0$ for all $k \geq 1$.] (b) A central idempotent of a topological ring is discrete or nondiscrete according as the ideal it generates is discrete or nondiscrete. If $e$ is a central idempotent of a topological ring, then $e$ is discrete if and only if there is a neighborhood $U$ of zero such that $e U=\{0\}$. (c) If $A$ is locally without central idempotents, then any orthogonal family of nondiscrete central idempotents in $A$ is finite. [In the contrary case, apply (a); if $s=\sum_{j=1}^{\infty} x_{j}$ and if $e$ is the central idempotent generating the same ideal as $s$, first show that $s e_{k}=x_{k}$ for all $k \geq 1$, then show that for all sufficiently large $n, e e_{n} \in B$.] (d) If all the central idempotents of $A$ are discrete, then $A$ is discrete. [In the contrary case, let $B$ be a compact open subring of $A$, and show that there are sequences $\left(x_{k}\right)_{k \geq 1}$ and $\left(e_{k}\right)_{k \geq 1}$ of nonzero elements satisfying the hypotheses of (a); for this, if $x_{1}, \ldots, x_{n}$
and $e_{1}, \ldots, e_{n}$ are chosen, let

$$
x_{n+1}=y-\sum_{k=1}^{n} y e_{k}
$$

where $y \in B \backslash A\left(e_{1}+\cdots+e_{n}\right)$ and is sufficiently small. Apply (a), and observe that if $e$ is as in (c), then $x_{n} e=0$ for all but finitely many $n \geq 1$.]
35.11 (Skornâkov [1977]) A nondiscrete central idempotent $e$ of a topological ring is topologically minimal if there do not exist orthogonal, nondiscrete central idempotents $e_{1}$ and $e_{2}$ such that $e=e_{1}+e_{2}$. A topological $\operatorname{ring} A$ is conditionally simple if there is a discrete ideal $H$ such that $A / H$ is a simple ring. Let $A$ be a locally compact, totally disconnected, biregular ring that is locally without central idempotents. (a) If $e$ is a nondisdcrete central idempotent of $A$, there is a topologically minimal central idempotent $e_{1}$ such that $e_{1} \leq e$. [Use Exercise 35.10 (c).] (b) $A$ is the topological direct sum of a discrete biregular ring and finitely many locally compact biregular rings, each having an identity element that is a topologically minimal central idempotent. [Use (a) and Exercise 35.10(c), (d).] (c) If $A$ has an identity element that is a topologically minimal central idempotent, then $A$ is conditionally simple. [If $A$ has a minimal central idempotent $e$ that is nondiscrete, let $H=A(1-e)$; in the contrary case, let $H$ be the ideal generated by all the discrete central idempotents of $A$, use Exercises $35.5(\mathrm{~g})$ and $35.10(\mathrm{~b})$, (d) to show that $H$ is discrete, and show that $A=A e+H$ whenever $e$ is a nondiscrete central idempotent.]
35.12 (Skornâkov [1977]) A topological ring $A$ is a locally compact biregular ring if and only if $A$ is the topological direct sum of subrings $A_{0}, A_{1}$, $A_{2}$, and $A_{3}$, described as follows: (a) $A_{0}$ is a finite-dimensional semisimple algebra over $\mathbb{R} ;(\mathrm{b})$ there is an integer $N>0$ such that $A_{1}$ is topologically isomorphic to the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of discrete biregular rings with identity relative to subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L$, the identity element of $A_{\lambda}$ is the only nonzero central idempotent of $A_{\lambda}$ belonging to $B_{\lambda}$, and $B_{\lambda}$ is isomorphic to the ring of all linear operators on a vector space of dimension not exceeding $N$ over a finite field; (c) $A_{2}$ is the topological direct sum of finitely many locally compact, totally disconected, nondiscrete, biregular, conditionally simple rings with identity; (d) $A_{3}$ is a discrete biregular ring. [Use 35.5 and Exercises 35.7-8, 10-11.]
35.13 A ring is strongly regular if for each $a \in A$ there exists $x \in A$ such that $a^{2} x=a$. (a) A strongly regular ring has no nonzero nilpotents. (b) A strongly regular ring is semisimple. [Use 26.11.] (c) An epimorphic image of a strongly regular ring is strongly regular. (d) The cartesian product of strongly regular rings is strongly regular. (e) A primitive strongly regular ring is a division ring.
35.14 A topological ring $A$ is a compact, strongly regular ring if and only if $A$ is topologically isomorphic to the cartesian product of finite fields.
35.15 Let $A$ be a strongly regular ring. (a) If $a, x \in A$ satisfy $a^{2} x=a$, then $a x$ is a central idempotent. [Use Exercises 35.13(b), (e) to show that $a x$ is an idempotent; then use Exercises 35.13(a) and 34.3.] (b) In particular, $A$ is biregular. (c) If $a^{2} x=a$ and $e=a x$, then $e=a^{n} x^{n}$ for all $n \geq 1$.
35.16 (a) If a ring $A$ is the local direct sum of rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, then $A$ is strongly regular if and only if $A_{\lambda}$ is strongly regular for all $\lambda \in L$ and $B_{\lambda}$ is strongly regular for all but finitely many $\lambda \in L$. [Argue as in Exercise 35.7(a).] (b) A topological ring $A$ is totally disconnected, locally compact, and strongly regular if and only if $A$ is the topological direct sum of a locally compact, strongly regular ring that is locally without central idempotents (Exercise 35.8) and a ring that is topologically isomorphic to the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of discrete, strongly regular rings with identity relative to subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, B_{\lambda}$ contains the identity element of $A_{\lambda}$ and is a finite field. [Use Exercise 35.13(e) in arguing as in Exercise 35.8.]
35.17 (Skornâkov [1977]) Let $M$ be a discrete maximal ideal of a nondiscrete, locally compact, totally disconnected, strongly regular ring $A$ with identity. (a) $A / M$ is a nondiscrete locally compact division ring. [Use Exercise 35.13(e).] (b) There is a topological nilpotent $w \in A \backslash M$. [Show that there is a compact open subring $V$ such that the restriction to $V$ of the canonical epimorphism $\phi$ from $A$ to $A / M$ is injective and therefore a homeomorphism from $V$ to $\phi(V)$, and use 18.17.] (c) Let $e=w x$, where $w^{2} x=w$. Then $A$ is the topological direct sum of $A e$ and $M$. [To show that $A e+M=A$, use (a) and Exercise 35.15. If $h \in A e \cap M$, let $d=h y$ where $h^{2} y=h$, observe that $d=d e$, and use Exercises $35.15(\mathrm{c})$ and $35.10(\mathrm{~b})$ to show that $d=0$.]
35.18 (Kaplansky [1949b]) A topological ring $A$ is locally compact and strongly regular if and only if $A$ is the topological direct sum of $A_{1}, A_{2}$, and $A_{3}$, described as follows: $A_{1}$ is the direct sum of finitely many nondiscrete locally compact division rings; $A_{2}$ is topologically isomorphic to the local direct sum of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of discrete, strongly regular rings with identity relative to finite subfields $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, B_{\lambda}$ contains the identity of $A_{\lambda}$; and $A_{3}$ is a discrete strongly regular ring. [Use Exercises 35.12, 35.16(b), and 35.17.]

## 36 The Radical Topology

If $A$ is a ring with radical $R$, the radical topology of $A$ is the topology for which the powers $\left(R^{n}\right)_{n \geq 1}$ of $R$ form a fundamental system of neighborhoods of zero. Thus, the radical topology is Hausdorff if and only if $\bigcap_{n=1}^{\infty} R^{n}=$
$\{0\}$.
Here we shall show that much of the theory of artinian rings has a natural extension to the theory of rings that are linearly compact for the discrete topology and Hausdorff for the radical topology. But first, we need more information about artinian rings. The artinian rings are precisely the rings strictly linearly compact for the discrete topology, which is a bounded topology, by (2) of 28.14.

We shall call a ring or ideal a torsion [torsionfree, divisible, primary] ring or ideal if its underlying additive group is a torsion [torsionfree, divisible, primary] group.
36.1 Theorem. If $L$ is a left ideal of an artinian ring $A$, then the additive group $L$ is the direct sum of a divisible left ideal and a subgroup $M$ satisfying $m . M=\{0\}$ for some $m \geq 1$.

Proof. For each $q \in \mathbb{Z}, q . L$ is a left ideal. Consequently, there is an integer $m>0$ such that $m . L$ is minimal in the set $\{q . L: q>0\}$ of left ideals of $A$, ordered by inclusion. For any nonzero integer $n, n m . L \subseteq m . L$ and hence $n .(m . L)=n m . L=m . L$. Therefore $m . L$ is a divisible left ideal. By 30.2 there is an additive subgroup $M$ of $L$ such that the additive group $L$ is the direct sum of $m \cdot L$ and $M$. Then $M$ is isomorphic to the additive group $L / m . L$, and hence $m \cdot M=\{0\}$. •
36.2 Theorem. If $A$ is a nonzero, torsionfree artinian ring, then every left ideal of $A$ is a divisible left ideal, and $A$ has a left identity.

Proof. Every left ideal of $A$ is a divisible left ideal by 36.1 , since $A$ contains no nonzero torsion subgroups.

A nilpotent artinian ring is a discrete, linearly compact $\mathbb{Z}$-module by 34.12 and hence is a torsion ring by 30.10 . Therefore the radical $R$ of $A$ is a proper ideal by 27.15 , and hence $A / R$ has an identity element by 26.16 and 27.14. By 34.1 there is an idempotent $e \in A$ such that $e+R$ is the identity of $A / R$, and hence $x-e x \in R$ for each $x \in A$. To show that $e$ is a left identity of $A$, let $a \in A$, and let $b=a-e a$. We have just seen that the left ideal $J_{b}$ generated by $b$ is then divisible, so there exists $c \in J_{b}$ such that $2 . c=b$. Let $n \in \mathbb{Z}$ and $d \in A$ be such that $c=n . b+d b$. Then

$$
(2 n-1) \cdot c=-d b=-d(2 \cdot c)=(-2 \cdot d) c .
$$

By the preceding, $A$ is divisible, so there exists $h \in A$ such that ( $2 n-$ 1). $h=-2 . d$. Thus $(2 n-1) \cdot c=(2 n-1) . h c$, so as $A$ is torsionfree, $c=h c$, and hence $b=h b$. Consequently, $e h b=e b=e(a-e a)=0$. Therefore $(h-e h) b=h b=b$, so by iteration $(h-e h)^{k} b=b$ for all $k \geq 1$. As $h-e h \in R$, a nilpotent ideal by 27.15, we conclude that $b=0$ and hence $a=e a$.

The torsion subgroup $T$ of the additive group of a ring $A$ is an ideal, since if $a, t \in A$ and $n . t=0$, then $n . a t=a(n . t)=0$ and similarly $n . t a=0$. Moreover, $A / T$ is a torsionfree ring, for if $n .(a+T)=T$ where $n>0$, then $n . a \in T$, so $m n . a=m .(n . a)=0$ for some $m>0$, whence $a \in T$. Also the largest divisible subgroup $D$ of the additive group $A$ is an ideal, since if $a \in A, d \in D$ and $n>0$, there exists $b \in D$ such that $n . b=d$, whence $n . a b=a(n . b)=a d$ and similarly $n \cdot b a=d a$. We shall call $D$ the largest divisible ideal of $A$.

If $S$ is a subset of a ring $A$, the left [right] annihilator of $S$ is the set of all $x \in A$ such that $x S=\{0\}[S x=\{0\}]$, and the annihilator of $S$ is the set of all $s \in A$ such that $x S=S x=\{0\}$. The [left, right] annihilator of a set in a topological ring is clearly closed.
36.3 Theorem. If $D$ is the largest divisible ideal and $T$ the torsion ideal of an artinian ring $A$, then $D$ is contained in the annihilator of $T$, and $D \cap T$ is contained in the annihilator of $A$.

Proof. If $d \in D$ and $t \in T$, then there exists $n>0$ such that $n . t=0$ and there exists $h \in D$ such that $n . h=d$, so $d t=(n . h) t=h(n . t)=0$ and similarly $t d=0$. By 36.1 applied to $A, D+T=A$, so

$$
(D \cap T) A=(D \cap T)(D+T) \subseteq T D+D T=\{0\}
$$

and similarly $A(D \cap T)=\{0\}$.
36.4 Theorem. Let $T$ be the torsion ideal and $D$ the largest divisible ideal of an artinian ring $A$. There is a unique ideal $S$ of $A$ such that $S+T=A, S$ has a left identity, and $S \subseteq D$. Moreover, the ring $A$ is the direct sum of $S$ and $T$, and $S$ is a divisible ideal.

Proof. By 36.1 applied to $A, A$ contains a divisible subgroup $D_{0}$ such that $A / D_{0}$ is a torsion group. Since $D_{0}$ is contained in the largest divisible subgroup $D, A / D$ is an epimorphic image of $A / D_{0}$ and hence is a torsion group. By $30.2, D$ has a supplement $T_{0}$; as $T_{0}$ is isomorphic to $A / D, T_{0}$ is a torsion subgroup. Now $D \cap T$ is a divisible ideal, since if $m . d=0$ where $m>0$ and if $b \in D$ satisfies $n . b=d$, then $n m . b=0$, so $b \in D \cap T$. Consequently, by 30.2 , the additive group $D$ is the direct sum of an additive group $B$ and $D \cap T$. Clearly $T=(D \cap T)+T_{0}$. Therefore the additive group $A$ is the direct sum of $B$ and $T$. As $B \subseteq D, B T=T B=\{0\}$ by 36.3. As $A / T$ is a torsionfree artinian ring by 27.4 , it has a left identity element by 36.2. Thus, $B$ contains an element $f$ such that $x-f x \in T$ for all $x \in A$.

Let $S=f B$. As $D$ is an ideal, $S \subseteq D$. To show that $S$ is a subring, let $b, c \in B$, and let $b f c=d+t$ where $d \in B, t \in T$. Then $f b f c=f d+f t=$
$f d \in S$ as $B T=\{0\}$. To show that $S+T=A$, let $a \in A$, and let $a=b+t$ where $b \in B$ and $t \in T$. Then $a-f a \in T$ and $f t=0$, so

$$
a=f a+(a-f a)=f(b+t)+(a-f a)=f b+(a-f a) \in S+T
$$

Consequently,

$$
\begin{gathered}
S A=S(S+T) \subseteq S S+f B T \subseteq S \\
A S=(S+T) S \subseteq S S+T f B \subseteq S+T B=S
\end{gathered}
$$

as $T$ is an ideal, so $S$ is an ideal. Moreover, $S \cap T=\{0\}$, for if $b \in B$ and $f b \in T$, then $b-f b \in T$, whence $b \in T$, and thus $b \in B \cap T=\{0\}$. Therefore the ring $A$ is the direct sum of the ideals $S$ and $T$. Consequently, the ring $S$ is isomorphic to $A / T$ and hence is torsionfree. Thus by $36.2, S$ has a left identity element $e$ and is a divisible ideal.

Let $S^{\prime}$ be an ideal such that $S^{\prime}+T=A, S^{\prime}$ has a left identity $e^{\prime}$, and $S^{\prime} \subseteq D$. Let $s \in S$, and let $s=s^{\prime}+t$ where $s^{\prime} \in S^{\prime}$ and $t \in T$. Then $t=s-s^{\prime} \in D$, so $t \in D \cap T$, whence et $\in D T=\{0\}$. Therefore $s=e s=e s^{\prime}+e t=e s^{\prime} \in S^{\prime}$. Thus $S \subseteq S^{\prime}$, and similarly $S^{\prime} \subseteq S$.

We shall call the unique ideal $S$ of $A$ simply the ideal supplement of $T$. Thus the ideal supplement of $T$ is a divisible, torsionfree ideal.
36.5 Theorem. If $g$ is an epimorphism from an artinian ring $A$ to an artinian ring $A^{\prime}$, if $T$ and $T^{\prime}$ are respectively the torsion ideals of $A$ and $A^{\prime}$ and if $S$ and $S^{\prime}$ are their ideal supplements, then $g(S)=S^{\prime}$ and $g(T)=T^{\prime}$.

Proof. Let $D$ and $D^{\prime}$ be respectively the largest divisible subgroups of $A$ and $A^{\prime}$. Clearly $g(T) \subseteq T^{\prime}$ and $g(D) \subseteq D^{\prime}$ so

$$
g(S)+T^{\prime} \supseteq g(S)+g(T)=g(S+T)=g(A)=A^{\prime}
$$

and $g(S) \subseteq D^{\prime}$. Also, if $e$ is the left identity of $S, g(e)$ is the left identity of $g(S)$. Hence by $36.4, g(S)=S^{\prime}$. As $S^{\prime}+g(T)=A^{\prime}, g(T) \subseteq T^{\prime}$, and as $A^{\prime}$ is the direct sum of $S^{\prime}$ and $T^{\prime}$, we conclude that $g(T)=T^{\prime}$. $\bullet$

The subgroup [ideal] $T$ of all elements of a Hausdorff commutative group [ring] $A$ contained in some compact additive subgroup of $A$ is closed if $A$ is locally compact by 35.2 , but need not be closed in general. For example, in the group $\mathbb{Q}(\sqrt{2}) / \mathbb{Z}, T$ is the dense subgroup $\mathbb{Q} / \mathbb{Z}$, the subgroup of all elements of finite order, since a countable compact group is discrete by Baire's theorem and hence finite. Much can be established about $T$, however, if $A$ is complete and the open additive subgroups form a fundamental system of neighborhoods of zero:
36.6 Theorem. If $c$ is an element of a complete, Hausdorff, commutative group $A$ whose open subgroups form a fundamental system of neighborhoods of zero, then the closure [ $c$ ] of $\mathbb{Z} . c$, the cyclic group generated by $c$, is either an infinite discrete group or a compact group. The set $T$ of all elements $c$ such that $[c]$ is compact is a closed subgroup of $A$. If $A$ is the additive group of a topological ring, then $T$ is an ideal.

Proof. If $\mathbb{Z} . c$ is an infinite discrete group, then it is closed by 4.13 and hence is $[c]$.

Assume that $\mathbb{Z} . c$ is not discrete, and let $\mathcal{U}$ be the filter base of all open subgroups. Then for each $U \in \mathcal{U}, U \cap \mathbb{Z} . c$ is a nonzero subgroup of $\mathbb{Z} . c$ and hence $\mathbb{Z} . c /(\mathbb{Z} . c \cap U)$ is finite. By 5.2 , the canonical homomorphism $g$ from $\mathbb{Z} . c$ to $\varliminf_{U \in \mathcal{U}}(\mathbb{Z} . c /(\mathbb{Z} . c \cap U))$ is a topological isomorphism from $\mathbb{Z} . c$ to a dense subgroup. Consequently by $8.4,[c]$ is topologically isomorphic to $\varliminf_{U \in \mathcal{U}}(\mathbb{Z} . c /(\mathbb{Z} . c \cap U))$, which is compact by 5.20 and Tikhonov's theorem.

As mentioned in the proof of $35.2, T$ is a subgroup and, if $A$ is a ring, an ideal. Let $b \in \bar{T}$, and let $U \in \mathcal{U}$. Then there exists $c \in T$ such that $c-b \in U$, and there exists $n>0$ such that $n . c \in U$. As $U$ is a subgroup, $n .(c-b) \in U$ and therefore $n . b=n . c-n .(c-b) \in U$. Thus $\mathbb{Z} . b$ is not an infinite discrete group, and hence $b \in T$. -
36.7 Definition. Let $A$ be a complete, Hausdorff, abelian group [ring] whose open [additive] subgroups form a fundamental system of neighborhoods of zero. The topological torsion subgroup [ideal] of $A$ is the group [ideal] $T$ of all elements $c \in A$ such that [c] is compact, and $A$ is a topological torsion group [ring] if $A=T$. For each prime $p$, the topological $p$-primary component of $T$ is the set $T_{p}$ of all elements $c \in A$ such that

$$
\lim _{n \rightarrow \infty} p^{n} . c=0
$$

and $A$ is a topological $p$-primary group [ring] if $A=T_{p}$.
Clearly $T_{p}$ is indeed a subset of $T$ and is a subgroup [an ideal] of $A$. To describe the relation between the topological torsion group [ideal] and its primary components, we need the following definition:
36.8 Definition. Let $\left(A_{\lambda}\right)_{\lambda \in L}$ be a family of subgroups [subrings] of a Hausdorff, abelian topological group [ring] $A$, and let $\mathcal{U}$ be the filter of neighborhoods of zero. We define $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ to be the subgroup [subring] of $\prod_{\lambda \in L} A_{\lambda}$ consisting of all $\left(x_{\lambda}\right)_{\lambda \in L}$ such that for every $U \in \mathcal{U}, x_{\lambda} \in U$ for all but finitely many $\lambda \in L$. The uniform topology on $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is that for which $\left\{\mathfrak{S}_{\lambda \in L} A_{\lambda} \cap \prod_{\lambda \in L}\left(U \cap A_{\lambda}\right): U \in \mathcal{U}\right\}$ is a fundamental system of neighborhoods of zero.

It is easy to verify that the indicated fundamental system of neighborhoods of zero satisfies the conditions (TGB 1), (TBG 2) [and (TRN 1), (TRN 2)] on pages 20-21. If $A=A_{\lambda}=\mathbb{R}$ for all $\lambda \in L$, then $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is simply the group [ring] of all real-valued functions on $L$ that "vanish at infinity," furnished with the uniform topology.

For each $\mu \in L$, the restriction $\sigma_{\mu}$ to $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ of the canonical projection $p r_{\mu}$ from $\prod_{\lambda \in L} A_{\lambda}$ to $A_{\mu}$ is a topological epimorphism. Indeed, clearly $i n_{\mu}\left(A_{\mu}\right) \subseteq \mathfrak{S}_{\lambda \in L} A_{\lambda}$ where $i n_{\mu}$ is the canonical injection from $A_{\mu}$ to $\prod_{\lambda \in L} A_{\lambda}$, so $\sigma_{\mu}\left(\mathfrak{S}_{\lambda \in L} A_{\lambda}\right)=A_{\mu}$. The uniform topology on $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is stronger than that induced by the cartesian product topology on $\prod_{\lambda \in L} A_{\lambda}$, so $\sigma_{\mu}$ is continuous. Therefore the identity

$$
p r_{\mu}\left(\mathfrak{S}_{\lambda \in L} A_{\lambda} \cap \prod_{\lambda \in L}\left(U \cap A_{\lambda}\right)\right)=U \cap A_{\mu}
$$

for each $U \in \mathcal{U}$ establishes that $\sigma_{\mu}$ is a topological epimorphism.
It is easy to see that if, for each $\lambda \in L, B_{\lambda}$ is a subgroup [subring] of $A_{\lambda}$, then $\mathfrak{S}_{\lambda \in L} B_{\lambda}$ is a topological subgroup [subring] of $\mathfrak{S}_{\lambda \in L} A_{\lambda}$, that is, the uniform topology on $\mathfrak{S}_{\lambda \in L} B_{\lambda}$ is the topology induced on $\mathfrak{S}_{\lambda \in L} B_{\lambda}$ by the uniform topology of $\mathfrak{S}_{\lambda \in L} A_{\lambda}$.

If $A$ is a complete, Hausdorff, abelian group for which the open subgroups form a fundamental system of neighborhoods of zero, then by $10.5, \mathfrak{S}_{\lambda \in L} A_{\lambda}$ is the set of summable families $\left(x_{\lambda}\right)_{\lambda \in L}$ such that $x_{\lambda} \in A_{\lambda}$ for all $\lambda \in L$.
36.9 Theorem. Let $A$ be a complete, Hausdorff, abelian group [ring] for which the open [additive] subgroups form a fundamental system of neighborhoods of zero. Let $T$ be the topological torsion subgroup [ideal] of $A$, let $P$ be the set of prime integers, and for each $p \in P$ let $T_{p}$ be the topological $p$-primary component of $T$. The function $S$ from $\mathfrak{S}_{p \in P} T_{p}$ to $T$, defined by

$$
S\left(\left(c_{p}\right)_{p \in P}\right)=\sum_{p \in P} c_{p}
$$

is a topological isomorphism.
Proof. Let $\mathcal{U}$ be the filter base of open additive subgroups of the ideal $T$. Let $\left(c_{p}\right)_{p \in P} \in \mathfrak{S}_{p \in P} T_{p}$. As $\bigcup_{p \in P} T_{p} \subseteq T$, and as $T$ is a subgroup, $\sum_{p \in F} c_{p} \in T$ for any finite subset $F$ of $P$; hence as $T$ is closed, $\sum_{p \in P} c_{p} \in T$. Thus the range of $S$ is indeed contained in $T$. Clearly $S$ is an additive homomorphism.

Let $c \in T$. As $[c]$ is compact, for each $U \in \mathcal{U}$ the image $([c]+U) / U$ of $[c]$ under the canonical epimorphism from $T$ to $T / U$ is a finite group, and hence for each prime $p$ there exists $c_{p, U} \in T$ such that $c_{p, U}+U$ is the $p$-primary
component of $([c]+U) / U$. Then $c_{p, U} \in U$ for all but finitely many $U \in \mathcal{U}$, and

$$
\begin{equation*}
c+U=\sum_{p \in P} c_{p, U}+U \tag{1}
\end{equation*}
$$

If $U, V \in \mathcal{U}$ are such that $V \subseteq U$, the restriction to $([c]+V) / V$ of the canonical epimorphism $\phi_{U, V}$ from $T / V$ to $T / U$ is an epimorphism taking the $p$ th component of $c+V$ to the $p$-th component of $c+U$ for each $p \in P$; in short, $c_{p, V}+U=c_{p, U}+U$, that is, $c_{p, V}+V \subseteq c_{p, U}+U$ whenever $V \subseteq U$. Thus for each $p \in P,\left\{c_{p, U}+U: U \in \mathcal{U}\right\}$ is a Cauchy filter base of closed sets (as $c_{p, U}+U$ is a $U$-small subset) and hence converges to an element $c_{p} \in T$. For each $U \in \mathcal{U}, c_{p} \in c_{p, U}+U$ and hence $c_{p}-c_{p, U} \in U$. For each $U \in \mathcal{U}$, as $c_{p, U}+U$ belongs to the $p$ th component of $([c]+U) / U$, there exists $n \geq 1$ such that $p^{n} . c_{p, U} \in U$. Consequently,

$$
\begin{equation*}
p^{n} . c_{p}=p^{n} .\left(c_{p}-c_{p, U}\right)+p^{n} . c_{p, U} \in U, \tag{2}
\end{equation*}
$$

so $p^{m} . c_{p} \in U$ for all $m \geq n$ as $U$ is a subgroup. Hence $\lim _{n \rightarrow \infty} p^{n} . c_{p}=0$, that is, $c_{p} \in T_{p}$. For each $U \in \mathcal{U}$, the set $P_{U}$ of primes such that $c_{p, U} \notin U$ is finite, and $c-\sum_{p \in P_{U}} c_{p, U} \in U$. Consequently, by (1) and (2), for any finite subset $J$ of $P$ containing $P_{U}$,

$$
c-\sum_{p \in J} c_{p}=c-\sum_{p \in J} c_{p, U}+\sum_{p \in J}\left(c_{p, U}-c_{p}\right) \in U+U=U .
$$

Therefore $\left(c_{p}\right)_{p \in P}$ is summable, and its sum is $c$. Thus by $10.5,\left(c_{p}\right) \in$ $\mathfrak{S}_{p \in P} T_{p}$. Consequently, $S$ is an additive epimorphism.

Let $\left(c_{p}\right)_{p \in P} \in \mathcal{S}_{p \in P} T_{p}$, and let $c=\sum_{p \in P} c_{p}$. Then for each $U \in \mathcal{U}$, $c_{p}+U$ is clearly the $p$ th component of $c+U$ in the torsion group $T / U$. Therefore, if $c=0$, then for each $U \in \mathcal{U}, c_{p} \in U$ for all $p \in P$ by 30.5 , and consequently $c_{p}=0$ for all $p \in P$. Thus $S$ is injective and hence an additive isomorphism.

Let $U \in \mathcal{U}$, and let $U^{\prime}=\prod_{p \in P}\left(U \cap T_{p}\right)$. If $\left(c_{p}\right)_{p \in P} \in U^{\prime}$, then $c_{p} \in U$ for all $p \in P$ and hence $\sum_{p \in P} c_{p} \in U$ as $U$ is a closed subgroup. Conversely, let $c \in U$, and let $c=\sum_{p \in P} c_{p}$. As $c+U$ is the zero element of $T / U$, each each of its components $c_{p}+U$ is also the zero element by 30.5 , and hence $\left(c_{p}\right)_{p \in P} \in U^{\prime}$. Thus $S\left(U^{\prime}\right)=U$, so $S$ is an additive topological isomorphism.

Finally, assume that $A$ is a topological ring. If $p$ and $q$ are distinct primes, then $T_{p} T_{q}=\{0\}$. Indeed, if $a \in T_{p}$ and if $b \in T_{q}$, then for any $n \geq 1$ there exist integers $r_{n}$ and $s_{n}$ such that $r_{n} p^{n}+s_{n} q^{n}=1$ and hence $a b=r_{n} \cdot\left(p^{n} \cdot a\right) b+s_{n} \cdot a\left(q^{n} \cdot b\right)$. As each $U \in \mathcal{U}$ is an additive group,

$$
\lim _{n \rightarrow \infty} r_{n} \cdot\left(p^{n} \cdot a\right) b=0=\lim _{n \rightarrow \infty} s_{n} \cdot a\left(q^{n} \cdot b\right)
$$

Consequently, $a b=0$. Therefore by 10.16 , for any $\left(a_{p}\right)_{p \in P},\left(b_{p}\right)_{p \in P} \in$ $\mathfrak{S}_{p \in P} T_{p}$,

$$
\sum_{p \in P} a_{p} \sum_{p \in P} b_{p}=\sum_{p \in P} a_{p} b_{p}
$$

Thus $S$ is a topological isomorphism from the topological ring $\mathfrak{S}_{p \in P} T_{p}$ to T.

The discrete case of Theorem 36.9 yields the ring extension of Theorem 30.5:
36.10 Corollary. A torsion ring $T$ is the direct sum of its primary components ( $\left.T_{p}\right)_{p \in P}$.

Proof. Indeed, if $T$ is given the discrete topology, for any prime $p$ the topological $p$-primary component of $T$ is its $p$-primary component, and $\mathfrak{S}_{p \in P} T_{p}$ is the discrete ring $\bigoplus_{p \in P} T_{p} . \bullet$
36.11 Theorem. Let $\left(A_{\lambda}\right)_{\lambda \in L}$ be a family of subgroups [subrings] of a Hausdorff, abelian topological group [ring] $A$. (1) If for each $\mu \in L, A_{\mu}$ is complete, then $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is complete. (2) If for each $\mu \in L, A_{\mu}$ is a [strictly] linearly compact module or ring, then $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is [strictly] linearly compact if and only if $\mathfrak{S}_{\lambda \in L} A_{\lambda}=\prod_{\lambda \in L} A_{\lambda}$, or equivalently, for each neighborhood $U$ of zero in $A, A_{\lambda} \subseteq U$ for all but finitely many $\lambda \in L$.

Proof. For each $\mu \in L$, let $p r_{\mu}$ be the canonical projection from $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ to $A_{\mu}$, let $\mathcal{U}$ be a fundamental system of symmetric neighborhoods of zero, and for each $U \in \mathcal{U}$, let $\widetilde{U}=\mathfrak{S}_{\lambda \in L} A_{\lambda} \cap \prod_{\lambda \in L}\left(A_{\lambda} \cap U\right)$. A subset $F$ of $\mathfrak{S}_{\lambda \in L} A_{\lambda}$ is $\tilde{U}$-small if and only if for all $\mu \in L, p r_{\mu}(F)$ is $\left(A_{\mu} \cap U\right)$-small.
(1) Let $\mathcal{F}$ be a Cauchy filter base on $\mathfrak{S}_{\lambda \in L} A_{\lambda}$. Then for each $\mu \in L$, $p r_{\mu}(\mathcal{F})$ is a Cauchy filter base on $A_{\mu}$ and hence converges to some $a_{\mu} \in A_{\mu}$. To show that $\left(a_{\mu}\right)_{\mu \in L} \in \mathfrak{S}_{\lambda \in L} A_{\lambda}$, let $U \in \mathcal{U}$, let $V \in \mathcal{U}$ be such that $V+V \subseteq U$, and let $F \in \mathcal{F}$ be $\tilde{V}$-small. Let $\left(b_{\lambda}\right)_{\lambda \in L} \in F$. For each $\mu \in L, a_{\mu} \in \overline{p r_{\mu}(F)} \subseteq p r_{\mu}(F)+V$, so there exists $\left(c_{\lambda}\right)_{\lambda \in L} \in F$ such that $a_{\mu} \in c_{\mu}+V$, and consequently

$$
a_{\mu}-b_{\mu}=\left(a_{\mu}-c_{\mu}\right)+\left(c_{\mu}-b_{\mu}\right) \in V+V \subseteq U
$$

Therefore as $b_{\mu} \in U$ for all but finitely many $\mu \in L, a_{\mu} \in U$ for all but finitely many $\mu \in L$. Thus $\left(a_{\mu}\right)_{\mu \in L} \in \mathfrak{S}_{\lambda \in L} A_{\lambda}$. Moreover, for any $\left(x_{\lambda}\right)_{\lambda \in L} \in F$ and any $\mu \in L, x_{\mu}-a_{\mu}=\left(x_{\mu}-b_{\mu}\right)+\left(b_{\mu}-a_{\mu}\right) \in V+V \subseteq U$, so $\left(x_{\lambda}\right)_{\lambda \in L} \in\left(a_{\lambda}\right)+\widetilde{U}$; thus $F \subseteq\left(a_{\lambda}\right)_{\lambda \in L}+\widetilde{U}$. Consequently, $\mathcal{F}$ converges to $\left(a_{\lambda}\right)_{\lambda \in L}$.
(2) We may assume that each $U \in \mathcal{U}$ is an additive subgroup. If $U \in \mathcal{U}$, $\left(\mathfrak{S}_{\lambda \in L} A_{\lambda}\right) / \widetilde{U}$ is isomorphic to the discrete module $\bigoplus_{\lambda \in L}\left(A_{\lambda} /\left(A_{\lambda} \cap U\right)\right)$,
and thus by 28.21 and 28.7 [27.6] is linearly compact [artinian] if and only if for all but finitely many $\lambda \in L, A_{\lambda} /\left(A_{\lambda} \cap U\right)=\{0\}$, that is, $A_{\lambda} \subseteq U$. Consequently by (1) and 28.15 , the assertion holds. •

For each prime $p$, the additive group $\mathbb{Q}_{p}$ is an example of a divisible, topological torsion group that is torsionfree, and its quotient group $\mathbb{Q}_{p} / \mathbb{Z}_{p}$, also denoted by $\mathbb{Z}\left(p^{\infty}\right)$, is a basic divisible $p$-primary group, as noted on page 253. By (3) of 18.10 , the closed, nonzero, proper subgroups of $\mathbb{Q}_{p}$ are the groups $p^{n} \mathbb{Z}_{p}$ where $n \in \mathbb{Z}$. The topological automorphism $x \rightarrow p^{n} x$ of the additive group $\mathbb{Q}_{p}$ induces a topological isomorphism from $\mathbb{Q}_{p} / \mathbb{Z}_{p}$ to $\mathbb{Q}_{p} / p^{n} \mathbb{Z}_{p}$ for each $n \in \mathbb{Z}$. Thus, for each $n \in \mathbb{Z}, \mathbb{Q}_{p} / p^{n} \mathbb{Z}_{p}$ is a basic $p$-primary group. Consequently, the $\mathbb{Z}$-module $\mathbb{Q}_{p}$ is a strictly linearly compact $\mathbb{Z}$ module. The absence of subgroups topologically isomorphic to $\mathbb{Q}_{p}$ or $\mathbb{Q}_{p} / \mathbb{Z}_{p}$ in the additive group of a linearly compact ring, furnished with its radical topology, is both necessary and sufficient for several attractive statements. Consequently, we shall say that an additive subgroup of a topological ring is pathological if it is topologically isomorphic either to the additive topological group $\mathbb{Q}_{p}$ or to a basic divisible $p$-primary group for some prime $p$. One reason for calling these topological groups pathological is apparent from the following theorem:
36.12 Theorem. Let $A$ is a bounded, strictly linearly compact ring. If $D$ is the largest divisible ideal of $A$ and $T$ its topological torsion ideal, then $D \cap T$ is contained in the annihilator of $A$. In particular, a pathological subgroup of $A$ is contained in its annihilator.

Proof. Let $U$ be an open ideal of $A$. Then $A / U$ is an artinian ring, and the image of $D \cap T$ under the canonical epimorphism from $A$ to $A / U$ is a divisible, torsion ideal. Thus by $36.3, A(D \cap T) \subseteq U$ and $(D \cap T) A \subseteq U$. Therefore $A(D \cap T)=\{0\}=(D \cap T) A$.

The following theorem gives a useful characterization of pathological groups:
36.13 Theorem. Let $p$ be a prime, and let $E$ be a complete, Hausdorff, nonzero abelian group whose open subgroups form a fundamental system of neighborhoods of zero. If $E$ contains a dense subgroup $H$ generated by a family $\left(a_{i}\right)_{i \in \mathbb{Z}}$ of elements satisfying $p . a_{i+1}=a_{i}$ for all $i \in \mathbb{Z}$ and $\lim _{i \rightarrow \infty} a_{-i}=0$, then $E$ is topologically isomorphic either to the additive group $\mathbb{Q}_{p}$ or a basic divisible $p$-primary group.

Proof. Let $A_{p}=\bigcup_{i \geq 0} p^{-i} \mathbb{Z}$, the additive subgroup of $\mathbb{Q}_{p}$ generated by $\left\{p^{-i}: i \in \mathbb{N}\right\}$. It is easy to verify that there is a unique epimorphism $g$ from $A_{p}$ to $H$ satisfying $g\left(p^{-i}\right)=a_{i}$ for all $i \in \mathbb{Z}$ and that $g$ is continuous. Its continuous extension $\widehat{g}$ from $\mathbb{Q}_{p}$ to $E$ is a topological epimorphism since $\mathbb{Q}_{p}$
is a strictly linearly compact $\mathbb{Z}$-module. Thus $E$ is topologically isomorphic either to $\mathbb{Q}_{p}$ or to the basic divisible $p$-primary group $\mathbb{Q}_{p} / p^{n} Z_{p}$ for some $n \in \mathbb{Z}$.

The following two lemmas enable us to infer the existence of a pathological group in a topological ring from the existence of one in a quotient ring:
36.14 Lemma. Let $\phi$ be an epimorphism from an artinian ring $A$ to an artinian ring $A^{\prime}$, let $p$ be a prime, and let $s \in \mathbb{N}$. If $\left(a_{j}^{\prime}\right)_{j \in \mathbb{Z}}$ is a family of elements of $A^{\prime}$ satisfying p. $a_{j+1}^{\prime}=a_{j}^{\prime}$ for all $j \in \mathbb{Z}$ and, for some $r \leq 0$, $a_{r}^{\prime} \neq 0$ but $a_{r-1}^{\prime}=0$, then there is a family $\left(a_{j}\right)_{j \in \mathbb{Z}}$ of elements of $A$ satisfying $p . a_{j+1}=a_{j}$ for all $j \in \mathbb{Z}, a_{q} \neq 0$ but $a_{q-1}=0$ for some $q \leq r$, and $\phi\left(a_{j}\right)=a_{j}^{\prime}$ for all $j \leq s$.

Proof. Let $T$ and $T^{\prime \prime}$ be the torsion ideals of $A$ and $A^{\prime}$ respectively, $T_{p}$ and $T_{p}^{\prime}$ their $p$-primary components. By $36.5, \phi(T)=T^{\prime}$ and hence by 30.5, $\phi\left(T_{p}\right)=T_{p}^{\prime}$. The additive group $T_{p}$ is the direct sum of its largest divisible subgroup $D_{p}$ and a subgroup $B_{p}$ satisfying $m . B_{p}=\{0\}$ for some $m \geq 1$. Let $p^{k}$ be the largest power of $p$ dividing $m$. If $a \in T_{p}$ and if $p^{n} . a=0$ where $n \geq k$, then $p^{k}$ is the greatest common divisor of $m$ and $p^{n}$, so there exist integers $r$ and $s$ such that $r p^{n}+s m=p^{k}$, whence $p^{k} . a=r .\left(p^{n} . a\right)+s .(m . a)=0$. Thus $p^{k} . B_{p}=\{0\}$. Let $d \in D_{p}$ and $b \in B_{p}$ be such that $\phi(b+d)=a_{k+s}^{\prime}$. Let $a_{s}=p^{t} . d$. As $a_{s} \in D_{p}$, there exists a sequence $\left(a_{j}\right)_{j>s}$ in $D_{p}$ such that $p . a_{j+1}=a_{j}$ for all $j \geq s$. Let $a_{j}=p^{s-j} . a_{s}$ for all $j<s$. Clearly $\left(a_{j}\right)_{j \in \mathbb{Z}}$ has the desired properties.
36.15 Lemma. Let $A$ be a bounded, metrizable, strictly linearly compact ring, and let $U$ be an open ideal of $A$. If $c+U$ is a nonzero element of a pathological subgroup of $A / U$, then $A$ contains a pathological subgroup whose image in $A / U$ contains $c+U$.

Proof. By 12.16 there is a decreasing sequence $\left(U_{n}\right)_{n \geq 0}$ of open ideals that forms a fundamental system of neighborhoods of zero such that $U_{0}=U$. By hypothesis, for some prime $p$ there is a family $\left(a_{0, j}\right)_{j \in \mathbb{Z}}$ in $A$ such that p. $a_{0, j+1}-a_{0, j} \in U_{0}$ for all $j \in \mathbb{Z}, a_{0,0} \notin U_{0}$, but $a_{0,-1} \in U_{0}$, and $c=a_{0, r}$ for some $r \geq 0$. An inductive application of 36.14 to the canonical epimorphism from $A / U_{i}$ to $A / U_{i-1}$ yields, for each $i>0$, a family $\left(a_{i, j}\right)_{j \in \mathbb{Z}}$ such that p. $a_{i, j+1}-a_{i, j} \in U_{i}$ for all $j \in \mathbb{Z}, a_{i, j}-a_{i-1, j} \in U_{i-1}$ for all $j \leq i+r$, and $a_{i, q(i)} \in U_{i}$ for some $q(i) \leq 0$. Given $j \in \mathbb{Z}$, the sequence $\left(a_{i, j}\right)_{i \geq 0}$ is easily seen to be a Cauchy sequence and hence converges to some $b_{j} \in A$. Clearly $p . b_{j+1}=b_{j}$ for all $j \in \mathbb{Z}$, and as $a_{s, r}-a_{0, r} \in U_{0}$ for all $s \geq 0$, $b_{r}-c=b_{r}-a_{0, r} \in U$ as $U$ is closed. An easy argument establishes that $\lim _{k \rightarrow \infty} b_{-k}=\lim _{k \rightarrow \infty} p^{k} . b_{0}=0$, so the proof is complete by 36.13 . $\bullet$

The following theorem generalizes the statement that a semisimple linearly compact ring is strictly linearly compact.
36.16 Theorem. Let $A$ be a topological ring with radical $R$. (1) $A$ is linearly compact and the filter base $\left(R^{n}\right)_{n \geq 1}$ converges to zero if and only if $A$ is strictly linearly compact and $\bigcap_{n=1}^{\infty} \overline{R^{n}}=(0)$. (2) If the radical topology of $A$ is linearly compact, then it is strictly linearly compact.

Proof. (1) We shall first establish that for each $n \geq 1, \overline{R^{n}} / \overline{R^{n+1}}$ is a strictly linearly compact $A$-module. Since $\left\{y \in A: R y \subseteq \overline{R^{n+1}}\right\}$ is closed and contains $R^{n}$, it contains $\overline{R^{n}}$. Thus as $R \overline{R^{n}} \subseteq \overline{R^{n+1}}$, we may regard $\overline{R^{n}} / \overline{R^{n+1}}$ as a module over $A / R$ that has the same submodules as the $A$-module $\overline{R^{n}} / \overline{R^{n+1}}$. By (1) of $28.16, A / \overline{R^{n+1}}$ is a linearly compact $A$ module, so again by (1) of $28.16, \overline{R^{n}} / \overline{R^{n+1}}$ is a linearly compact $A$-module and hence a linearly compact $(A / R)$-module. By $29.13, A / R$ is a strictly linearly compact ring. Therefore by $33.19, \overline{R^{n}} / \overline{R^{n+1}}$ is a strictly linearly compact $A / R$-module and hence a strictly linearly compact $A$-module.

An inductive argument now establishes that $A / \overline{R^{m}}$ is a strictly linearly compact $A$-module for all $m \geq 1$. Indeed, if $A / \overline{R^{n}}$ is a strictly linearly compact $A$-module, then $\left(A / \overline{R^{n+1}}\right) /\left(\overline{R^{n}} / \overline{R^{n+1}}\right)$ is a strictly linearly compact $A$-module as it is topologically isomorphic to $A / \overline{R^{n}}$ by 5.13 , so as the $A$-module $\overline{R^{n}} / \overline{R^{n+1}}$ is strictly linearly compact, the $A$-module $A / \overline{R^{n+1}}$ is strictly linearly compact by (2) of 28.16 .

Necessity: Let $U$ be an open left ideal of $A$. By hypothesis, there exists $n \geq 1$ such that $R^{n} \subseteq U$ and hence $\overline{R^{n}} \subseteq U$ as $U$ is closed. As $\phi: x+\overline{R^{n}} \rightarrow$ $x+U$ is a continuous $A$-linear transformation from $A / \overline{R^{n}}$ onto $A / U, A / U$ is a discrete, strictly linearly compact $A$-module by the preceding and 28.11. Therefore $A / U$ is an artinian $A$-module by (2) of 28.14. Consequently, $A$ is strictly linearly compact by (2) of 28.15 .

Sufficiency: By 33.8 and 28.13 , a strictly linearly compact topology is a Leptin topology. Therefore by 33.5, as $\bigcap_{n=1}^{\infty} \overline{R^{n}}=(0)$, the filter base $\left(R^{n}\right)_{n \geq 1}$ converges to zero. Clearly (2) follows from (1). -

These considerations yield a generalization of Corollary 34.15:
36.17 Theorem. Let $A$ be a topological ring. (1) If $A$ is compact and totally disconnected, then $A$ is a bounded, strongly linearly compact ring that has no pathological subgroups. (2) If $A$ is metrizable, then $A$ is compact and totally disconnected if and only if $A$ is a bounded, strongly linearly compact ring that has no pathological subgroups. (3) If $A$ has an identity, then $A$ is compact if and only if $A$ is a bounded and strongly linearly compact.

Proof. A compact ring with identity is totally disconnected by 32.3 , and a totally disconnected compact ring is ideally topologized by 4.20 and hence strongly linearly compact. A compact ring is also bounded by 12.3. By 12.6, a bounded linearly compact ring is ideally topologized. (1) A pathological subgroup is complete (indeed, locally compact) but not compact and hence is not contained in a compact group.
(2) and (3): Sufficiency: Let $U$ be a proper open ideal. Then $A / U$ is a discrete, strongly linearly compact $A$-module by 28.16 , hence is a strictly linearly compact $A$-module by 30.11 , and therefore is a strictly linearly compact ring. By the condition of (2) and $36.15, A / U$ contains no pathological subgroups and therefore is finite by 36.10 ; by the hypothesis of (3) and 36.12 , the same conclusion holds. If $\mathcal{U}$ is the filter base of all open ideals, $A$ is topologically isomorphic to $\varliminf_{U \in \mathcal{U}}(A / U)$ by 8.5 , and therefore, $A$ is compact by Tikhonov's theorem.

The following three theorems prepare for the proof of Theorem 36.21, which characterizes those rings linearly compact for the radical topology that lack pathological subgroups.
36.18 Theorem. Let $E$ be an $A$-module, $J$ an ideal of $A$. If $F$ is a submodule of $E$ that is closed for the $J$-topology of $E$ and if $E=F+J E$, then $E=F$.

Proof. If $E=F+J^{k} E$, then $J E \subseteq J F+J^{k+1} E \subseteq F+J^{k+1} E$, so $E=F+J E=F+J^{k+1} E$. Thus

$$
E=\bigcap_{n=1}^{\infty}\left(F+J^{n} E\right)=F
$$

by 3.3 , as $F$ is closed. -
36.19 Theorem. If $F$ is a unitary module over a semisimple artinian ring $A$ and if $F$ is linearly compact for the discrete topology, then $F$ is finitely generated.

Proof. By 33.13 and $33.16, F$ is a semisimple $A$-module and hence, by 33.14 , is the direct sum of a family $\left(M_{\lambda}\right)_{\lambda \in L}$ of simple submodules. Thus $F$ is isomorphic to $\bigoplus_{\lambda \in L} M_{\lambda}$. By $28.21, L$ is finite. For each $\lambda \in L$, let $x_{\lambda}$ be a nonzero element of $L_{\lambda}$. Then $A=\sum_{\lambda \in L} A x_{\lambda}$.
36.20 Theorem. If a topological ring $A$, furnished with the radical topology, is the topological direct sum of ideals $B$ and $C$, then the induced topologies on $B$ and $C$ are their radical topologies.

Proof. We shall prove, for example, that the topology induced on $B$ is its radical topology. The radicals of $B$ and $C$ are $R \cap B$ and $R \cap C$ respectively by
26.18. Thus by $26.21, R=(R \cap B)+(R \cap C)$, and consequently $(R+C) / C=$ $((R \cap B)+C) / C$. The restriction $\phi$ of the canonical epimorphism from $A$ to $A / C$ to $B$ is a topological isomorphism. Consequently, the radical of $A / C$ is $((R \cap B)+C) / C$. Thus $(R+C) / C$ is the radical of $A / C$. As $((R+C) / C)^{n}=\left(R^{n}+C\right) / C$ for all $n \geq 1$, the quotient topology of $A / C$ is its radical topology. As $B$ is topologically isomorphic to $A / C$, therefore, the topology induced on $B$ is its radical topology.

We note next that if $I$ and $J$ are ideals of a ring $A$ that are finitely generated left ideals, then $I J$ is a finitely generated left ideal. Indeed, if $I=\sum_{i=1}^{m}\left(\mathbb{Z} a_{i}+A a_{i}\right)$ and $J=\sum_{j=1}^{n}\left(\mathbb{Z} b_{j}+A b_{j}\right)$, then

$$
\begin{aligned}
I J & =I\left(\sum_{j=1}^{n} \mathbb{Z} b_{j}\right)+I\left(\sum_{j=1}^{n} A b_{j}\right)=\sum_{j=1}^{n} I b_{j}+\sum_{j=1}^{n} I A b_{j} \\
& =\sum_{j=1}^{n} I b_{j}=\sum_{i=1}^{m} \sum_{j=1}^{n}\left(\mathbb{Z} a_{i} b_{j}+A a_{i} b_{j}\right) .
\end{aligned}
$$

Our principal result concerning the absence of pathological groups is the following:
36.21 Theorem. Let $A$ be a ring linearly compact for its radical topology, and let $R$ be the radical of $A$. The following statements are equivalent:
$1^{\circ} A$ contains no pathological subgroups.
$2^{\circ}$ The annihilator of $A$ is compact.
$3^{\circ} A$ contains an idempotent $e$ whose right annihilator is compact and contained in $R$.
$4^{\circ} R$ is a finitely generated left ideal.
If these conditions hold, then for each $k \geq 1, A / R^{k}$ is both an artinian and a noetherian $A$-module (and hence an artinian and a noetherian ring); if, in addition, $A / R$ is finite, then the radical topology is compact.

Proof. If $A \neq R$, then as $R$ is open, $A / R$ is a nonzero, semisimple artinian ring $R$ by 36.16 and 28.15 , and consequently $A / R$ has an identity element by 27.14. For each $n \geq 1, R^{n} / R^{n+1}$ is an ( $A / R$ )-module; we let $M_{n+1}$ and $N_{n+1}$ be respectively the unitary and trivial submodules of the $A / R$-module $R^{n} / R^{n+1}$. If $A=R$, then $R^{n} / R^{n+1}$ is a trivial $(A / R)$-module, so we let $M_{n+1}$ be the zero submodule of $R^{n} / R^{n+1}$ and $N_{n+1}=R^{n} / R^{n+1}$. Clearly $R^{n} / R^{n+1}$ is the direct sum of its submodules $M_{n+1}$ and $N_{n+1}$.

First we shall show that if $1^{\circ}$ holds, then $N_{n+1}$ is finite. Indeed, $N_{n+1}$ is a discrete, trivial module and hence is discrete and strongly linearly compact.

By $36.15, N_{n+1}$ contains no pathological subgroups, so by $30.10, N_{n+1}$ is finite.

To show that $1^{\circ}$ implies $4^{\circ}$, let $M$ and $N$ be the left ideals of $A$ containing $R^{2}$ such that $M / R^{2}=M_{2}$ and $N / R^{2}=N_{2}$. Either $M / R^{2}$ is the zero module or $M / R^{2}$ is a discrete, linearly compact, unitary $(A / R)$-module and hence is finitely generated by 36.19. By the preceding paragraph, $N / R^{2}$ is finite. Thus there exist $x_{1}, \ldots, x_{n} \in M$ such that $M=A x_{1}+\ldots+A x_{n}+R^{2}$, there exist $y_{1}, \ldots, y_{m} \in N$ such that $N=\mathbb{Z} . y_{1}+\ldots+\mathbb{Z} . y_{m}$, and there exists $q>0$ such that $q . y \in R^{2}$ for all $y \in N$. Consequently, there exist $z_{1}, \ldots, z_{r} \in R$ such that $q . y_{i} \in R z_{1}+\ldots+R z_{r}$ for all $i \in[1, m]$. Let

$$
J=A x_{1}+\ldots+A x_{n}+A y_{1}+\ldots+A y_{m}+A z_{1}+\ldots+A z_{r}
$$

a closed left ideal by 28.18 . Let

$$
I=J+\mathbb{Z} \cdot y_{1}+\ldots+\mathbb{Z} \cdot y_{m}
$$

Clearly $I / J$ is a surjective image of $\mathbb{Z}^{m} /(\mathbb{Z} q)^{m}$ and hence is finite. Thus $I$ is the union of finitely many cosets of $J$, each of which is closed, and therefore $I$ is closed. Furthermore, $R=M+N+R^{2}=I+R^{2}$. Therefore $R=I$ by 36.18 and hence $R$ is a finitely generated left ideal.

To show that $4^{\circ}$ implies $1^{\circ}$, suppose that $A$ contains a pathological subgroup $G$. By $36.12, G$ is contained in the annihilator of $A$ and hence in $R$ by 26.14. Let $n$ be the largest integer such that $G \subseteq R^{n}$. The image $G^{\prime}$ of $G$ in $R^{n} / R^{n+1}$ is then a basic primary subgroup. As $R$ is a finitely generated left ideal, all powers of $R$ are finitely generated left ideals, and hence $R^{n} / R^{n+1}$ is a finitely generated $(A / R)$-module. As $N_{n+1}$ is a direct summand of the $(A / R)$-module $R^{n} / R^{n+1}, N_{n+1}$ is also finitely generated. As $G$ is contained in the annihilator of $A, G^{\prime} \subseteq N_{n+1}$. As $N_{n+1}$ is discrete and strongly linearly compact, $N_{n+1}$ is a torsion module by 30.10 . Hence as $N_{n+1}$ is finitely generated, there exists $m>0$ such that $m \cdot N_{n+1}=\{0\}$. Consequently, $N_{n+1}$ contains no basic divisible group, a contradiction.

Next, we shall show that $1^{\circ}$ and $4^{\circ}$ imply the final statements. For any $k \geq 1, A / R^{k}$ is an artinian $A$-module and hence an artinian ring by 36.16 and 28.15. Since $M_{n+1}$ is a direct summand of the $(A / R)$-module $R^{n} / R^{n+1}, M_{n+1}$ is also finitely generated. By 29.14 , either $A=R$ or $A / R$ is a noetherian ring. In either case, $\left(R^{n} / R^{n+1}\right) / M_{n+1}$ is isomorphic to $N_{n+1}$, a finite $(A / R)$-module and hence a noetherian $A / R$-module. If $A=R$, then $M_{n+1}=\{0\}$, so $R^{n} / R^{n+1}$ is a noetherian $A$-module. Otherwise, by 29.14, $A / R$ is a noetherian ring with identity, so $M_{n+1}$ is a noetherian $A$ module by 20.8, and consequently $R^{n} / R^{n+1}$ is a noetherian ( $A / R$ )-module by 20.3. By 27.9 applied to $E=A / R^{k}$ and its submodules $\left(R^{n} / R^{k}\right)_{0 \leq n \leq k}$,
we conclude that $A / R^{k}$ is a noetherian $A$-module and hence a noetherian ring.

Suppose further that $A / R$ is finite. Then $M_{n+1}$ is also finite, so $R^{n} / R^{n+1}$ is finite. An inductive argument now establishes that $A / R^{k}$ is finite for all $k \geq 1$, for if $A / R^{n}$ is finite, then as $\left(A / R^{n+1}\right) /\left(R^{n} / R^{n+1}\right)$ is isomorphic to $A / R^{n}$ and as $R^{n} / R^{n+1}$ is finite, $A / R^{n+1}$ is also finite. The canonical mapping $g$ from $A$ to $\varliminf_{n \geq 1}\left(A / R^{n}\right)$, defined by $g(x)=\left(x+R^{n}\right)_{n \geq 1}$, is a topological isomorphism by 8.5. By 5.20 and Tikhonov's theorem, $\varliminf_{n \geq 1}\left(A / R^{n}\right)$ is compact.

Clearly $3^{\circ}$ implies $2^{\circ}$, and $2^{\circ}$ implies $1^{\circ}$ by 36.12 as a pathological group is complete and noncompact.

Assume $1^{\circ}$. To prove $3^{\circ}$, we may, by the preceding, assume that $A \neq R$. By 29.8 and 34.1, $A$ has an idempotent $e$ such that $e+R$ is the identity of $A / R$. Consequently the right annihilator $H$ of $e$ is contained in $R$. We shall show by induction that for each $i \geq 1$, the right annihilator $H_{i}$ of $e+R^{i}$ in $A / R^{i}$ is finite. Clearly $H_{1}=\{0\}$. Suppose that $H_{n}$ is finite, and let let $\phi$ be the additive homomorphism from $H_{n+1}$ to $A / R^{n}$ defined by $\phi\left(x+R^{n+1}\right)=x+R^{n}$ for all $x \in H_{n+1}$. Clearly $\phi\left(H_{n+1}\right) \subseteq H_{n}$ and hence $\phi\left(H_{n+1}\right)$ is finite. The kernel of $\phi, H_{n+1} \cap\left(R^{n} / R^{n+1}\right)$, is simply the trivial submodule $N_{n+1}$ of the $(A / R)$-module $R^{n} / R^{n+1}$. Indeed, if $x+R^{n+1} \in N_{n+1}$, then in particular,

$$
\begin{equation*}
\left(e+R^{n+1}\right)\left(x+R^{n+1}\right)=e x+R^{n+1}=(e+R)\left(x+R^{n+1}\right)=R^{n+1} \tag{1}
\end{equation*}
$$

so $x+R^{n+1} \in H_{n+1}$. Conversely, if $x+R^{n+1} \in H_{n+1}$, then (1) holds, so for any $a \in A$ and any $x \in R^{n}$,

$$
(a+R)\left(x+R^{n+1}\right)=a x+R^{n+1}=a e x+(a-a e) x+R^{n+1}=R^{n+1}
$$

since $a e x \in R^{n+1}$ by (1) and ( $\left.a-a e\right) x \in R R^{n}=R^{n+1}$. We saw above that $N_{n+1}$ is finite. Therefore, as the range and kernel of $\phi$ are finite, so is its domain $H_{n+1}$. Clearly $H$ is closed. Thus $g(H)$ is a closed subset of $\left(\prod_{i=1}^{\infty} H_{i}\right) \cap \varliminf_{n \geq 1}\left(A / R^{n}\right)$ and hence is compact, so $H$ is compact.

Our next theorems extend Theorems 36.2-36.5:
36.22 Theorem. If $A$ is a nonzero ring that is linearly compact and topologically torsionfree for its radical topology, then $A$ has a left identity.

Proof. $A$ satisfies $1^{\circ}$ of 36.21 as each element of a pathological subgroup has finite order. By $3^{\circ}$ of $36.21, A$ contains an idempotent $e$ whose right annihilator is compact and therefore $\{0\}$. Hence $e$ is a left identity.
36.23 Theorem. Let A be linearly compact for the radical topology, let $T$ be its topological torsion ideal. There is a closed ideal $S$ of $A$ satisfying the following properties:
$1^{\circ} A$ is the topological direct sum of $S$ and $T$.
$2^{\circ} S$ is a divisible ideal.
$3^{\circ} S$ is topologically torsionfree.
$4^{\circ} S$ has a left identity.
If $L$ is a left ideal of $A$, then $L=(L \cap S)+(L \cap T)$. Finally, $S$ is the only ideal supplement of $T$.

Proof. For each $n \geq 1$, let $\phi_{n}$ be the canonical epimorphism from $A$ to $A / R^{n}$, an artinian $A$-module and hence an artinian ring by (2) of 36.16 and (2) of 28.15. For each $m \geq n$, let $\phi_{n, m}$ be the canonical epimorphism from $A / R^{m}$ to $A / R^{n}$. Thus $\phi_{n, m} \circ \phi_{m}=\phi_{n}$ for all $m \geq n$. For each $n \geq 1$, let $S_{n}$ be the ideal supplement of the torsion ideal $T_{n}$ of $A / R^{n}$, and let

$$
S=\bigcap_{n=1}^{\infty} \phi_{n}^{-1}\left(S_{n}\right) .
$$

Thus $S$ is a closed ideal of $A$. By 36.5, $\phi_{k, n}\left(S_{n}\right)=S_{k}$ and $\phi_{k, n}\left(T_{n}\right)=T_{k}$ whenever $k \leq n$. We shall show that $\phi_{n}(S)=S_{n}$ for all $n \geq 1$. Let $s_{n}+R^{n} \in S_{n}$. By 36.5 , applied to $\phi_{n, n+1}$ there exists $s_{n+1} \in A$ such that $s_{n+1}+R^{n+1} \in S_{n+1}$ and $s_{n+1}-s_{n} \in R^{n}$. Similarly, by induction, there is a sequence $\left(s_{k}\right)_{k \geq n}$ in $A$ such that for all $k \geq n, s_{k+1}+R^{k+1} \in S_{k+1}$ and $s_{k+1}-s_{k} \in R^{k}$. Consequently, $\left\{s_{k}+R^{k}: n \geq k\right\}$ is a Cauchy filter base of closed sets and hence converges to some $s \in A$. For each $k \geq n$, $s \in s_{k}+R^{k} \in S_{k}$, so $s \in \phi_{k}^{-1}\left(S_{k}\right)$; if $k \in[1, n-1], \phi_{k}(s)=\phi_{k, n}\left(\phi_{n}(s)\right) \in$ $\phi_{k, n}\left(S_{n}\right)=S_{k}$, so $s \in \phi_{k}^{-1}\left(S_{k}\right)$; thus $s \in S$. In particular, $\phi_{n}(s)=s_{n}+R^{n}$. An entirely similar argument shows that $\phi_{n}(T)=T_{n}$ for all $n \geq 1$. Thus $\phi_{n}(S+T)=S_{n}+T_{n}=A / R_{n}$, so $A=S+T+R^{n}$ for all $n \geq 1$. As $S$ and $T$ are closed in $A, S+T$ is closed by (3) of 28.6, and therefore $A=S+T$ by 3.3 .

To show that $S$ is topologically torsionfree, let $s$ be a nonzero element of $S$. Let $n \geq \mathbf{1}$ be such that $s \notin R^{n}$. As $\phi_{n}(s) \in S_{n}, \mathbb{Z} . \phi_{n}(s)$ is infinite and discrete. Consequently $\mathbb{Z} . s$ is also. In particular, $S \cap T=(0)$, so $A$ is the topological direct sum of the ideals $S$ and $T$ by 36.16 and 28.22 .

By 36.20 , the topology induced on $S$ is its radical topology. Consequently by $36.22, S$ has a left identity element $e$.

To show that $S$ is divisible, let $s \in S$ and let $q>0$. As $S_{n}$ is divisible and torsionfree, there is a unique $t_{n}+R^{n} \in S_{n}$ such that $q .\left(t_{n}+R^{n}\right)=s+R^{n}$, and we may assume that $t_{n} \in S$ as $\phi_{n}(S)=S_{n}$. If $m \geq n$, then $q . t_{m}-q . t_{n}=$
$\left(q . t_{m}-s\right)-\left(q . t_{n}-s\right) \in R^{n}$, so by uniqueness, $t_{m}+R^{n}=t_{n}+R^{n}$. Thus $\left\{t_{n}+R^{n}: n \geq 1\right\}$ is a Cauchy filter base of closed sets and hence converges to some $t \in A$. Thus $t \in t_{n}+R^{n} \subseteq S+R^{n}$ for all $n \geq 1$, so $t \in S$ by 3.3 as $S$ is closed. Furthermore, $q . t \in q .\left(t_{n}+R^{n}\right)=s+R^{n}$, hence $q . t-s \in R^{n}$ for all $n \geq 1$, and therefore $q . t=s$. Thus $S$ is divisible.

Let $L$ be a left ideal, and let $x \in L$. Then $e x \in S \cap L$. Let $x-e x=s+t$ where $s \in S$ and $t \in T$. Then $0=e(x-e x)=e s+e t=s+e t$. As $T$ is an ideal, et $\in T$ and therefore $s=e t=0$. Thus $x-e x=t \in T$, so $x=e x+(x-e x) \in(L \cap S)+(L \cap T)$. In particular, if $S^{\prime}$ is an ideal supplement of $T$, then $S^{\prime}=S^{\prime} \cap S+S^{\prime} \cap T=S^{\prime} \cap S$. Hence $S^{\prime} \subseteq S$, so $S^{\prime}=S$ as $S^{\prime}+T=A$.

Consequently, we shall call $S$ the ideal topological supplement of $T$. Thus the ideal topological supplement of $T$ is a divisible, topologically torsionfree ideal.

In the following discussion, for any strongly linearly compact module $H$ we define $D(H)$ by

$$
D(H)=\bigcap_{n=1}^{\infty} n \cdot H .
$$

Since $x \rightarrow n . x$ is a continuous homomorphism, $n . H$ is closed by 28.3 and 28.6, and therefore $D(H)$ is closed; for the same reason, $n . D(H)$ is also closed. Clearly $D(H)$ contains the largest divisible subgroup of $H$, and if $H$ is the additive group of an ideal of a topological ring, $D(H)$ is an ideal.
36.24 Theorem. If $H$ is a strongly linearly compact module, then $D(H)$ is closed, $H / D(H)$ is compact, and $D(H)$ is the largest divisible subgroup of $H$.

Proof. We have already seen that $D(H)$ is closed. Let $K=H / D(H)$, a strongly linearly compact module by 28.6. Then $D(K)=\{0\}$. Indeed, let $x+D(H) \in D(K)$ and let $n \geq 1$. Then there exists $y \in H$ such that $x-n . y \in D(H)$, and thus there exists $z \in H$ such that $x-n . y=n . z$; consequently, $x=n .(y+z) \in n . H$. Therefore $x \in D(H)$.

Let $\mathcal{V}$ be the filter base of all open subgroups of $K$, and let $\mathcal{U}$ be the collection of all $U \in \mathcal{V}$ such that $K / U$ is finite. Then $\mathcal{U}$ is a filter base, for if $U$ and $V$ are subgroups such that $K / U$ and $K / V$ are finite, then $x \rightarrow(x+U, x+V)$ is a homomorphism from $K$ to $K / U \times K / V$ with kernel $U \cap V$, so $K /(U \cap V)$ is isomorphic to a subgroup of $K / U \times K / V$ and hence is finite. For any $V \in \mathcal{V}$ and any $n \geq 1, n . K+V \in \mathcal{U}$. Indeed, by 30.10, $K / V$ is the direct sum of a divisible subgroup $D_{V}$ and a finite subgroup $F_{V}$. Then for any $n \geq 1, D_{V}=n . D_{V} \subseteq n .(K / V)$, so $(K / V) / n .(K / V)$ is an epimorphic image of $F_{V}$ and hence is finite. As $n .(K / V)=(n . K+V) / V$
and as $(K / V) /((n . K+V) / V)$ is isomorphic to $K /(n . K+V)$, the latter is finite, so $n . K+V \in \mathcal{U}$. Consequently,

$$
\bigcap_{U \in \mathcal{U}} U \subseteq \bigcap_{n=1}^{\infty}\left(\bigcap_{V \in \mathcal{V}}(n \cdot K+V)=\bigcap_{n=1}^{\infty} n \cdot K=D(K)=\{0\}\right.
$$

by 3.3 , as each $n . K$ is closed. By $30.11, K$ is a strictly linearly compact $\mathbb{Z}$ module. Its topology is therefore minimal among all Hausdorff $\mathbb{Z}$-linear topologies by 28.13 , so $\mathcal{U}$ is a fundamental system of neighborhoods of zero. Consequently, as $K$ is complete, $K$ is topologically isomorphic to $\varliminf_{U \in \mathcal{U}}(K / U)$, a closed and hence compact subset of $\prod_{U \in \mathcal{U}}(K / U)$ by 8.5 and 5.20.

To complete the proof, we need only show that $D(H)$ is divisible. Let $\mathcal{W}$ be the filter base of all open subgroups of $H$, and let $W \in \mathcal{W}$. By 30.10, there exist $B, F \in \mathcal{W}$ such that $B$ and $F$ both contain $W, B / W$ is divisible, $F / W$ is finite, and $H / W$ is the direct sum of $B / W$ and $F / W$. Consequently, as $H / B$ is isomorphic to $(H / W) /(B / W)$ and hence to $F / W, H / B$ is finite, and thus there exists $m \geq 1$ such that $m . H \subseteq B$. Consequently, if $a \in$ $H \backslash B$, then no $h \in H$ would satisfy $m . h=a$; thus $D(H) \subseteq B$, whence $D(H)+W \subseteq B$. Now $(D(H)+W) / D(H)$ is an open subgroup of compact $H / D(H)$, so $(H / D(H)) /((D(H)+W) / D(H)$ is compact and discrete and hence finite. Thus $H /(D(H)+W)$ is finite, so its subset $B /(D(H)+W)$ is also finite. As $B /(D(H)+W)$ is an epimorphic image of the divisible group $B / W, B /(D(H)+W)$ is divisible. The only finite divisible group is the zero group, however, so $D(H)+W=B$. For any $n \geq 1, n .(B / W)=B / W$, so $n . B+W=B$. Thus

$$
n \cdot D(H)+W=n \cdot(D(H)+W)+W=n \cdot B+W=B=D(H)+W .
$$

As $n . D(H)$ and $D(H)$ are closed, therefore,

$$
n \cdot D(H)=\bigcap_{W \in \mathcal{W}}(n \cdot D(H)+W)=\bigcap_{W \in \mathcal{W}}(D(H)+W)=D(H)
$$

by 3.3. Thus $D(H)$ is a divisible group and so is the largest divisible subgroup of $H$. •
36.25 Theorem. Let $A$ be a ring linearly compact for its radical topology, let $D$ be the largest divisible ideal, let $T$ be its topological torsion ideal, let $P$ be the set of primes and $\left(T_{p}\right)_{p \in P}$ the topological $p$-primary components of $T$, and let $H$ be the annihilator of $A$. (1) $D$ is closed, $H \subseteq T$,
and $H /(D \cap T)$ is compact. (2) $\mathfrak{S}_{p \in P} T_{p}=\prod_{p \in P} T_{p}$, that is, for every neighborhood $U$ of zero, $T_{p} \subseteq U$ for all but finitely many $p \in P$.

Proof. Let $S$ be the ideal supplement of $T$. (1) $H \cap S=\{0\}$ by $4^{\circ}$ of 36.23 , so by the final assertion of that theorem, $H=(H \cap S)+(H \cap T)=H \cap T$, and hence $H \subseteq T$. As $H$ is a closed, trivial $A$-module, $H$ is strongly linearly compact, so by $36.24, D(H)$ is closed and the largest divisible ideal of $H$, and $H / D(H)$ is compact. Also by $36.23, D=S+(D \cap T)$, and thus $D$ is the direct sum of $S$ and $D \cap T$. Consequently $D \cap T$ is an epimorphic image of $D$ and hence is a divisible group. As $D \cap T \subseteq H$ by 36.12, therefore, $D \cap T \subseteq D(H)$, the largest divisible subgroup of $H$. But as $D(H)$ is a divisible group, $D(H) \subseteq D$ and thus $D(H) \subseteq D \cap T$. Therefore $D \cap T=D(H)$ and hence $D \cap T$ is closed. Consequently as $D=S+(D \cap T)$, $D$ is closed, and $H /(D \cap T)=H / D(H)$, a compact ring.
(2) Since $T$ has a topological direct summand, $T$ is a linearly compact ring, and hence each $T_{p}$ is also linearly compact by 29.3 and the remark following 36.8. Consequently, $\mathfrak{S}_{p \in P} T_{p}=\prod_{p \in P} T_{p}$ by 36.11.
36.26 Theorem. Let $A$ be a ring with radical $R$, and let $T$ be the topological torsion ideal of $A$ for the radical topology. Then $A$ is linearly compact for the radical topology and contains no pathological subgroups if and only if the radical topology is Hausdorff and complete, $A / R$ is an artinian ring, $R$ is a finitely generated left ideal, and $A / T$ is a ring with left identity.

Proof. The condition is necessary by $36.21,36.23$, and (2) of 28.15 . Sufficiency: It suffices by (2) of 28.15 to show that for each $n \geq 1, A / R^{n}$ is an artinian $A$-module. By 27.14, either $A / R$ is the zero ring or $A / R$ is a ring with identity. Assume that $A / R^{n}$ is an artinian $A$-module. To show that $A / R^{n+1}$ is artinian, it suffices, by 27.3 , to show that $R^{n} / R^{n+1}$ is an artinian $A$-module, or equivalently, an artinian $A / R$-module. As $R$ is finitely generated, all the powers of $R$ are finitely generated left ideals, and therefore $R^{n} / R^{n+1}$ is a finitely generated $A / R$-module. Therefore as $R^{n} / R^{n+1}$ is the direct sum of its unitary submodule $M$ and its trivial submodule $N$, each of them is finitely generated. If $A=R, M=\{0\}$; otherwise, by $27.8, M$ is an $\operatorname{artinian}(A / R)$-module. Let $e \in A$ be such that $e x-x \in T$ for all $x \in A$. For any $x+R^{n+1} \in N, e x \in R^{n+1}$, so if $x_{1}=x-e x, x_{1}+R^{n+1}=x+R^{n+1}$, and $x_{1} \in T$. Thus the closure $\left[x_{1}\right]$ of $\mathbb{Z} . x_{1}$ is compact, so its image in $R^{n} / R^{n+1}$ is compact and discrete and therefore finite. Thus each member of $N$ is contained in a finite subgroup, so as $N$ is finitely generated and trivial, $N$ is finite and hence artinian. -

For the radical topology on a ring with identity $A$ to be linearly compact, it suffices that there exist a linearly compact topology such that $\bigcap_{n \geq 1} \overline{R^{n}}=$
$\{0\}$ and that $\overline{R^{2}}$ be open, where $R$ is the radical of $A$ :
36.27 Theorem. Let $A$ be a linearly compact ring with identity such that $\bigcap_{n \geq 1} \overline{R^{n}}=\{0\}$, where $R$ is the radical of $A$. The following statements are equivalent:
$1^{\circ}$ The topology of $A$ is stronger than the radical topology.
$2^{\circ} \overline{R^{2}}$ is open.
$3^{\circ} A / R$ is an artinian ring, and $R$ is a finitely generated left ideal.
If these statements hold, then the radical topology of $A$ is a linearly compact topology.

Proof. Clearly $1^{\circ}$ implies $2^{\circ}$. Assume $2^{\circ}$. Since $R$ is closed by 29.12 , $\overline{R^{2}} \subseteq R$ and hence $R$ is open. Therefore $A / R$ is an artinian $A$-module and hence an artinian ring by 29.14. Moreover, $R / \overline{R^{2}}$ is a discrete, linearly compact, unitary module over $A / R$ and hence is finitely generated by 36.19 . Thus there is a finitely generated left ideal $M$ of $A$ such that $R=M+\overline{R^{2}}$. As $A$ has an identity element, $M$ is closed by 28.18 . If $N$ is a left ideal such that $R=M+\bar{N}$, then $R=M+\overline{R N}$. Indeed,

$$
R^{2}=R M+R \bar{N} \subseteq M+\overline{R N}
$$

a closed left ideal by (3) of 28.6 , so $\overline{R^{2}} \subseteq M+\overline{R N}$, and thus $R=M+\overline{R^{2}}=$ $M+\overline{R N}$. By induction, therefore, $R=M+\overline{R^{n}}$ for all $n \geq 1$. Thus

$$
R=\bigcap_{n=1}^{\infty}\left(M+\overline{R^{n}}\right)=M+\bigcap_{n=1}^{\infty} \overline{R^{n}}=M
$$

by (2) of 28.20 . Therefore $R$ is a finitely generated left ideal, and $3^{\circ}$ holds.
Assume $3^{\circ}$. By $27.10, A / R^{n}$ is an artinian $A$-module for all $n \geq 1$. Moreover each $R^{n}$ is finitely generated and hence closed by 28.18. Therefore $A / R^{n}$ is a linearly compact, artinian $A$-module and hence its topology is discrete by 28.14. Thus $R^{n}$ is open for all $n \geq 1$, so the topology of $A$ is stronger than the radical topology.

The hypothesis implies that the radical topology is Hausdorff. Hence $1^{\circ}$ implies that the radical topology is linearly compact by 28.4.

If the radical topology of a ring $A$ is linearly compact, it is strictly linearly compact by 36.16 and hence minimal in the set of all linearly compact topologies on $A$. When is it the weakest of all linearly compact topologies on $A$ ? For rings with identity, if the radical topology is linearly compact, then it is indeed the weakest of all linearly compact topologies:
36.28 Theorem. Let $A$ be a ring with identity, and let $R$ be its radical. The radical topology of $A$ is linearly compact if and only if it is Hausdorff and complete, $A / R$ is an artinian ring, and $R$ is a finitely generated left ideal. If the radical topology is linearly compact, then every linearly compact topology on $A$ is stronger than the radical topology.

Proof. The first assertion follows from 36.26. Assume that the radical topology on $A$ is linearly compact. Then $\bigcap_{n \geq 1} R^{n}=\{0\}, A / R$ is artinian, and $R$ is a finitely generated left ideal. Consequently, for all $n \geq 1, R^{n}$ is a finitely generated left ideal and hence is closed for any linearly compact topology $\mathcal{T}$ on $A$ by 28.18, as $A$ has an identity. Therefore $\mathcal{T}$ is stronger than the radical topology by 36.27 .

A natural problem is to describe those rings that are linearly compact for the discrete topology. Our considerations here are limited to the case where the radical topology is Hausdorff, a condition implying that the Leptin topology associated to the discrete topology is strictly linearly compact by 33.24 and equivalent to that statement for commutative rings by 33.25 .
36.29 Theorem. Let $A$ be a ring, $R$ its radical. The following statements are equivalent:
$1^{\circ} A$ is linearly compact for the discrete topology, and $\bigcap_{n \geq 1} R^{n}=\{0\}$.
$2^{\circ} A$ admits a bounded, strictly linearly compact topology for which every left ideal is closed.
$3^{\circ}$ The radical topology is a linearly compact topology for which every left ideal of $A$ is closed.

If these conditions hold, then every Hausdorff linear topology on $A$ is linearly compact, and the radical topology is the weakest Hausdorff linear topology on $A$.

Proof. $1^{\circ}$ and $3^{\circ}$ are equivalent by 28.4 and 28.19 , and clearly $3^{\circ}$ implies $2^{\circ}$. Finally, $2^{\circ}$ implies $1^{\circ}$ by 33.22 and 28.19.

If the conditions hold, then every Hausdorff linear topology on $A$ is linearly compact by 28.4 , and there is a weakest Hausdorff linear topology by 33.7. By 36.16 , the radical topology is strictly linearly compact and hence, by 28.13 , minimal in the set of all linear Hausdorff topologies. Therefore it is the weakest Hausdorff linear topology on $A$.

More interesting chacterizations may be made of those rings that, in addition, contain no basic primary subgroups. To obtain them, we need some preliminary results:
36.30 Theorem. A linearly compact $A$-module $E$ is a Baire space.

Proof. Let $\left(G_{n}\right)_{n \geq 1}$ be a sequence of open dense subsets of $E$; we shall show that $\bigcap_{n \geq 1} G_{n}$ is dense, that is, that $\left(\bigcap_{n \geq 1} G_{n}\right) \cap P \neq \emptyset$ for any nonempty open subset $P$. We may assume that $P=a+M$ where $M$ is an open submodule of $E$. We shall construct a sequence of points $\left(b_{n}\right)_{n \geq 0}$ and a decreasing sequence $\left(M_{n}\right)_{n \geq 0}$ of open submodules such that $b_{0}=a$, $M_{0}=M$, and

$$
b_{n}+M_{n} \subseteq \bigcap_{k=0}^{n-1}\left[\left(b_{k}+M_{k}\right) \cap G_{k+1}\right]
$$

for all $n \geq 1$. Indeed, assume that $b_{k}$ and $M_{k}$ satisfy those conditions for all $k \leq n$. As $G_{n+1}$ is dense, there exists $b_{n+1} \in\left(b_{n}+M_{n}\right) \cap G_{n+1}$; as that set is open, there exists an open submodule $M_{n+1}$ such that

$$
b_{n+1}+M_{n+1} \subseteq\left(b_{n}+M_{n}\right) \cap G_{n+1}=\bigcap_{k=0}^{n}\left[\left(b_{k}+M_{k}\right) \cap G_{k+1}\right] .
$$

Thus $\left(b_{n}+M_{n}\right)_{n \geq 0}$ is a decreasing sequence of open and hence closed cosets of submodules, so as $E$ is linearly compact, there exists $b \in \bigcap_{k \geq 0}\left(b_{k}+M_{k}\right)$. Consequently, $b \in\left(\bigcap_{n \geq 1} G_{n}\right) \cap P$. •
36.31 Theorem. Let $A$ be a ring with radical $R$ such that $\bigcap_{n \geq 1} R^{n}=$ $\{0\}, R$ is a finitely generated left ideal, and $A / R$ is an artinian ring. If $A$ admits a linearly compact topology for which every left ideal of $A$ is closed, then $A$ is a noetherian ring.

Proof. By 28.19 and 36.29 , the radical topology is a linearly compact topology for which every left ideal is closed, so we may replace, if necessary, the given topology by the radical topology. Let $\left(M_{n}\right)_{n \geq 1}$ be an increasing sequence of left ideals, and let $M$ be their union. Then $M$ is a closed and hence linearly compact $A$-module, so $M$ is a Baire space by 36.30 . As each $M_{n}$ is also closed, there exists $r \geq 1$ such that $M_{r}$ is open in $M$ by 4.9. As the topology is the radical topology, there exists $t \geq 1$ such that $R^{t} \cap M \subseteq M_{r}$. As $M /\left(R^{t} \cap M\right)$ is isomorphic to the $A$-submodule $\left(M+R^{t}\right) / R^{t}$ of $A / R^{t}$, a noetherian $A$-module by $36.21, M /\left(R^{t} \cap M\right)$ is a noetherian $A$-module by 20.3. As $M / M_{r}$ is isomorphic to the $A$-module $\left(M /\left(R^{t} \cap M\right) /\left(M_{r} /\left(R^{t} \cap M\right)\right), M / M_{r}\right.$ is also a noetherian $A$-module by 20.3. Consequently there exists $q \geq r$ such that $M_{q} / M_{r}=M / M_{r}$, and therefore $M_{q}=M$.
36.32 Theorem. If $A$ is a linearly compact noetherian ring, then every left ideal of $A$ is closed (or equivalently, for each $c \in A$, there exists $m \geq 1$ such that m.c $\in A c$ ).

Proof. By (3) of 28.6, it suffices to show that for any $c \in A$, the left ideal $A c+\mathbb{Z} . c$ generated by $c$ is closed. By $28.18, A c$ is closed, so by
28.16, $\overline{A c+\mathbb{Z} . c} / A c$ is a linearly compact $A$-module. It is, however, a trivial $A$-module, for as $A(A c+\mathbb{Z} . c) \subseteq A c, A(\overline{A c+\mathbb{Z} . c}) \subseteq A c$. Consequently, $\overline{A c+\mathbb{Z} . c} / A c$ is strongly linearly compact and also, by 20.3 , a noetherian $\mathbb{Z}$-module.

If $\overline{A c+\mathbb{Z} . c} / A c$ were not discrete, it would be uncountable by 36.30 , and hence would contain a strictly increasing sequence of additive subgroups, in contradiction to the fact that it is a noetherian $\mathbb{Z}$-module. Thus it is discrete, so $(A c+\mathbb{Z} . c) / A c$ is a discrete, strongly linearly compact module. If $A c \cap \mathbb{Z} . c=\{0\}$, then $(A c+\mathbb{Z} . c) / A c$ would be isomorphic to the $\mathbb{Z}$-module $\mathbb{Z}$, in contradiction to 30.10 . Therefore ( $A c+\mathbb{Z} . c) / A c$ is isomorphic to the $\mathbb{Z}$-module $\mathbb{Z} / \mathbb{Z} . m$ (i.e., $m . c \in A c$ ) for some $m \geq 1$, and consequently is finite. Thus $A c+\mathbb{Z} . c$ is the union of finitely many cosets of $A c$ and hence is closed.
36.33 Theorem. Let $A$ be a ring, $R$ its radical. The following statements are equivalent:
$1^{\circ} A$ is linearly compact for the discrete topology, $\bigcap_{n \geq 1} R^{n}=\{0\}$, and $A$ contains no basic divisible primary subgroup.
$2^{\circ} A$ admits a bounded, strictly linearly compact topology for which every left ideal is closed, and $A$ contains no basic divisible primary subgroup.
$3^{\circ}$ Furnished with the radical topology, $A$ is linearly compact, $A$ contains no pathological subgroups, and every left ideal of $A$ is closed.
$4^{\circ} A / R$ is artinian, $R$ is a finitely generated left ideal, the radical topology is Hausdorff and complete, $A / T$ has a left identity where $T$ is the topological torsion ideal for the radical topology, and every left ideal of $A$ is closed.
$5^{\circ} A$ is noetherian and linearly compact for the radical topology.
$6^{\circ} A$ is noetherian and admits a bounded, strictly linearly compact topology.
$7^{\circ} A$ is noetherian, and $A$ admits a linearly compact topology for which $\bigcap_{n \geq 1} \overline{R^{n}}=\{0\}$.
$8^{\circ} A$ is noetherian, $A / R$ is artinian, the radical topology is Hausdorff and complete, and for each $c \in A$, there exists $m \geq 1$ such that $m . c \in A c$.

If these conditions hold, then the radical topology is the weakest Hausdorff linear topology on $A$, and for that topology $A$ has only finitely many nonzero topological primary components; if, in addition, $A / R$ is finite, then the radical topology is compact.

Proof. By $36.29,1^{\circ}$ and $2^{\circ}$ are equivalent. Assume $1^{\circ}$. To establish $3^{\circ}$, we need only show, by 36.29 , that $A$, furnished with the radical topology (for which every left ideal is closed), contains no subgroup $G$ topologically isomorphic to the additive group $\mathbb{Q}_{p}$ for some prime $p$. By $36.12, G$ would be contained in the annihilator of $A$, and hence every additive subgroup of
$G$ would be a (closed) left ideal and hence a linearly compact $\mathbb{Z}$-module. In particular, $G$ would contain a subgroup $Z$ algebraically isomorphic to $\mathbb{Z}$ that is a linearly compact $\mathbb{Z}$-module. Consequently, $Z$ would be discrete by 36.30. But $Z$ is not a discrete, linearly compact $\mathbb{Z}$-module by 30.10 , since it is not an artinian $\mathbb{Z}$-module.

By $28.19,3^{\circ}$ implies $1^{\circ}$. By $36.26,3^{\circ}$ and $4^{\circ}$ are equivalent. Thus $1^{\circ}-$ $4^{\circ}$ are all equivalent, and by 36.31 , they imply $5^{\circ}$. By $36.16,5^{\circ}$ implies $6^{\circ}$; by $33.22,6^{\circ}$ implies $7^{\circ}$; and by 36.9 , each of them implies that $A$ has only finitely many nonzero topological primary components for the radical topology.

Assume $7^{\circ}$. By 36.32 and $28.19, A$ is linearly compact for the discrete topology and $\bigcap_{n \geq 1} R^{n}=\{0\}$, so by $28.4 A$ is linearly compact for the radical topology. Suppose that $A$ contained a basic divisible primary subgroup $G$. By $36.12, G$ is contained in the annihilator of $A$. Therefore $G$ is a trivial noetherian $A$-module by 20.3 , and thus is a noetherian $\mathbb{Z}$-module. But by definition, $G$ is the union of a strictly increasing sequence of subgroups, a contradiction. Thus $A$ contains no basic divisible primary subgroup, and hence $1^{\circ}$ holds.

By $36.32,4^{\circ}$ and $5^{\circ}$ imply $8^{\circ}$. Assume $8^{\circ}$. To show $5^{\circ}$, it suffices by 28.15 to show that for each $k \geq 1, A / R^{k}$ is an artinian $A$-module. For this, it suffices by our hypothesis, 27.3 , and induction to show that for each $n \geq 1, R^{n} / R^{n+1}$ is an artinian $A$-module, or equivalently, an artinian $(A / R)$-module. Since $A$ is noetherian, $R^{n} / R^{n+1}$ is a noetherian $(A / R)$-module and hence its unitary submodule $M_{n+1}$ is finitely generated. If $A=R, M_{n+1}$ is the zero submodule and hence is artinian; otherwise, $M_{n+1}$ is artinian by 27.8. Let $c_{1}, \ldots, c_{q} \in R^{n}$ be be such that $c_{1}+R^{n+1}, \ldots, c_{q}+R^{n+1}$ are generators of the $A / R$-module $R^{n} / R^{n+1}$. By hypothesis, there exists $m \geq 1$ such that $m . c_{j} \in A c_{j}$ for all $j \in[1, q]$. Therefore $\left(r_{1}, \ldots, r_{q}\right) \rightarrow r_{1} . c_{1}+\ldots+r_{q} . c_{q}+M_{n+1}$ is an additive epimorphism from $\mathbb{Z}^{q}$ to $\left(R^{n} / R^{n+1}\right) / M_{n+1}$ whose kernel contains $(m \mathbb{Z})^{q}$, so $\left(R^{n} / R^{n+1}\right) / M_{n+1}$ is finite as $\mathbb{Z}^{q} /(m \mathbb{Z})^{q}$ has $m q$ elements. Thus $\left(R^{n} / R^{n+1}\right) / M_{n+1}$ is an artinian $A / R$-module, so $R^{n} / R^{n+1}$ is also an artinian $(A / R)$-module by 27.3. Finally, if these conditions hold and $A / R$ is finite, the radical topology is compact by 36.21 .

The commutative rings with identity that satisfy the equivalent conditions of 36.33 have a simple description: they are precisely the complete semilocal noetherian rings of $\S 24$. Moreover, they may be described by a property implied by those of 36.33 , but not equivalent to them for the class of rings with identity (Exercise 36.4).
36.34 Theorem. If $A$ is a commutative ring with identity whose radical $R$ is finitely generated and whose radical topology is linearly compact, then

A, furnished with that topology, is the topological direct sum of finitely many complete local noetherian rings.

Proof. $A / R$ is a discrete, semisimple, linearly compact ring and hence is isomorphic to the cartesian product of finitely many fields by 29.10 . Therefore $A$ has only finitely many maximal ideals, i.e., $A$ is a semilocal ring. By (2) of 36.16 and (2) of $34.6, A$ is topologically isomorphic to the cartesian product of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of strictly linearly compact local rings. Therefore as $A$ is semilocal, $L$ is finite, and thus $A$ is the topological direct sum of finitely many strictly linearly compact local rings $A_{1}, \ldots, A_{n}$. By $26.21, R$ is the direct sum of the maximal ideals $M_{1}, \ldots, M_{n}$, where each $M_{i}$ is the maximal ideal of $A_{i}$; thus each $M_{i}$ is also finitely generated. Moreover, the topology induced on each $A_{i}$ is its radical (or natural) topology by 36.20 . As $A$ is complete by 28.5, so is each $A_{i}$ by 7.8 . Thus each $A_{i}$ is noetherian by (2) of 24.17 . -
36.35 Corollary. If $A$ is a commutative ring with identity, the following statement is equivalent to those of Theorem 36.33:
$9^{\circ} A$ is linearly compact for the radical topology, and $R$ is a finitely generated ideal.

Moreover, the commutative rings with identity satisfying $8^{\circ}$ are precisely the complete semilocal noetherian rings.

Proof. Clearly $5^{\circ}$ of 36.33 implies $9^{\circ}$. Assume $9^{\circ}$. Then $A$ is strictly linearly compact by 36.16 , so by $36.34 A$ is a semilocal ring that is Hausdorff and complete for its radical topology. By (1) of $24.16, A / R$ has only finitely many ideals; hence $A / R$ is artinian. Therefore by 36.28 , the radical topology is linearly compact, so $5^{\circ}$ of 36.33 and the final assertion hold. -

To describe the class of commutative rings (including those not having an identity) that satisfy the conditions of 36.29 , we begin with a preliminary result:
36.36 Theorem. If $A$ is a compact noetherian ring, then $A$ is totally disconnected, and its annihilator $H$ is finite.

Proof. Every additive subgroup of $H$ is an ideal. If $H$ were uncountable, then there would exist a strictly increasing sequence $\left(G_{n}\right)_{n \geq 1}$ of subgroups of $H$, a contradiction. If $H$ were countably infinite, then as $H$ is compact and hence a Baire space, $H$ would be discrete, in contradiction to our hypothesis that $A$ is compact. Thus $H$ is finite. Consequently, the connected component $C$ of zero is finite by 32.3 , and thus is the zero ideal.
36.37 Theorem. A commutative topological ring $A$ is a strictly linearly compact noetherian ring if and only if $A$ is the topological direct sum of finitely many complete local noetherian rings and a commutative, compact, noetherian, radical ring $J$.

Proof. Necessity: By (1) of $34.6, A$ is the topological direct sum of strictly linearly compact rings $B$ and $J$, where $B$ is either the zero ring or a strictly linearly compact ring with identity, and $J$ is a strictly linearly compact radical ring. Both $B$ and $J$ are noetherian rings by 20.4, as they are isomorphic respectively to $A / J$ and $A / B$. By $36.34 B$ is the topological direct sum of finitely many complete local noetherian rings. By the final assertion of 36.33, the given topology of $A$ is the radical topology, since a strictly linearly compact topology is minimal by 28.13. Therefore the topologies induced on $B$ and $J$ are their radical topologies by 36.20 . Also $J$ satisfies $6^{\circ}$ of 36.33 . Thus by the concluding statements of that theorem, $J$ is compact as it is a radical ring.

Sufficiency: By 36.36, $J$ is totally disconnected and hence, by 32.5 , a strictly linearly compact ring. Consequently, $A$ is strictly linearly compact by 29.5 .

Any finite, nilpotent ring is a noetherian radical ring; a nondiscrete example of a compact, noetherian radical ring is the maximal ideal (or, more generally, any proper nonzero ideal) of the ring $\mathbb{Z}_{p}$ of $p$-adic integers (Exercise 36.3 ).
36.38 Theorem. Let $A$ is a commutative noetherian ring. (1) The radical topology of $A$ is Hausdorff. (2) $A$ ring topology $\mathcal{T}$ on $A$ is a linearly compact topology if and only if it is an ideal topology stronger than the radical topology and the radical topology is linearly compact. (3) If the radical topology is linearly compact, then $A$, furnished with the radical topology, is the topological direct sum of finitely many complete local noetherian rings and a commutative, compact, noetherian, radical ring.

Proof. (1) If $A$ has an identity, the radical topology is Hausdorff by 24.14. In the contrary case, let $A_{1}$ be the (commutative) ring obtained by adjoining an identity element to $A$. Thus $A$ is an ideal of $A_{1}$, and $A / A_{1}$ is isomorphic to the commutative noetherian ring $\mathbb{Z}$. Both $A$ and $A_{1} / A$ are noetherian $A_{1}-$ modules since they are noetherian rings, so by $20.3, A_{1}$ is a noetherian $A_{1}$ module, that is, a noetherian ring. Consequently by $24.14, \bigcap_{n \geq 1} R_{1}^{n}=\{0\}$, where $R_{1}$ is the radical of $A_{1}$. But by $26.19, R_{1}$ is the radical of $A$. (2) and (3) are immediate consequences of 36.33 and 36.37 .
36.39 Theorem. Let $A$ be a compact ring with identity. The following statements are equivalent:
$1^{\circ}$ The topology of $A$ is the radical topology.
$2^{\circ} \overline{R^{2}}$ is open.
$3^{\circ} A / R$ is finite, and $R$ is a finitely generated left ideal.
Proof. By 32.3, A is totally disconnected and hence, by 32.5 , a bounded, strictly linearly compact ring. By $34.21, \bigcap_{n \geq 1} R^{n}=\{0\}$. Since a compact topology is a minimal Hausdorff topology, $1^{\circ}$ and $2^{\circ}$ are equivalent by 36.27. Also $1^{\circ}$ implies that $A / R$ is compact and discrete, and hence finite. Therefore $1^{\circ}$ and $3^{\circ}$ are equivalent by 36.27 . -
36.40 Theorem. If $A$ is a noetherian ring with radical $R$, then $A$ is compact if and only if the radical topology of $A$ is Hausdorff and complete, the topology of $A$ is the radical topology, $A / R$ is finite, and for each $c \in A$ there exists $m \geq 1$ such that $m . c \in A c$.

Proof. Necessity: By 36.36 and $32.5, A$ satisfies $6^{\circ}$ of 36.33 , so by that theorem, as a compact topology is a minimal Hausdorff topology, we need only verify that $A / R$ is finite. But as $R$ is open and $A$ compact, $A / R$ is a compact, discrete ring and hence is finite.

Sufficiency: $A$ satisfies $8^{\circ}$ of 36.33 . Consequently by the final statement of $36.33, A$ is compact.
36.41 Theorem. A commutative topological ring $A$ is a compact noetherian ring if and only if $A$ is the topological direct sum of finitely many compact local noetherian rings and a commutative, compact, noetherian radical ring.

Proof. The assertion is an immediate consequence of 36.37 . -
By 36.40 , a complete local noetherian ring $A$ with maximal ideal $M$ is compact if and only if the residue field $A / M$ is finite.

## Exercises

36.1 Which of the properties listed in $4^{\circ}$ and $8^{\circ}$ of 36.33 fail to hold if: (a) $A$ is the trivial ring whose additive group is $\mathbb{Z}$ ? (b) $A$ is the trival ring whose additive group is $\mathbb{Z}\left(p^{\infty}\right)$, where $p$ is a prime? (c) $A=\mathbb{Z}[[X]]$ ?
36.2 If $A$ is a linearly compact ring with identity, and if $A$ satisfies the Ascending Chain Condition on closed left ideals (if $\left(J_{n}\right)_{n \geq 1}$ is an increasing sequence of closed left ideals, then there exists $m \geq 1$ such that $J_{n}=J_{m}$ for all $n \geq m$ ), then $A$ is noetherian.
36.3 Let $A$ be the valuation ring of a complete, discrete valuation $v$ of a field whose value group is $\mathbb{Z}$, and let $M$ be its maximal ideal. (a) $M$ is a radical ring with no proper zero-divisors. (b) The following statements are equivalent:
$1^{\circ} M$ is compact.
$2^{\circ} A / M$ is finite.
$3^{\circ} M$ is a noetherian ring.
$4^{\circ} M$ is a linearly compact ring.
[Use 18.7. To show that $2^{\circ}$ implies $3^{\circ}$, show that if $I$ is a nonzero ideal of $M$ and if $n=\inf \{v(x): x \in I\}$, then $M_{n+1} \subseteq I$, and observe that $M^{n} / M^{n+1}$ is finite. If $3^{\circ}$ holds, to show $2^{\circ}$, first show that $A / M$ is a finitely generated $\mathbb{Z}$-module, and conclude that the characteristic of $A / M$ is a prime. To show that $4^{\circ}$ implies $2^{\circ}$, use 34.13 , and observe that $M / M_{2}$ is a vector space over $A / M$.] (c) In particular, if $M$ is the maximal ideal of the ring of $\mathbb{Z}_{p}$ of $p$-adic integers, where $p$ is a prime, then $M$ has the properties of (a) and (b).
36.4 (Warner [1971]) Let $S$ be the semigroup consisting of all $n$-tuples where $n \in \mathbb{N}(\emptyset$ is considered the 0 -tuple) whose entries are either 0 or 1 , with multiplication defined by juxtaposition:

$$
\left(a_{1}, \ldots, a_{n}\right)\left(b_{1}, \ldots, b_{m}\right)=\left(a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{m}\right)
$$

Let $\leq$ be the well ordering of $S$ satisfying $\left(a_{1}, \ldots, a_{n}\right)<\left(b_{1}, \ldots, b_{m}\right)$ if and only if either $n<m$ or $n=m$ and, for some $j \in[1, n], a_{i}=b_{i}$ for all $i<j$, $a_{j}=0$, and $b_{j}=1$. Thus $\emptyset$ is the identity element of $S$ and also is the smallest element of $S$, and if $s \leq s^{\prime}$ and $t \leq t^{\prime}$, the $s t \leq s^{\prime} t^{\prime}$. Let $K$ be a finite field, let $K_{s}=K$ for all $s \in S$, and let $A=\prod_{s \in S} K_{s}$, where addition is defined componentwise and multiplication is defined by

$$
\left(a_{s}\right)_{s \in S}\left(b_{s}\right)_{s \in S}=\left(\sum_{q r=s} a_{q} b_{r}\right)_{s \in S}
$$

(a) $A$ is a ring, and the radical $R$ of $A$ consists of all $\left(a_{s}\right)_{s \in S}$ such that $a_{\emptyset}=0$.
(b) If each $K_{s}$ is given the discrete topology and $A$ the cartesian product topology, then $A$ is a compact ring with identity, and the topology of $A$ is the radical topology. (c) Let $s_{k} \in S$ be the ( $k+2$ )-tuple whose first and last entries are 0 and whose remaining entries are 1 , and let $e_{k}=\left(\delta_{s . s_{h}}\right)_{s \in S}$, where $\delta_{s . s_{k}}$ is 1 or 0 according as $s=s_{k}$ or $s \neq s_{k}$. Show that the left ideal generated by $\left\{e_{k}: k \geq 1\right\}$ is not finitely generated. (d) Conclude that $A$ satisfies $9^{\circ}$ of 36.35 but not the conditions of 36.33 .
36.5 Let $A$ be a ring, $R$ its radical, $T$ is torsion ideal. Then $A$ is an artinian ring that contains no basic, divisible primary subgroups if and only if $R$ is a nilpotent, finitely generated left ideal, $A / R$ is artinian, and $A / T$ is a ring with left identity. [Use 36.26.]
36.6 Let $A$ be an artinian ring, $R$ its radical. The following statements are equivalent:
$1^{\circ} A$ contains no basic, divisible, primary subgroup.
$2^{\circ}$ The annihilator of $A$ is finite.
$3^{\circ} A$ contains an idempotent $e$ whose right annihilator is finite and contained in $R$.
$4^{\circ} R$ is a finitely generated left ideal.
$5^{\circ} A$ is noetherian.
[Use 36.21.] In particular: (Szele and Fuchs [1955]) A contains no basic, divisible, primary subgroup if and only if $A$ is noetherian; (Szele and Fuchs [1955]) If the annihilator of $A$ is $\{0\}$, then $A$ is noetherian; (Hopkins [1938]) If $A$ has a left identity, then $A$ is noetherian.
36.7 (Kovács [1954]) If $A$ is an infinite ring such that every proper left ideal of $A$ is finite, then either $A$ is a division ring or $A$ is a trivial ring whose additive group is a $p$-primary group for some prime p. [Use Exercise 34.17, 30.10, and 36.3.]
36.8 (a) A commutative, strictly linearly compact ring with identity is a semilocal ring if and only if it is advertibly open. (b) If $A$ is a commutative topological ring with identity, then $A$ is an advertibly open, strictly linear compact ring whose radical is finitely generated if and only if $A$ is a complete semilocal noetherian ring whose topology is its natural topology.

## CHAPTER IX

## COMPLETE LOCAL NOETHERIAN RINGS

In this chapter we refine the description of complete local noetherian rings given in Theorem 23.6 for those that either are equicharacteristic or are nonequicharacteristic but in which $p .1$ is not a zero-divisor, where $p$ is the characteristic of the residue field. Most of this chapter will be devoted to topics in commutative algebra. The Principal Ideal Theorem, a cornerstone of commutative algebra, is the subject of $\S 37$. In $\S 38$ we introduce Krull dimension and discuss regular local rings. In $\S 39$ the description is given with special attention to complete regular local rings. In $\S 40$ we show that complete local noetherian domains have the Japanese property, a fact needed in Chapter 10.

In this chapter, by a "noetherian ring" is meant a "commutative noetherian ring with identity."

## 37 The Principal Ideal Theorem

We begin with some results on modules that are both noetherian and artinian.
37.1 Definition. Let $E$ be a module. A Jordan-Hölder sequence of submodules of $E$ is a finite, strictly decreasing sequence $\left(M_{i}\right)_{0 \leq i \leq n}$ such that $M_{0}=E, M_{n}=\{0\}$, and for each $i \in[1, n], M_{i-1} / M_{i}$ is a simple module. The length of a strictly decreasing sequence of submodules is defined to be $+\infty$ if the sequence is infinite, otherwise $n$ where $n+1$ is the number of terms in the sequence. $E$ has finite length if $E$ has a Jordan-Hölder sequence.
37.2 Theorem. A module $E$ has finite length if and only if $E$ is noetherian and artinian.

Proof. Necessity: A simple module is clearly noetherian and artinian, so the assertion follows from 27.9. Sufficiency: The set of submodules of finite length is nonempty, since it contains the zero submodule and hence contains a maximal member $N$, as $E$ is noetherian. Suppose that $N \neq E$. The set of submodules of $E$ properly containing $N$ is then nonempty and hence contains a minimal member $M$, as $E$ is artinian. By the minimality of $M$,
$M / N$ is a simple module. Therefore as $N$ has a Jordan-Hölder sequence, so does $M$, a contradiction of the maximality of $N$. Thus $N=E$.
37.3 Corollary. If $M$ is a submodule of a module $E$, then $E$ has finite length if and only if $M$ and $E / M$ have finite length.

Proof. The assertion follows from 37.2, 20.3, and 27.3.
37.4 Theorem. If a module $E$ has a Jordan-Hölder sequence, then the length of any strictly decreasing sequence of submodules of $E$ is at most that of the Jordan-Hölder sequence.

Proof. Let $S=\{n \in \mathbb{N}$ : for every submodule $M$ of $E$ that has a Jordan-Hölder-sequence of length $n$, every strictly decreasing sequence of submodules of $M$ has length at most $n\}$. Clearly $0 \in S$, since the zero submodule is the only submodule of $E$ having a Jordan-Hölder sequence of length 0 . Also, $1 \in S$, for simple submodules of $E$ are the only ones having a Jordan-Hölder sequence of length 1 . Assume that $r \geq 2$ and that $S$ contains all natural numbers $<r$, where $r$ does not exceed the length of the Jordan-Hölder sequence of $E$. Let $F$ be a submodule of $E$ that has a Jordan-Hölder sequence $\left(M_{i}\right)_{0 \leq i \leq r}$ of length $r$. By 37.2, a strictly decreasing sequence of submodules of $\bar{F}$ is finite; let $\left(N_{j}\right)_{0 \leq j \leq s}$ be such a sequence, where by adding terms if necessary, we may assume that $N_{0}=F$ and $N_{s}=\{0\}$. Clearly $M_{1}$ has a Jordan-Hölder sequence of length $r-1$, so any strictly decreasing sequence of submodules of $M_{1}$ has length at most $r-1$. In particular, if $N_{1} \subseteq M_{1}$, then $\left(N_{j}\right)_{1 \leq j \leq s}$ is a strictly decreasing sequence of submodules of $M_{1}$, so $s-1 \leq r-1$ and hence $s \leq r$.

Consequently, we may assume that $N_{1} \nsubseteq M_{1}$. As $F / M_{1}$ is simple and as $N_{1} \neq F, N_{1}$ does not properly contain $M_{1}$, so by our assumption $N_{1} \nsupseteq$ $M_{1}$ and thus $M_{1} \cap N_{1} \subset M_{1}$. By 37.3, $M_{1} \cap N_{1}$ has a Jordan-Hölder sequence of length, say, $t$. Adjoining $M_{1}$ at the beginning of the sequence, we obtain a strictly decreasing sequence of submodules of $M_{1}$ of length $t+1$, so $t+1 \leq r-1$ and therefore $t \leq r-2$. Since $N_{1} \nsubseteq M_{1}$ and since $F / M_{1}$ is simple, $M_{1}+N_{1}=F$, so $N_{1} /\left(M_{1} \cap N_{1}\right)$ is simple as it is isomorphic to $\left(M_{1}+N_{1}\right) / M_{1}=F / M_{1}$. Consequently, adjoining $N_{1}$ at the beginning of a Jordan-Hölder sequence for $M_{1} \cap N_{1}$, we obtain a Jordan-Hölder sequence for $N_{1}$ of length $t+1 \leq r-1$. As $r-1 \in S$, therefore, and as $\left(N_{j}\right)_{1 \leq j \leq s}$ is a strictly decreasing sequence of submodules of $N_{1}, s-1 \leq r-1$ and thus $s \leq r$. Consequently, by induction $S$ contains $q$, the length of the given Jordan-Hölder sequence of $E$, so the conclusion holds.
37.5 Corollary. Any two Jordan-Hölder sequences of a module have the same length.

Consequently, we may define the length of a module of finite length to
be the length of all its Jordan-Hölder sequences. The following theorem is easy to prove:
37.6 Theorem. Let $E$ be a module of finite length. If $M$ is a submodule of $E$, then

$$
\text { length }(E)=\text { length }(M)+\text { length }(E / M)
$$

If $M$ is a proper submodule of $E$, then length $(M)<\operatorname{length}(E)$. If $E$ is the direct sum of submodules $M$ and $N$, then

$$
\operatorname{length}(E)=\operatorname{length}(M)+\text { length }(N)
$$

To begin our investigation of complete local noetherian rings, we gather some equivalent conditions for a commutative ring with identity to be artinian:
37.7 Theorem. Let $A$ be a commutative ring with identity. The following statements are equivalent:
$1^{\circ} A$ is artinian.
$2^{\circ} A$ is the direct sum of finitely many local noetherian rings whose maximal ideals are nilpotent.
$3^{\circ} A$ is a semilocal noetherian ring whose radical is nilpotent.
$4^{\circ} A$ is a semilocal ring whose radical is finitely generated and nilpotent.
$5^{\circ} A$ is a semilocal ring whose maximal ideals are finitely generated and nilpotent.

Proof. By $27.17,1^{\circ}$ and $2^{\circ}$ are equivalent. Each of $2^{\circ}-5^{\circ}$ implies that the radical topology on $A$ is discrete and hence complete, and that is also implied by $1^{\circ}$ by 27.15 . Therefore by $24.17,3^{\circ}$ and $4^{\circ}$ are equivalent. The equivalence of $1^{\circ}$ and $9^{\circ}$ of 36.33 and 36.35 establish the equivalence of $4^{\circ}$ and $1^{\circ}$, for the existence of an identity element prevents the existence of a basic divisible primary subgroup by 36.3 , and an artinian ring is linearly compact for the discrete topology by 28.14 . Clearly $2^{\circ}-4^{\circ}$ imply $5^{\circ}$. By (2) of $24.17,5^{\circ}$ implies $2^{\circ}$.

An ideal $P$ of a commutative ring with identity is prime if and only if for any two ideals $I$ and $J$ of $A$, if $I J \subseteq P$, then either $I \subseteq P$ or $J \subseteq P$. Indeed, the special case where $I$ and $J$ are principal ideals is the definition of a prime ideal. Conversely, suppose that $I J \subseteq P$ but neither $I$ nor $J$ is contained in $P$. Then there exist $a \in I$ and $b \in J$ such that neither $a$ nor $b$ belongs to $P$, yet $a b \in I J \subseteq P$. Thus $P$ is not prime.

To obtain another criterion for a commutative ring with identity to be noetherian, we need the following theorem:
37.8 Theorem. If $A$ is a commutative noetherian ring with identity, every proper ideal of $A$ either is a prime ideal or contains a product of nonzero prime ideals.

Proof. If not, the set $\mathcal{A}$ of proper ideals that neither are prime nor contain a product of nonzero prime ideals contains a maximal member $M$. In particular, $M$ is not prime, so there exist ideals $I, J$ such that $I \nsubseteq M$, $J \nsubseteq M$, and $I J \subseteq M$. Both $M+I$ and $M+J$ properly contain $M$, and $(M+I)(M+J) \subseteq M+I J=M$. Moreover, $M+I$ and $M+J$ are proper ideals; for example, if $M+I=A$, then

$$
(M+I)(M+J)=A(M+J)=M+J \nsubseteq M
$$

a contradiction. Consequently, $M+I$ and $M+J$ are nonzero proper ideals of $A$ that do not belong to $\mathcal{A}$ as they properly contain $M$, so each contains a product of nonzero prime ideals, whence $M$ does also, a contradiction.
37.9 Theorem. If $A$ is a commutative ring with identity, then $A$ is artinian if and only if $A$ is noetherian and each prime ideal of $A$ is maximal.

Proof. Necessity: By 37.7 we need only establish that a prime ideal $P$ of an artinian ring $A$ is maximal. For this, it suffices by 27.4 to show that an artinian integral domain $D$ is a field. Let $x$ be a nonzero element of $D$. Then $\left(D x^{n}\right)_{n \geq 1}$ is a decreasing sequence of ideals, so there exists $q \geq 1$ such that $x^{q}=d x^{q+1}$ for some $d \in A$, whence $1=d x$.

Sufficiency: By 37.8 applied to the zero ideal and our hypothesis, either the zero ideal is maximal, or there exist distinct maximal ideals $M_{1}, \ldots, M_{n}$ such that if $N=M_{1} M_{2} \ldots M_{n}$, then $N^{q}=\{0\}$ for some $q \geq 1$. If $\{0\}$ is a maximal ideal, then $A$ is a field and hence is artinian, so we need only consider the second possibility. First, if $M$ is any maximal ideal, then as $M$ is prime and contains $N^{q}, M$ contains some $M_{k}$ and hence $M=M_{k}$. Thus $A$ is semilocal. By $24.11, N=M_{1} \cap \ldots \cap M_{n}$, the radical of $A$, so the radical of $A$ is nilpotent. Therefore by $37.7, A$ is artinian. -
37.10 Definition. Let $A$ be a commutative ring with identity. $A$ minimal prime ideal of $A$ is a prime ideal properly containing no other prime ideal. If $J$ is a proper ideal of $A$, a minimal prime ideal over $J$ is a prime ideal $P$ containing $J$ such that there are no prime ideals containing $J$ that are properly contained in $P$.

For example, the zero ideal is the only minimal prime ideal of an integral domain. Clearly $P$ is a minimal prime ideal over $J$ if and only if $P \supseteq J$ and $P / J$ is a minimal prime ideal of $A / J$.
37.11 Theorem. If $A$ is a commutative ring with identity, every prime ideal $P$ of $A$ contains a minimal prime ideal.

Proof. The set $\mathcal{P}$ of all prime ideals contained in $P$ is nonempty, as $P \in \mathcal{P}$. Ordered by $\supseteq, \mathcal{P}$ is inductive, for if $\mathcal{C}$ is a chain in $\mathcal{P}$, clearly $\bigcap_{Q \in \mathcal{C}} Q$ is a prime ideal. Thus by Zorn's Lemma, $\mathcal{P}$ contains a member $P_{0}$ maximal for $\supseteq$, that is, $P_{0}$ is minimal among all prime ideals contained in $P$. Consequently, $P_{0}$ is a minimal prime ideal.
37.12 Corollary. If $A$ is a commutative ring with identity and if $J$ is a proper ideal of $A$, then every prime ideal of $A$ containing $J$ contains a minimal prime ideal over $J$, and in particular, there exist minimal prime ideals over $J$.

Proof. Applying 37.11 to $A / J$ yields the first assertion, and the second follows from it since $J$ is contained in a maximal ideal.

In commutative algebra, the importance of considering the subrings $S^{-1} A$ of the total quotient ring of a commutative ring with identity $A$, where $S$ is a multiplicative subset of cancellable elements of $A$, arises from the fact that the ordered set of prime ideals of $S^{-1} A$ is, in a natural way, isomorphic to the ordered set of prime ideals of $A$ not meeting $S$ :
37.13 Theorem. Let $A$ be a commutative ring with identity, and let $S$ be a multiplicative set of cancellable elements of $A$. If $J$ is an ideal of $S^{-1} A$, then $J=\left(S^{-1} A\right)(J \cap A)$. Moreover, $Q \rightarrow\left(S^{-1} A\right) Q$ is an order-preserving bijection from the set of all prime ideals of $A$ not meeting $S$ to the set of all prime ideals of $S^{-1} A$, and its inverse is $N \rightarrow N \cap A$.

Proof. Clearly $J \supseteq\left(S^{-1} A\right)(J \cap A)$. If $x \in J$, then $s x \in A$ for some $s \in S$, so $s x \in J \cap A$, and thus $x=s^{-1}(s x) \in\left(S^{-1} A\right)(J \cap A)$.

Let $Q$ be a prime ideal of $A$ not meeting $S$. Then $\left(S^{-1} A\right) Q$ is a proper ideal of $S^{-1} A$, for if $1 \in\left(S^{-1} A\right) Q$, then for some $s \in S, s=s \cdot 1 \in$ $Q$, a contradiction. To show that $\left(S^{-1} A\right) Q$ is a prime ideal of $S^{-1} A$, let $z, w \in S^{-1} A$ be such that $z w \in\left(S^{-1} A\right) Q$. There exist $r, s, t \in S$ such that $r z \in A, s w \in A$, and $t z w \in Q$, whence $t(r z)(s w)=r s(t z w) \in Q$. As $t \notin Q$, either $r z \in Q$ or $s w \in Q$, that is, either $z=r^{-1}(r z) \in\left(S^{-1} A\right) Q$ or $w=s^{-1}(s w) \in\left(S^{-1} A\right) Q$. Also, if $N$ is a prime ideal of $S^{-1} A$, clearly $N \cap A$ is a prime ideal of $A$.

Therefore we need only show that if $Q$ is a prime ideal of $A$ not meeting $S$, then $\left(S^{-1} A\right) Q \cap A=Q$, since we have already seen that for any ideal $J$ of $S^{-1} A, J=\left(S^{-1} A\right)(J \cap A)$. Clearly $Q \subseteq\left(S^{-1} A\right) Q \cap A$. If $x \in\left(S^{-1} A\right) Q \cap A$, then $s x \in Q$ for some $s \in S$, so $x \in Q$ as $s \notin Q$. •

Let $P$ be a prime ideal of an integral domain $A$. Then $A \backslash P$ is a multiplicative set; the integral domain $(A \backslash P)^{-1} A$ is usually denoted by $A_{P}$ and
is called the localization of $A$ at $P$, for by $37.13, A_{P}$ is a local ring whose maximal ideal is $A_{P} P$.
37.14 Theorem. Let $A$ be a commutative ring with identity. If $S$ is a multiplicative subset of $A$ and if $J$ is an ideal of $A$ such that $J \cap S=\emptyset$, then there is a prime ideal containing $J$ such that $P \cap S=\emptyset$.

Proof. The set $\mathcal{J}$ of all ideals $I$ of $A$ such that $I \supseteq J$ and $I \cap S=\emptyset$ is nonempty and is clearly inductive for inclusion. Consequently by Zorn's Lemma, $\mathcal{J}$ contains a maximal member $P$. Suppose that there exist $a, b \in$ $A \backslash P$ such that $a b \in P$. By the maximality of $P$, neither $P+A a$ nor $P+A b$ would belong to $\mathcal{J}$, so there would exist $x, y \in P$ and $c, d \in A$ such that $x+c a \in S$ and $y+d b \in S$. Therefore $(x+c a)(y+d b) \in S$, but

$$
(x+c a)(y+d b) \in P+A a b=P
$$

a contradiction. Thus $P$ is a prime ideal. -
37.15 Definition. Let $A$ be a commutative ring with identity, $J$ an ideal of $A$. The radical of $J$, denoted by $\operatorname{rad}(J)$, is defined by

$$
\operatorname{rad}(J)=\left\{x \in A: x^{n} \in J \text { for some } n \geq 1\right\} ;
$$

$J$ is a radical ideal if $J=\operatorname{rad}(J)$.
Clearly $\operatorname{rad}(J)$ is an ideal, for if $x^{n}, y^{m} \in J$, then $(x+y)^{n+m} \in J$ by the Binomial Theorem, and $(a x)^{n} \in J$ for any $a \in A$. Moreover, $\operatorname{rad}(\operatorname{rad}(J))=$ $\operatorname{rad}(J)$, so the radical of any ideal is a radical ideal. For example, $\operatorname{rad}(\{0\})$ is the ideal of all nilpotent elements of $A$.
37.16 Theorem. Let $A$ be a commutative ring with identity. If $J$ is a proper ideal of $A$, then $\operatorname{rad}(J)$ is the intersection of all the prime ideals of $A$ containing $J$ and hence of all the minimal prime ideals over $J$.

Proof. If $P$ is a prime ideal of $A$ containing $J$ and if $x \in \operatorname{rad}(J)$, then $x^{n} \in J \subseteq P$ for some $n \geq 1$, so $x \in P$. Conversely, let $x \in A \backslash \operatorname{rad}(J)$, and let $S=\left\{x^{n}: n \in \mathbb{N}\right\}$, a multiplicative subset of $A$. Then $J \cap S=\emptyset$, so by 37.14 there is a prime ideal $P$ of $A$ containing $J$ such that $P \cap S=\emptyset$, whence $x \in A \backslash P$. Thus $\operatorname{rad}(J)$ is the intersection of all the prime ideals of $A$ containing $J$. The final assertion is therefore a consequence of 37.12. -
37.17 Theorem. A proper radical ideal of a noetherian ring $A$ is the intersection of finitely many prime ideals.

Proof. In the contrary case, the set $\mathcal{J}$ of all proper radical ideals that are not the intersections of finitely many prime ideals is nonempty and hence
has a maximal member $J$. Clearly $J$ itself is not a prime ideal, so there exist $b, c \in A \backslash J$ such that $b c \in J$. Then $\operatorname{rad}(J+A b)$ and $\operatorname{rad}(J+A c)$ are radical ideals not belonging to $\mathcal{J}$, so each is the intersection of finitely many prime ideals. Therefore we shall obtain a contradiction by showing that

$$
\operatorname{rad}(J+A b) \cap \operatorname{rad}(J+A c)=J
$$

Let $x \in \operatorname{rad}(J+A b) \cap \operatorname{rad}(J+A c)$. Then there exist $n, m \in \mathbb{N}$ such that $x^{n} \in J+A b$ and $x^{m} \in J+A c$, so

$$
x^{n+m} \in(J+A b)(J+A c) \subseteq J+A b c=J,
$$

whence $x \in J$.
37.18 Theorem. If $P$ is a prime ideal of a commutative ring $A$ with identity and if $J_{1}, \ldots, J_{n}$ are ideals of $A$ such that $P \supseteq \bigcap_{k=1}^{n} J_{k}$, then $P \supseteq J_{i}$ for some $i \in[1, n]$.

Proof. In the contrary case, there would exist $x_{k} \in J_{k} \backslash P$ for each $k \in$ $[1, n]$. But then

$$
x_{1} x_{2} \ldots x_{n} \in\left(\bigcap_{k=1}^{n} J_{k}\right) \backslash P
$$

since $P$ is a prime ideal, a contradiction.
37.19 Theorem. If $J$ is a proper ideal of a noetherian ring $A$, there are only finitely many minimal prime ideals over $J$.

Proof. There are finitely many prime ideals $Q_{1}, \ldots, Q_{n}$ whose intersection is the intersection of all the prime ideals of $A$ containing $J$ by 37.16 and 37.17. By 37.12 there exist minimal prime ideals $P_{1}, \ldots, P_{n}$ over $J$ such that $P_{i} \subseteq Q_{i}$ for all $i \in[1, n]$, so $\bigcap_{i=1}^{n} Q_{i}=\bigcap_{i=1}^{n} P_{i}$. Let $P$ be a minimal prime ideal over $J$. Then

$$
P \supseteq \bigcap_{i=1}^{n} Q_{i}=\bigcap_{i=1}^{n} P_{i} .
$$

By 37.18, $P \supseteq P_{k}$ for some $k \in[1, n]$, so $P=P_{k}$ as $P$ is minimal over $J$. $\bullet$
37.20 Theorem. If $M$ is the maximal ideal of a local noetherian ring $A$ and if $J$ is a proper ideal of $A$, then $M$ is a minimal prime ideal over $J$ if and only if $J \supseteq M^{t}$ for some $t \geq 1$.

Proof. Necessity: $A / J$ is a local noetherian ring by 20.4 whose only prime ideal is the maximal ideal $M / J$. By 37.9 and $27.15,(M / J)^{t}=\{0\}$ for some $t \geq 1$, that is, $M^{t} \subseteq J$. Sufficiency: If $P$ is a prime ideal containing $J$, then $P$ contains $M^{t}$ for some $t \geq 1$, and hence $P=M$.
37.21 Theorem. Let $A$ be a noetherian integral domain. If $S$ is a multiplicative subset of $A$, then $S^{-1} A$ is noetherian.

Proof. Let $J$ be an ideal of $S^{-1} A$. By 37.13, $J=\left(S^{-1} A\right)(J \cap A)$, and by hypothesis there exist $x_{1}, \ldots, x_{n} \in J \cap A$ such that $J \cap A=A x_{1}+\ldots+A x_{n}$. Consequently, $J=\left(S^{-1} A\right) x_{1}+\ldots+\left(S^{-1} A\right) x_{n}$. Thus $S^{-1} A$ is noetherian. $\bullet$
37.22 Theorem. Let $A$ be a noetherian ring. The set $Z$ of zero-divisors of $A$ is the union of finitely many prime ideals, and every minimal prime ideal of $A$ is contained in $Z$.

Proof. For each $c \in A$, let $\operatorname{Ann}(c)$ be the annihilator of $c$, and let $\mathcal{A}=$ $\left\{\operatorname{Ann}(c): c \in A^{*}\right\}$. Clearly $Z=\bigcup_{B \in \mathcal{A}} B$. Let $\mathcal{A}_{0}$ be the set of all maximal members of $\mathcal{A}$, ordered by inclusion. As $A$ is noetherian, each member of $\mathcal{A}$ is contained in a member of $\mathcal{A}_{0}$, so $Z=\bigcup_{B \in \mathcal{A}_{0}} B$. To show that $Z$ is a union of prime ideals, therefore, it suffices to show that each member of $\mathcal{A}_{0}$ is a prime ideal.

Let $J=\operatorname{Ann}(c) \in \mathcal{A}_{0}$, and let $a, b \in A$ be such that $a b \in J$ but $b \notin$ $J$. Then $b c \neq 0$. Clearly $\operatorname{Ann}(b c) \supseteq \operatorname{Ann}(c)$, so by the maximality of $J$, $\operatorname{Ann}(b c)=\operatorname{Ann}(c)$. As $a \in \operatorname{Ann}(b c)$, therefore, $a \in \operatorname{Ann}(c)=J$.

Let $C=\left\{c \in A^{*}: \operatorname{Ann}(c) \in \mathcal{A}_{0}\right\}$, and let $I$ be the ideal generated by $C$. As $A$ is noetherian, there exist $c_{1}, \ldots, c_{n} \in C$ such that $I=A c_{1}+\ldots+A c_{n}$. To show that $\mathcal{A}_{0}=\left\{\operatorname{Ann}\left(c_{i}\right): 1 \leq i \leq n\right\}$, let $c \in C$. Then there exist $x_{1}, \ldots, x_{n} \in A$ such that $c=x_{1} c_{1}+\ldots+x_{n} c_{n}$, so

$$
\bigcap_{i=1}^{n} \operatorname{Ann}\left(c_{i}\right) \subseteq \operatorname{Ann}(c)
$$

and thus $\operatorname{Ann}\left(c_{1}\right) \operatorname{Ann}\left(c_{2}\right) \ldots \operatorname{Ann}\left(c_{n}\right) \subseteq \operatorname{Ann}(c)$. By the preceding, $\operatorname{Ann}(c)$ is a prime ideal, so $\operatorname{Ann}\left(c_{k}\right) \subseteq \operatorname{Ann}(c)$ for some $k \in[1, n]$, and therefore $\operatorname{Ann}(c)=\operatorname{Ann}\left(c_{k}\right)$ by the maximality of $\operatorname{Ann}\left(c_{k}\right)$. Thus $\mathcal{A}_{0}$ is finite.

Finally, we wish to show that if $Q$ is a minimal prime ideal of $A$, then $Q \subseteq Z$. Let $S=\{a b \in A: a \in A \backslash Q, b \in A \backslash Z\}$. Clearly $S$ is a multiplicative subset of $A$, so by 37.14 there is a prime ideal $P$ such that $P \cap S=\{0\}$. Now $P \subseteq Z \cap Q$, for if $z$ is a nonzero element of $P$, then $z \notin S$ but $z=1 \cdot z=z \cdot 1$, so as $1 \notin Q$ and $1 \notin Z, z \in Z \cap Q$. Thus by the minimality of $Q, Q=P \subseteq Z$. -
37.23 Lemma. Let $A$ be an integral domain, and let $u, y \in A^{*}$. (1) The $A$-modules $(A u+A y) / A u$ and $\left(A u^{2}+A u y\right) / A u^{2}$ are isomorphic. (2) If $a u^{2} \in A y$ implies that $a u \in A y$ for all $a \in A$, then the $A$-modules $A u / A u^{2}$ and $\left(A u^{2}+A y\right) /\left(A u^{2}+A u y\right)$ are isomorphic.

Proof. The function $x \rightarrow u x$ is an $A$-linear isomorphism from $A u+A y$ to $A u^{2}+A u y$ and takes $A u$ to $A u^{2}$, so (1) holds. (2) Clearly the functions $f$ and
$g$ from $A$ to $A u / A u^{2}$ and to $\left(A u^{2}+A y\right) /\left(A u^{2}+A u y\right)$ respectively, defined by $f(x)=x u+A u^{2}$ and $g(x)=x y+A u^{2}+A u y$, are $A$-epimorphisms. Thus to establish (2), it suffices to show that they have the same kernel. The kernel of $f$ is clearly $A u$. If $x \in A u$, then $x y \in A u y$, so $g(x)=0$. Conversely, suppose that $g(x)=0$, that is, that $x y=a u^{2}+b u y$ where $a, b \in A$. Then $a u^{2} \in A y$, so by hypothesis $a u=c y$ for some $c \in A$, whence $x y=c u y+b u y$, therefore $x=(c+b) u \in A u$, and finally $f(x)=0$.
37.24 Theorem. (Principal Ideal Theorem) If $A$ is a local noetherian ring and if the maximal ideal $M$ of $A$ is a minimal prime ideal over $A x$ for some $x \in A$, then every prime ideal of $A$ other than $M$ is a minimal prime ideal.

Proof. In the contrary case there would exist prime ideals $P$ and $Q$ such that $M \supset P \supset Q$. Then $A / Q$ would be a local integral domain with maximal ideal $M / Q$, a minimal prime ideal over the principal ideal generated by $x+Q$, and $P / Q$ would be a nonzero, nonmaximal prime ideal. Replacing $A$ by $A / Q$ if necessary, we may therefore assume that $A$ is a local noetherian domain whose maximal ideal $M$ is a minimal prime ideal over $A x$ and that $A$ contains a nonzero, nonmaximal prime ideal $P$. To obtain a contradiction, let $y$ be a nonzero element of $P$, and for each $k \geq 1$, let $J_{k}=\left\{a \in A: a x^{k} \in A y\right\}$. As $\left(J_{k}\right)_{k \geq 1}$ is an increasing sequence of ideals of $A$, there exists $n \geq 1$ such that $J_{k}=J_{n}$ for all $k \geq n$. Then $a x^{2 n} \in A y$ implies that $a x^{n} \in A y$. Let $u=x^{n}$; then $a u^{2} \in A y$ implies that $a u \in A y$.

Clearly $M$ is a minimal prime ideal over both $A u$ and $A u^{2}$. Therefore $A / A u^{2}$ is a noetherian ring having precisely one prime ideal, so $A / A u^{2}$ is an artinian ring by 37.9 . Therefore every finitely generated, unitary $\left(A / A u^{2}\right)$ module has finite length by $27.8,20.8$, and 37.2 . Thus, as $(A u+A y) / A u^{2}$ and $\left(A u^{2}+A y\right) / A u^{2}$ are finitely generated, unitary $\left(A / A u^{2}\right)$-modules, they have finite length. As $\left[(A u+A y) / A u^{2}\right] /\left[A u / A u^{2}\right]$ is isomorphic to $(A u+A y) / A u$, we conclude from 37.6 that

$$
\text { length }\left[(A u+A y) / A u^{2}\right]=\text { length }\left[A u / A u^{2}\right]+\text { length }[(A u+A y) / A u] .
$$

Similarly,

$$
\begin{aligned}
\text { length }\left[\left(A u^{2}+A y\right) / A u^{2}\right]= & \text { length }\left[\left(A u^{2}+A u y\right) / A u^{2}\right]+ \\
& \left.+ \text { length }\left[\left(A u^{2}+A y\right) / A u^{2}+A u y\right)\right]
\end{aligned}
$$

By 37.23,

$$
\begin{gathered}
\text { length }[(A u+A y) / A u]=\operatorname{length}\left[\left(A u^{2}+A u y\right) / A u^{2}\right] \\
\text { length }\left[A u / A u^{2}\right]=\text { length }\left[\left(A u^{2}+A y\right) /\left(A u^{2}+A u y\right)\right]
\end{gathered}
$$

Therefore

$$
\text { length }\left[(A u+A y) / A u^{2}\right]=\text { length }\left[\left(A u^{2}+A y\right) / A u^{2}\right]
$$

so again by 37.6, $(A u+A y) / A u^{2}=\left(A u^{2}+A y\right) / A u^{2}$. Thus $A u+A y=$ $A u^{2}+A y$, so $u=c u^{2}+d y$ for some $c, d \in A$. Since $M$ is a minimal prime ideal over $A u, u \in M$, and therefore $1-c u$ is a unit of $A$. Consequently as $d y=(1-c u) u$, we conclude that $u \in A y \subseteq P$, a contradiction of our assumption that $M$ is a minimal prime ideal over $A u$.

## Exercises

37.1 Let $A$ be an integral domain. An element $p$ of $A$ is a principal prime if $p \neq 0$ and $A p$ is a prime ideal. (a) If $p \in A^{*}$, then $p$ is a principal prime if and only if for all $a, b \in A$, if $p \mid a b$, then either $p \mid a$ or $p \mid b$. (b) If $p$ is a principal prime and if $p \mid a_{1} \ldots a_{n}$, then for some $i \in[1, n], p \mid a_{i}$. (c) If $p$ and $q$ are principal primes and if $p \mid q$, then $q \mid p$, that is, $p$ and $q$ are associates. (d) If every noninvertible element of $A^{*}$ is a product of principal primes, then $A$ is a unique factorization domain, that is, the hypothesis holds and for any finite sequences $\left(p_{i}\right)_{1 \leq i \leq n}$ and $\left(q_{j}\right)_{1 \leq j \leq m}$ of principal primes, if $\prod_{i=1}^{n} p_{i}=\prod_{j=1}^{m} q_{j}$, then $m=n$ and there is a permutation $\sigma$ of $[1, n]$ such that for each $i \in[1, n], p_{i}$ and $q_{\sigma(i)}$ are associates. [Use (b) and (c) and induction on $n$.]
37.2 Let $A$ be an integral domain. The set $S$ consisting of all invertible elements of $A$ and all products of finite sequences of principal primes is a multiplicative set such that for all $a, b \in A$, if $a b \in S$, then $a \in S$ and $b \in S$. [Proceed by induction on the number of principal primes whose product is $a b$.]
37.3 Let $A$ be an integral domain. (a) If $A$ is a unique factorization domain, then every nonzero prime ideal of $A$ contains a principal prime. (b) Conversely, if every nonzero prime ideal of $A$ contains a principal prime, then $A$ is a unique factorization domain. [With $S$ defined as in Exercise 37.2, show that if $c \in A^{*} \backslash S$, then $A c \cap S=(0)$, and apply 37.14.]
37.4 If $A$ is a principal ideal domain, then $A[[X]]$ is a unique factorization domain, and the principal primes of $A[[X]]$ are the associates of $X$ and the principal primes of $A$. [Apply (b) of Exercise 37.3. If $P$ is a prime ideal not containing $X$, show that $P \cap A=A p$ where $p$ is a prime of $A$, and that $P$ is the principal ideal of $A[[X]]$ generated by $p$. For this, argue as in the proof of 23.2.]

## 38 Krull Dimension and Regular Local Rings

38.1 Definition. The height of a prime ideal $P$ of a noetherian ring $A$, denoted by $\operatorname{ht}(P)$, is the supremum of the lengths of all the strictly decreasing sequences $\left(P_{k}\right)_{0 \leq k \leq m}$ of prime ideals of $A$ such that $P_{0}=P$.

For example, the height of a minimal prime ideal of $A$ is zero, a special case of the following theorem:
38.2 Theorem. If $A$ is a noetherian ring and if $J$ is a proper ideal of $A$ generated by $n$ elements, then for any prime ideal $P$ of $A$ that is minimal over $J, h t(P) \leq n$.

Proof. We shall proceed by induction on $n$, the assertion being true by the definition of a minimal prime ideal if $n=0$, that is, if $J=\{0\}$. Assume, therefore, that $n \geq 1$ and that the assertion holds for any prime ideal in a noetherian ring that is minimal over an ideal generated by $n-1$ elements. We shall obtain a contradiction from the supposition that $P$ is a prime ideal that is minimal over an ideal $J$ generated by $n$ elements, and that there is a strictly decreasing sequence $\left(P_{k}\right)_{0 \leq k \leq m}$ of prime ideals of length $m>n$, where $P_{0}=P$.

We make several reductions: First, by replacing $A$ with $A / P_{m}, J$ with $\left(J+P_{m}\right) / P_{m}$, and each $P_{k}$ with $P_{k} / P_{m}$, we may assume that $A$ is an integral domain. Second, by replacing the integral domain $A$ by $A_{P}, J$ by $A_{P} J$, and each $P_{k}$ by $A_{P} P_{k}$, we may assume, by 37.13 and 37.21 , that $A$ is a local noetherian domain whose maximal ideal is $P$. Third, we may assume that there are no prime ideals strictly between $P$ and $P_{1}$; indeed, in the contrary case, there is an ideal $P_{1}^{\prime}$ maximal in the set of all prime ideals $N$ such that $P \supset N \supset P_{1}$; replacing $\left(P_{k}\right)_{0 \leq k \leq m}$ by $\left(P_{k}^{\prime}\right)_{0 \leq k \leq m+1}$ where $P_{0}^{\prime}=P_{0}$ and $P_{k+1}^{\prime}=P_{k}$ for all $k \in[1, m]$, we obtain a sequence of length $m+1>n$ such that there are no prime ideals strictly between $P$ and $P_{1}^{\prime}$. Consequently, we assume that $A$ is a local noetherian domain whose maximal ideal is $P$ and that there are no prime ideals strictly between $P$ and $P_{1}$.

Let $S$ be a set of $n$ elements generating $J$. Since $P$ is a minimal prime ideal over $J, J \nsubseteq P_{1}$, so there exists $a_{1} \in S$ not belonging to $P_{1}$; let $a_{2}, \ldots, a_{n}$ be the remaining members of $S$. Then $A a_{1}+P_{1}$ contains $P_{1}$ properly, so $P$ is a minimal prime ideal over $A a_{1}+P_{1}$. By $37.20, A a_{1}+P_{1} \supseteq$ $P^{t} \supseteq J^{t}$ for some $t \geq 1$. In particular, for each $k \in[2, n]$ there exists $c_{k} \in A$ and $b_{k} \in P_{1}$ such that $a_{k}^{t}=c_{k} a_{1}+b_{k}$. Let $I=A b_{2}+\ldots+A b_{n}$. Since $m>n, \operatorname{ht}\left(P_{1}\right)>n-1$, so by our inductive hypothesis applied to $I, P_{1}$ is not a minimal prime ideal over $I$. Consequently, by 37.12 , there exists a prime ideal $Q$ of $A$ such that $P_{1} \supset Q \supseteq I$. Since

$$
P \supseteq A a_{1}+Q \supseteq A a_{1}+I \supseteq A a_{1}+A a_{2}^{t}+\ldots+A a_{n}^{t} \supseteq J^{n t}
$$

and since $P$ is a minimal prime ideal over $J, P$ is the only prime ideal of $A$ containing $A a_{1}+Q$. Let the image under the canonical epimorphism from $A$ to $A / Q$ of an element $x$ be denoted by $x^{*}$ and that of an ideal $H$ by $H^{*}$. Then in $A / Q, P^{*}$ is a minimal prime ideal over $(A / Q) a_{1}^{*}$, but, as
$P \supset P_{1} \supset Q, P^{*} \supset P_{1}^{*} \supset\{0\}$, in contradiction to 37.24 , since $\{0\}$ is the only minimal prime ideal of $A / Q$.

Thus, if $P$ is a prime ideal in a noetherian ring $A, \operatorname{ht}(P)$ is finite, since $\mathrm{ht}(P) \leq n$ where $P$ is generated by $n$ elements. If $Q$ is a prime ideal properly contained in $P$, clearly $\operatorname{ht}(P) \geq 1+\operatorname{ht}(Q)$, that is, $\operatorname{ht}(P)>\operatorname{ht}(Q)$.
38.3 Theorem. Let $P_{1}, \ldots, P_{n}$ be ideals of a commutative ring $A$ with identity, all but at most two of which are prime ideals. If $B$ is a subring of $A$ such that

$$
B \subseteq \bigcup_{j=1}^{n} P_{j}
$$

then $B \subseteq P_{k}$ for some $k \in[1, n]$.
Proof. We first consider the case $n=2$. Here, neither ideal need be prime. If $B \subseteq P_{1} \cup P_{2}$ but $B \nsubseteq P_{1}$ and $B \nsubseteq P_{2}$, then there would exist $x \in B \backslash P_{1}$ and $y \in B \backslash P_{2}$, whence $x \in P_{2}$ and $y \in P_{1}$ as $B \subseteq P_{1} \cup P_{2}$; but then $x+y \in B \subseteq P_{1} \cup P_{2}$, whereas $x+y \notin P_{1}$ as $y \in P_{1}$ and $x \notin P_{1}$, and $x+y \notin P_{2}$ as $x \in P_{2}$ and $y \notin P_{2}$, a contradiction.

Assume next that $n \geq 3$ and that the assertion holds for $n-1$ ideals. If $B \cap P_{j} \subseteq \bigcup_{k \neq j} P_{k}$ for some $j \in[1, n]$, then

$$
B=\bigcup_{k=1}^{n}\left(B \cap P_{k}\right) \subseteq \bigcup_{k \neq j} P_{k}
$$

so by our inductive hypothesis, $B \subseteq P_{k}$ for some $k \in[1, n]$. In the contrary case, for each $j \in[1, n]$ there exists $x_{j} \in\left(B \cap P_{j}\right) \backslash \bigcup_{k \neq j} P_{k}$, and as $n \geq 3$, $P_{r}$ is prime for some $r \in[1, n]$. Let $x=x_{r}+y_{r}$, where

$$
y_{r}=\prod_{k \neq r} x_{k}
$$

Then $y_{r} \notin P_{r}$ as $P_{r}$ is prime, so $x \notin P_{r}$ as $x_{r} \in P_{r}$; also, for any $i \neq r$, $y_{r} \in P_{i}$, so $x \notin P_{i}$ as $x_{r} \notin P_{i}$. Hence

$$
x \in B \backslash \bigcup_{j=1}^{n} P_{j}=\emptyset
$$

a contradiction.
We need an extension of 38.2 :
38.4 Theorem. Let $A$ be a noetherian ring, and let $P$ be a prime ideal of $A$. If $J$ is an ideal of $A$ generated by $n$ elements that is contained in $P$, then $P / J$ is a prime ideal of $A / J$, and

$$
\operatorname{ht}(P) \leq n+\operatorname{ht}(P / J)
$$

Proof. We proceed by induction on $\mathrm{ht}(P / J)$, the assertion holding if $\mathrm{ht}(P / J)=0$ by 38.2. Let $k>0$, assume that the inequality holds whenever $J$ is an ideal of $A$ generated by $n$ elements and contained in $P$ such that $\mathrm{ht}(P / J)<k$, and let $I$ be an ideal generated by $m$ elements and contained in $P$ such that $\operatorname{ht}(P / I)=k$. By 37.19 , there are finitely many prime ideals $Q_{1}, \ldots, Q_{r}$ minimal over $I$, and $P$ is not among them as $k>0$. If $P \subseteq \bigcup_{i=1}^{r} Q_{i}$, then $P \subseteq Q_{j}$ for some $j \in[1, r]$ by 38.3 , so $P=Q_{j}$ by the minimality of $Q_{j}$, a contradiction. Therefore there exists

$$
c \in P \backslash \bigcup_{i=1}^{r} Q_{i}
$$

Let $J=I+A c$, an ideal generated by $m+1$ elements. If $\left(P_{k}\right)_{0 \leq k \leq s}$ is a strictly decreasing sequence of prime ideals such that $P_{0}=P$ and $P_{s} \supseteq J \supset I$, then $P_{s} \supseteq Q_{t}$ for some $t \in[1, r]$ by 37.12 , whence $P_{s} \supset Q_{t} \supseteq I$ as $c \in P_{s} \backslash Q_{t}$. Thus $\operatorname{ht}(P / J)+1 \leq \operatorname{ht}(P / I)$. Consequently, $\mathrm{ht}(P / J)<k$, so by our inductive hypothesis,

$$
\operatorname{ht}(P) \leq(m+1)+\operatorname{ht}(P / J) \leq m+1+(\operatorname{ht}(P / I)-1)=m+\operatorname{ht}(P / I) . \bullet
$$

38.5 Definition. Let $A$ be a noetherian ring. The height of a proper ideal $J$ of $A$, denoted by $\mathrm{ht}(J)$, is the minimum of the heights of the minimal prime ideals over $J$.

By 38.2, if $J$ is a proper ideal generated by $n$ elements, $\operatorname{ht}(J) \leq n$. If $I$ is an ideal contained in $J$, then $\mathrm{ht}(J) \geq \mathrm{ht}(I)$. Indeed, if $P$ is any minimal prime ideal over $J$, then $P$ contains a minimal prime ideal $Q$ over $I$ by 37.12, $\operatorname{so} \operatorname{ht}(P) \geq \mathrm{ht}(Q) \geq \mathrm{ht}(I)$, and therefore $\mathrm{ht}(J) \geq \mathrm{ht}(I)$.
38.6 Definition. The Krull dimension, or simply the dimension of a local noetherian ring $A$, denoted by $\operatorname{dim}(A)$, is the height of its maximal ideal.

For example, by 37.9 the local noetherian rings of dimension zero are precisely the local artinian rings, that is, by 37.7 , the local noetherian rings whose maximal ideal is nilpotent.

If $A$ is a local noetherian ring of dimension $d$, the height of each nonmaximal prime ideal of $A$ is strictly less than $d$, so the maximal ideal $M$ of $A$ is a minimal prime ideal over a proper ideal $J$ if and only if $\operatorname{ht}(J)=d$.
38.7 Theorem. Let $A$ be a local noetherian ring of dimension $d$ whose maximal ideal $M$ is generated by $n$ elements. If $J$ is a proper ideal of $A$ such that $\operatorname{ht}(J) \geq s$, where $0 \leq s \leq d$, there is a sequence $u_{1}, \ldots, u_{n}$ of elements of $A$ generating $M$ such that $M$ is a minimal prime ideal over $J+A u_{s+1}+\ldots+A u_{d}$.

Proof. It suffices to prove by induction that for each $i \in[s, d]$ there is a sequence $u_{1}, \ldots, u_{n}$ of elements of $A$ generating $M$ such that $\operatorname{ht}(J+$ $\left.A u_{s+1}+\ldots+A u_{i}\right) \geq i$, for applying this result to $i=d$ yields an ideal of height $d$, over which $M$ is therefore a minimal prime ideal.

The statement is trivially true if $i=s$. Assume that it is true if $s \leq i<d$, and let $u_{i}, \ldots, u_{n}$ be generators of $M$ such that $h t\left(J+A u_{s+1}+\ldots+A u_{i}\right) \geq i$. If $h t\left(J+A u_{s+1}+\ldots+A u_{i}\right) \geq i+1$, then also

$$
\operatorname{ht}\left(J+A u_{s+1}+\ldots+A u_{i}+A u_{i+1}\right) \geq i+1
$$

so the same sequence of generators serves for $i+1$. By 37.12 and 37.19 , the set $\mathcal{P}$ of minimal prime ideals over $J+A u_{s+1}+\ldots+A u_{i}$ is nonempty and finite, and as noted above, $M \notin \mathcal{P}$. Let $P_{1} \in \mathcal{P}$; as $P_{1} \neq M$, there exists $m \in[1, n]$ such that $u_{m} \notin P_{1}$. Let $P_{2}, \ldots, P_{k}$ be the remaining members of $\mathcal{P}$ not containing $u_{m}$, and let $P_{k+1}, \ldots, P_{h}$ be the members of $\mathcal{P}$ containing $u_{m}$. For each $j \in[k+1, h]$ there exists $m(j) \in[1, n]$ such that $u_{m(j)} \notin P_{j}$, since $P_{j} \neq P$, whence $m(j) \neq m$. By 37.13 there exists

$$
c_{j} \in\left(\bigcap_{i \neq j} P_{i}\right) \backslash P_{j}
$$

for each $j \in[k+1, h]$. Let

$$
u_{m}^{\prime}=u_{m}+\sum_{j=k+1}^{h} c_{j} u_{m(j)}
$$

As $m(j) \neq m$ for all $j \in[k+1, h]$,

$$
u_{m} \in A u_{1}+\ldots+A u_{m-1}+A u_{m}^{\prime}+A u_{m+1}+\ldots+A u_{n}
$$

Therefore $u_{1}, \ldots, u_{m-1}, u_{m}^{\prime}, u_{m+1}, \ldots, u_{n}$ generate $M$. Clearly $u_{m}^{\prime}$ belongs to no member of $\mathcal{P}$; therefore each minimal prime ideal over $J+$ $A u_{s+1}+\ldots+A u_{i}+A u_{m}^{\prime}$ does not belong to $\mathcal{P}$ and hence strictly contains some member of $\mathcal{P}$ by 37.12. Consequently,

$$
\operatorname{ht}\left(J+A u_{s+1}+\ldots+A u_{i}+A u_{m}^{\prime}\right) \geq i+1
$$

If $m \neq i+1$, interchanging $u_{i+1}$ and $u_{m}^{\prime}$ in the sequence $u_{1}, \ldots, u_{m-1}, u_{m}^{\prime}$, $u_{m+1}, \ldots, u_{n}$ yields the desired sequence of generators of $M$ for $i+1$. •

From 38.2 and 38.7 applied to the zero ideal, we obtain:
38.8 Theorem. Let $A$ be a local noetherian ring of dimension $d$, and let $M$ be its maximal ideal. There is an ideal $J$ generated by $d$ elements such that $M$ is a minimal prime ideal over $J$, and any set of generators of an ideal over which $M$ is a minimal prime ideal contains at least d elements.

If $A$ is a local noetherian ring with maximal ideal $M$, then $M / M^{2}$ is a finitely generated ( $A / M$ )-vector space.
38.9 Definition. Let $A$ be a local noetherian ring, $M$ its maximal ideal. The vector dimension of $A$, denoted by $\operatorname{vdim}(A)$, is the dimension of the ( $A / M$ )-vector space $M / M^{2}$.
38.10 Theorem. Let $A$ be a local noetherian ring, $M$ its maximal ideal. Then $x_{1}, \ldots, x_{r}$ generate $M$ if and only if the $M^{2}$-cosets of $x_{1}, \ldots, x_{r}$ generate the $(A / M)$-vector space $M / M^{2}$. In particular, there is a set of generators of $M$ containing $\operatorname{vdim}(A)$ elements, and every set of generators of $M$ contains at least $\operatorname{vdim}(A)$ elements.

Proof. The condition is clearly necessary. Sufficiency: Let

$$
F=A x_{1}+\ldots+A x_{r}
$$

Then $F$ is closed in $M$ for the $M$-topology of the $A$-module $M$ by 24.14, and by hypothesis, $M=F+M^{2}$. Consequently by $36.18, M=F$. -

By 38.8 and $38.10, \operatorname{dim}(A) \leq \operatorname{vdim}(A)$.
38.11 Definition. A commutative ring with identity $A$ is a regular local ring if $A$ is a local noetherian ring such that $\operatorname{dim}(A)=\operatorname{vdim}(A)$.

By 38.10, a local noetherian ring $A$ of dimension $d$ is a regular local ring if and only if there are $d$ elements generating its maximal ideal.

To characterize regular local rings of dimension 1 , we need the following theorem:
38.12 Theorem. If $A$ is a local noetherian ring that is not an integral domain, and if the principal ideal $A c$ is a prime ideal, then $A c$ is a minimal prime ideal.

Proof. In the contrary case, there is a prime ideal $Q$ properly contained in Ac. Let $a \in Q$. Then $a=x c$ for some $x \in A$. Suppose that $a=y c^{n}$ for some $y \in A$. Then $y c^{n} \in Q$ but $c^{n} \notin Q$, so $y \in Q \subset A c$. Therefore $y=z c$ for some $z \in A$, and thus $a=z c^{n+1}$. Consequently, by induction,

$$
a \in \bigcap_{n=1}^{\infty} A c^{n} \subseteq \bigcap_{n=1}^{\infty} M^{n}=\{0\}
$$

by 20.16, where $M$ is the maximal ideal of $A$. Hence $Q=\{0\}$, so $A$ is an integral domain, a contradiction.
38.13 Theorem. Let $A$ be a local ring. (1) $A$ is a regular local ring of dimension 0 if and only if $A$ is a field. (2) $A$ is a regular local ring of dimension 1 if and only if $A$ is the valuation ring of a discrete valuation of a field.

Proof. (1) Any field is clearly a regular local ring of dimension zero. Conversely, if $A$ is a regular local ring of dimension zero with maximal ideal $M$, then $M / M^{2}=\{0\}$, so $M=M^{2}$ and hence $M=\bigcap_{n \geq 1} M^{n}=\{0\}$ by 20.16, that is, $A$ is a field.
(2) A discrete valuation ring $A$ is a regular local ring of dimension 1, for its maximal ideal $M$ is a nonzero principal ideal, whence $\operatorname{vdim}(A)=1$, and $\operatorname{dim}(A)=1$ since by $18.2, M$ and $\{0\}$ are its only prime ideals.

Conversely, let $A$ be a regular local ring of dimension 1. The maximal ideal $M$ of $A$ is then a principal ideal. By $38.12, A$ is an integral domain, for otherwise $M$ would be a minimal prime ideal, so the dimension of $A$ would be zero. By 20.17, $A$ is the valuation ring of a discrete valuation.
38.14 Theorem. Let $A$ be a local noetherian ring with maximal ideal $M$. If $c \in M \backslash M^{2}$, then $\operatorname{vdim}(A / A c)=\operatorname{vdim}(A)-1$.

Proof. We denote the image under the canonical epimorphism from $A$ to $A / A c$ of an element $x$ of $A$ by $x^{*}$. Let $r=\operatorname{vdim}(A / A c)$, and let $y_{1}, \ldots, y_{r} \in M$ be such that the $(M / A c)^{2}$-cosets of $y_{1}^{*}, \ldots, y_{r}^{*}$ generate the $(A / A c) /(M / A c))$-vector space $(M / A c) /(M / A c)^{2}$. Then

$$
M / A c=(A / A c) y_{1}^{*}+\ldots+(A / A c) y_{r}^{*}
$$

by 38.10 , so

$$
M=A c+A y_{1}+\ldots+A y_{r}
$$

Consequently, the $M^{2}$-cosets of $c, y_{1}, \ldots, y_{r}$ generate $M / M^{2}$, so we need only show that if

$$
t c+\sum_{i=1}^{r} t_{i} y_{i} \in M^{2}
$$

where $t, t_{1}, \ldots, t_{r} \in A$, then $t, t_{1}, \ldots, t_{r}$ all belong to $M$. Since $c^{*}=0$,

$$
\sum_{i=1}^{r} t_{i}^{*} y_{i}^{*} \in\left(M^{2}+A c\right) / A c=(M / A c)^{2}
$$

whence each $t_{i}^{*} \in M / A c$ by the definition of $r$, and therefore each $t_{i} \in M$. Consequently,

$$
\sum_{i=1}^{r} t_{i} y_{i} \in M^{2}
$$

so tc $\in M^{2}$, and therefore $t \in M$ since otherwise $t$ would be invertible, whence $c \in M^{2}$, a contradiction.
38.15 Theorem. If $A$ is a regular local ring of dimension $d$ with maximal ideal $M$ and if $c \in M \backslash M^{2}$, then $A / A c$ is a regular local ring of dimension $d-1$.

Proof. We have

$$
\begin{aligned}
d-1 & =\operatorname{vdim}(A)-1=\operatorname{vdim}(A / A c) \geq \operatorname{dim}(A / A c) \\
& =\operatorname{ht}(M / A c) \geq \operatorname{ht}(M)-1=d-1,
\end{aligned}
$$

the equalities and inequalities holding respectively by hypothesis, 38.14 , the remark preceding 38.11, the definition of $\operatorname{dim}(A / A c), 38.4$, and the definition of $\operatorname{dim}(A)$. Thus $\operatorname{vdim}(A / A c)=\operatorname{dim}(A / A c)=d-1$.
38.16 Theorem. A regular local ring is an integral domain.

Proof. We proceed by induction on the dimension $d$ of a regular local ring, the assertion holding if $d$ is either 0 or 1 by 38.13 and the discussion preceding it. Let $d>0$, assume that every regular local ring of dimension $<d$ is an integral domain, and let $A$ be a regular local ring of dimension $d, M$ its maximal ideal. For any $x \in M \backslash M^{2}, A / A x$ is also a regular local ring of dimension $d-1$ by 38.15 , so $A / A x$ is an integral domain by our inductive hypothesis, that is, $A x$ is a prime ideal. Suppose that $A$ were not an integral domain, and let $P_{1}, \ldots, P_{s}$ be its minimal prime ideals (which are finite in number by 37.19). By 38.12, for each $x \in M \backslash M^{2}, A x$ is a minimal prime ideal, so

$$
M \backslash M^{2} \subseteq \bigcup_{i=1}^{s} P_{i}
$$

whence

$$
M \subseteq M^{2} \cup\left(\bigcup_{i=1}^{s} P_{i}\right)
$$

Since $d>0, M^{2} \subset M$; therefore by $38.3, M \subseteq P_{i}$ for some $i \in[1, s]$, so $M$ is a minimal prime ideal and thus $d=0$, a contradiction. Hence $A$ is an integral domain. -
38.17 Theorem. If $A$ is a regular local ring of dimension $d$, then $A[[X]]$ is a regular local ring of dimension $d+1$.

Proof. For each ideal $J$ of $A$, let

$$
J^{\prime}=\left\{\sum_{k=0}^{\infty} c_{k} X^{k}: c_{0} \in J, c_{k} \in A \text { for all } k \geq 1\right\}
$$

Thus $J^{\prime}$ is an ideal of $A[[X]]$ satisfying $J^{\prime} \cap A=J$. Clearly if $M$ is a maximal ideal of $A, M^{\prime}$ is the maximal ideal of $A[[X]]$, and if $P$ is a prime ideal of $A, P^{\prime}$ is a prime ideal of $A[[X]]$. Consequently, if $\left(P_{k}\right)_{0 \leq k \leq d}$ is a sequence of prime ideals of $A$ such that

$$
M=P_{0} \supset P_{1} \supset \ldots \supset P_{d}=(0)
$$

then

$$
M^{\prime}=P_{0}^{\prime} \supset P_{1}^{\prime} \supset \ldots \supset P_{d}^{\prime}=(X) \supset\{0\}
$$

is a sequence of ideals of $A[[X]]$ of length $d+1$. Thus $\operatorname{dim}(A[[X]]) \geq d+1$. If $x_{1}, \ldots, x_{d}$ generate $M$, clearly $x_{1}, \ldots, x_{d}, X$ generate the maximal ideal $M^{\prime}$ of $A[[X]]$. Thus $\operatorname{vdim}(A[[X]]) \leq d+1$. Consequently, as $\operatorname{dim}(A[[X]]) \leq$ $\operatorname{vdim}(A[[X]])$, we conclude that $\operatorname{dim}(A[[X]])=\operatorname{vdim}(A[[X]])=d+1 . \bullet$
38.18 Corollary. If $K$ is a field, $K\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ is a regular local ring of dimension $d$. If $C$ is a discrete valuation ring, $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$ is a regular local ring of dimension $d$.

Proof. The assertion follows by induction from 38.17 and 38.13. •

## Exercises

38.1 Let $A$ be a topological ring with identity, $Q(A)$ its total quotient ring, each of whose elements is of the form $b / c$ where $b \in A$ and $c$ is a cancellable element belonging to the center of $A$. The topological quotient ring of $A$, denoted by $Q_{\text {top }}(A)$, is the subring $S^{-1} A$ of $Q(A)$ where $S$ is the multiplicative set of all cancellable elements $c$ of $A$ belonging to its center such that $x \rightarrow c x$ is an open mapping from $A$ to $A$. If $B$ is a subring of $Q(A)$ containing $A$, then the neighborhoods of zero in $A$ form a fundamental system of neighborhoods of zero for a ring topology on $B$ if and only if $B \subseteq Q_{\text {top }}(A)$.
38.2 Let $A$ be a local noetherian ring, furnished with its natural topology. (a) $Q(A)=A$ if and only if $\operatorname{dim}(A)=0$. (b) The following statements are equivalent:

$$
\begin{aligned}
& 1^{\circ} A \subset Q_{\text {top }}(A) . \\
& 2^{\circ} Q(A)=Q_{\text {top }}(A) \neq A . \\
& 3^{\circ} \operatorname{dim}(A)=1 .
\end{aligned}
$$

[Use 37.20, 37.22, and 37.24.]
38.3 Let $A$ be a semilocal noetherian ring that is the direct sum of finitely many local noetherian rings $A_{1}, \ldots, A_{n}$, furnished with its natural topology, and let $R$ be the radical of $A$. The following statements are equivalent:
$1^{\circ}$ Each maximal ideal of $A$ has height $\leq 1$, and $R$ contains a cancellable element.
$2^{\circ} Q_{\text {top }}(A)=Q(A)$, and $Q_{\text {top }}(A)$ has no proper open ideal.
$3^{\circ} Q_{\text {top }}(A)$ contains an invertible topological nilpotent.
$4^{\circ} \operatorname{dim}\left(A_{i}\right)=1$ for each $i \in[1, n]$.

## 39 Complete Regular Local Rings

Here we shall show that a complete local noetherian ring $A$ that is either an equicharacteristic local ring or a nonequicharacteristic local ring in which $p .1$ is not a zero-divisor, where $p$ is the characteristic of its residue field, is a finitely generated module over a subring $A_{0}$ that is a power series ring over a Cohen ring. To do so, we need information concerning integral extensions of a ring. In this section, by a subring of a ring with identity is meant either the zero subring or a subring containing the identity, and all modules are assumed to be unitary.
39.1 Definition. Let $A$ be a subring of a commutative ring with identity $B$. An element $x$ of $B$ is integral over $A$ if $x$ is a root of a monic polynomial in $A[X]$.

Thus $x$ is integral over $A$ if and only if there exist $a_{0}, \ldots, a_{n-1} \in A$ such that $x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}=0$.
39.2 Theorem. Let $A$ be a subring of a commutative ring with identity $B$, and let $x \in B$. The following statements are equivalent:
$1^{\circ} x$ is integral over $A$.
$2^{\circ} A[x]$ is a finitely generated $A$-module.
$3^{\circ} x$ belongs to a subring $C$ of $B$ that is a finitely generated $A$-module.
$4^{\circ}$ There is a finitely generated submodule $M$ of the $A$-module $B$ such that $x M \subseteq M$ and for any $y \in A[x], y M=(0)$ only if $y=0$.

Proof. To show that $1^{\circ}$ implies $2^{\circ}$, assume that

$$
x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}=0
$$

where $a_{0}, a_{1}, \ldots, a_{n-1} \in A$, and for each $q \geq 0$ let $M_{q}$ be the $A$-submodule generated by $1, x, \ldots, x^{n+q-1}$. For each $q \geq 0$,

$$
x^{n+q}=-a_{n-1} x^{n+q-1}-\ldots-a_{0} x^{q} \in M_{q},
$$

so $M_{q+1}=M_{q}$. Consequently, $M_{q}=M_{0}$ for all $q \geq 0$ by induction. As

$$
A[x]=\bigcup_{q=0}^{\infty} M_{q},
$$

therefore, $A[x]=M_{0}$, a finitely generated $A$-module. Clearly $2^{\circ}$ implies $3^{\circ}$, and $3^{\circ}$ implies $4^{\circ}$ as we may take $M=C$, which contains 1 .

Finally, assume $4^{\circ}$, and let $M=A u_{1}+\ldots+A u_{n}$. For each $i \in[1, n]$ there exist $a_{i 1}, \ldots, a_{i n} \in A$ such that

$$
x u_{i}=\sum_{j=1}^{n} a_{i j} u_{j} .
$$

Thus for each $i \in[1, n]$,

$$
\sum_{j=1}^{n}\left(a_{i j}-\delta_{i j} x\right) u_{j}=0
$$

where $\delta_{i j}=1$ if $i=j, \delta_{i j}=0$ if $i \neq j$. Consequently, if

$$
N=\left[\begin{array}{ccccc}
a_{11}-x & a_{12} & a_{13} & \ldots & a_{1 n} \\
a_{21} & a_{22}-x & a_{23} & \ldots & a_{2 n} \\
a_{31} & a_{32} & a_{33}-x & \ldots & a_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & a_{n 3} & \ldots & a_{n n}-x
\end{array}\right]
$$

then

$$
N \cdot\left[\begin{array}{c}
u_{1} \\
\vdots \\
u_{n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right]
$$

Multiplying this equation on the left by the adjoint of $N$ and recalling that $(\operatorname{adj} N) N=(\operatorname{det} N) I_{n}$ where det $N$ is the determinant of $N$ and $I_{n}$ is the identity matrix of order $n$, we conclude that ( $\operatorname{det} N) u_{i}=0$ for all $i \in[1, n]$. Thus $(\operatorname{det} N) u=0$ for all $u \in M$, so by hypothesis, $\operatorname{det} N=0$. Consequently, $x$ is a root of the monic polynial $(-1)^{n} \operatorname{det}\left(a_{i j}-\delta_{i j} X\right)$, whose coefficients belong to $A$.
39.3 Theorem. Let $A$ be a subring of a commutative ring with identity $B$. If $x_{1}, \ldots, x_{n}$ are elements of $B$ that are integral over $A$, then $A\left[x_{1}, \ldots, x_{n}\right]$ is a finitely generated $A$-module.

Proof. For each $k \in[1, n]$, let $A_{k}=A\left[x_{1}, \ldots, x_{k}\right]$. By $39.2, A_{1}$ is a finitely generated $A$-module. If $k>1, x_{k}$ is clearly integral over $A_{k-1}$, and thus $A_{k}$, which is $A_{k-1}\left[x_{k}\right]$, is a finitely generated $A_{k-1}$-module. An inductive argument therefore establishes that $A_{k}$ is a finitely generated $A$ module for all $k \in[1, n]$.
39.4 Theorem. If $A$ is a subring of a commutative ring with identity $B$, then the elements of $B$ integral over $A$ form a subring of $B$.

Proof. If $x$ and $y$ are integral over $A$, then $-x, x+y$, and $x y$ all belong to $A[x, y]$, a finitely generated $A$-module by 39.3 . Consequently, as $A[x, y]$ is a subring of $B,-x, x+y$, and $x y$ are integral over $A$ by 39.2.
39.5 Definition. Let $A$ be a subring of a commutative ring with identity $B$. The integral closure of $A$ in $B$ is the subring $A^{\prime}$ of $B$ consisting of all elements of $B$ integral over $A$; $A$ is integrally closed in $B$ if $A^{\prime}=A . B$ is integral over $A$ if $A^{\prime}=B$.
39.6 Theorem. Let $A$ and $B$ be subrings of a commutative ring with identity $C$ such that $A \subseteq B$. If $x \in C$ is integral over $B$ and if $B$ is integral over $A$, then $x$ is integral over $A$.

Proof. There exist $b_{0}, \ldots, b_{n-1} \in B$ such that $x^{n}+b_{n-1} x^{n-1}+\ldots+b_{0}=$ 0 , so $x$ is integral over $A\left[b_{0}, \ldots, b_{n-1}\right]$. Consequently, $A\left[b_{0}, \ldots, b_{n-1}, x\right]$ is a ring that is a finitely generated $A\left[b_{0}, \ldots, b_{n-1}\right]$-module; but $A\left[b_{0}, \ldots, b_{n-1}\right]$ is a finitely generated $A$-module by 39.3 ; hence $A\left[b_{0}, \ldots, b_{n-1}, x\right]$ is a finitely generated $A$-module, so $x$ is integral over $A$ by 39.2 . -
39.7 Corollary. If $A$ is a subring of a commutative ring with identity $B$, the integral closure of $A$ in $B$ is an integrally closed subring of $B$.
39.8 Theorem. Let $B$ be a commutative ring with identity that is integral over a subring $A$. If $P$ is a prime ideal of $A$ and $Q^{\prime}$ an ideal of $B$ such that $Q^{\prime} \cap A \subseteq P$, then there is a prime ideal $P^{\prime}$ of $B$ such that $P^{\prime} \cap A=P$ and $Q^{\prime} \subseteq P^{\prime}$.

Proof. Let $\mathcal{J}$ be the set of all ideals $J^{\prime}$ of $B$ such that $J^{\prime} \cap A \subseteq P$ and $Q^{\prime} \subseteq J^{\prime}$. Then $Q^{\prime} \in \mathcal{J}$, so $\mathcal{J} \neq \emptyset$. Ordered by inclusion, $\mathcal{J}$ is clearly inductive and therefore contains a maximal member $P^{\prime}$. Clearly $P^{\prime} \supseteq Q^{\prime}$. We shall show that $P^{\prime} \cap A=P$ and that $P^{\prime}$ is a prime ideal of $B$.

Suppose that there exists $x \in P \backslash P^{\prime}$. Then $\left(P^{\prime}+B x\right) \cap A \nsubseteq P$ by the maximality of $P^{\prime}$, so there exist $p \in P^{\prime}$ and $b \in B$ such that $p+b x \in A \backslash P$; let $y=p+b x$. As $b$ is integral over $A$, there exist $a_{0}, \ldots, a_{n-1} \in A$ such that $b^{n}+a_{n-1} b^{n-1}+\ldots+a_{0}=0$, whence $(b x)^{n}+a_{n-1} x(b x)^{n-1}+\ldots+a_{0} x^{n}=0$. As $y \equiv b x\left(\bmod P^{\prime}\right), y^{n}+a_{n-1} x y^{n-1}+\ldots+a_{0} x^{n}$ belongs to $P^{\prime}$ and thus to $P^{\prime} \cap A \subseteq P$, since $x, y \in A$. Therefore as $x \in P$, a prime ideal, we conclude that $y^{n} \in P$ and hence $y \in P$, a contradiction, Thus $P^{\prime} \cap A=P$.

To show that $P^{\prime}$ is prime, let $J_{1}^{\prime}$ and $J_{2}^{\prime}$ be ideals of $B$ containing $P^{\prime}$ such that $J_{1}^{\prime} J_{2}^{\prime} \subseteq P^{\prime}$. Let $J_{1}=J_{1}^{\prime} \cap A, J_{2}=J_{2}^{\prime} \cap A$. Then $J_{1} J_{2} \subseteq P$, so, as $P$ is prime, either $J_{1}$ or $J_{2}$ is contained in $P$, say $J_{1}$. But then $J_{1}^{\prime} \in \mathcal{J}$ as $J_{1}^{\prime} \supseteq P^{\prime} \supseteq Q^{\prime}$, so by the maximality of $P^{\prime}, J_{1}^{\prime}=P^{\prime}$. Thus $P^{\prime}$ is a prime ideal of $B$.

Applying 39.8 to the case $Q=\{0\}$, we obtain:
39.9 Corollary. Let $B$ be a commutative ring with identity that is integral over a subring $A$. If $P$ is a prime ideal of $A$, there is a prime ideal $P^{\prime}$ of $B$ such that $P^{\prime} \cap A=P$.
39.10 Theorem. Let $B$ be a commutative ring with identity that is integral over a subring $A$. If $P$ and $Q$ are prime ideals of $B$ such that $P \subset Q$, then $P \cap A \subset Q \cap A$.

Proof. Let $x \in Q \backslash P$. As $x$ is integral over $A$, there exists a monic polynomial $X^{n}+a_{n-1} X^{n-1}+\ldots+a_{0} \in A[X]$ of lowest possible degree such that $x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0} \in P$. As

$$
x\left(x^{n-1}+a_{n-1} x^{n-2}+\ldots+a_{1}\right) \equiv-a_{0} \quad(\bmod P)
$$

and $x \notin P$, we conclude that $a_{0} \notin P$, for otherwise $x^{n-1}+a_{n-1} x^{n-2}+$ $\ldots+a_{1} \in P$, in contradiction to the definition of $n$. Thus $a_{0} \notin P \cap A$, but $a_{0} \in A \cap Q$ since $x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0} \in P \subseteq Q$ and $x \in Q$. •
39.11 Theorem. Let $B$ be a commutative ring with identity that is integral over a subring $A$, and let $P$ be a prime ideal of $B$. Then $P$ is a maximal ideal of $B$ if and only if $P \cap A$ is a maximal ideal of $A$.

Proof. As $P \cap A$ is a proper ideal of $A$, it is contained in a maximal ideal $M$. By 39.8 there is a prime ideal $M^{\prime}$ of $B$ such that $M^{\prime} \supseteq P$ and $M^{\prime} \cap A=M$. Consequently, if $P$ is maximal, then $M^{\prime}=P$, so $M=P \cap A$, that is, $P \cap A$ is maximal.

Similarly, $P$ is contained in a maximal ideal $M^{\prime}$ of $B$. Consequently, $M^{\prime} \cap A$ is a proper ideal of $A$ containing $P \cap A$, so if $P \cap A$ is maximal, then $M^{\prime} \cap A=P \cap A$, whence $M^{\prime}=P$ by 39.10 , that is, $P$ is maximal.
39.12 Theorem. Let $f$ be an epimorphism from a local noetherian ring $A$ to a local noetherian ring $B$. (1) If $A$ and $B$ are furnished with their natural topologies, $f$ is a topological epimorphism. (2) If $A$ is a complete local noetherian ring, so is $B$. (3) If $A$ is an integral domain and if $\operatorname{dim}(A)$ $=\operatorname{dim}(B)$, then $f$ is an isomorphism.

Proof. Let $M$ be the maximal ideal of $A$. Then $f(M)$ is the maximal ideal of $B$. (1) Since $f\left(M^{n}\right)=f(M)^{n}$ and $M^{n} \subseteq f^{-1}\left(f(M)^{n}\right), f$ is a toopological epimorphism. (2) Let $K$ be the kernel of $f$. Since $f$ induces a topological isomorphism from $A / K$ to $B$ by (1), $B$ is complete by 7.14. (3) Assume that $K \neq(0)$, let $d=\operatorname{dim}(B)$, and let $\left(P_{k}\right)_{0 \leq k \leq d}$ be a strictly decreasing sequence of prime ideals of $B$. Then as $f^{-1}\left(P_{d}\right) \supseteq K \supset(0)$,

$$
f^{-1}\left(P_{0}\right) \supset \ldots \supset f^{-1}\left(P_{d}\right) \supset(0)
$$

and therefore $\operatorname{dim}(A) \geq d+1$ as $(0)$ and each $f^{-1}\left(P_{k}\right)$ are prime ideals of $A$, a contradiction. Thus $K=(0)$, so $f$ is an isomorphism.
39.13 Theorem. Let $A$ be a commutative ring with identity, and let $A_{0}$ be a semilocal subring of $A$ containing the identity of $A$ such that $A$ is a finitely generated $A_{0}$-module. (1) $A$ is a semilocal ring, and its natural topologies as a ring or $A_{0}$-module are identical. (2) If $A_{0}$ is a noetherian ring, then $A$ is a semilocal noetherian ring and the natural topology of $A$ induces on $A_{0}$ its natural topology; if, further, $A_{0}$ is open for a ring topology $\mathcal{T}$ on $A$ inducing on $A_{0}$ its natural topology, then $T$ is the natural topology of $A$. (3) If $A$ and $A_{0}$ are both local noetherian rings, then $\operatorname{dim}(A)=$ $\operatorname{dim}\left(A_{0}\right)$. (4) If $A_{0}$ is a complete semilocal noetherian ring, then $A$ is a semilocal noetherian ring that is complete for its natural topology, which induces on $A_{0}$ its natural topology.

Proof. Let $M_{1}, \ldots, M_{s}$ be the maximal ideals of $A_{0}$, and let $R_{0}$ be the radical of $A_{0}$. By 24.11,

$$
R_{0}=\bigcap_{i=1}^{s} M_{i}=M_{1} M_{2} \ldots M_{s}
$$

For each $i \in[1, s], A / M_{i} A$ is a finitely generated $\left(A_{0} / M_{i}\right)$-vector space and hence is an artinian $\left(A_{0} / M_{i}\right)$-algebra with identity by 27.8 . Therefore $A / M_{i} A$ is an artinian ring, so there are only finitely many maximal ideals $N_{i, 1}, \ldots, N_{i, s(i)}$ of $A$ containing $M_{i} A$ by 27.17. Let

$$
R_{i}=\bigcap_{j=1}^{s(i)} N_{i, j}=N_{i, 1} N_{i, 2} \ldots N_{i, s(i)}
$$

by 24.11. As $R_{i} / M_{i} A$ is the radical of $A / M_{i} A$, there exists $t(i) \geq 1$ such that $R_{i}^{t(i)} \subseteq M_{i} A$ by 27.15. By 39.11, the radical $R$ of $A$ is the intersection of the ideals $N_{i, j}$, where $i \in[1, s]$ and for each such $i, j \in[1, s(i)]$. Thus by 24.11, $R=R_{1} \ldots R_{s}$, so if $t=\sup \{t(i): i \in[1, s]\}$,

$$
R^{t} \subseteq R_{1}^{t(1)} \ldots R_{s}^{t(s)} \subseteq\left(M_{1} A\right) \ldots\left(M_{s} A\right)=\left(M_{1} \ldots M_{s}\right) A=R_{0} A
$$

and furthermore,

$$
R=\bigcap_{i=1}^{s} R_{i} \supseteq \bigcap_{i=1}^{s} M_{i} A \supseteq R_{0} A
$$

Therefore the natural topology of the semilocal ring $A$ and the natural topology of the $A_{0}$-module $A$ are the same, since for any $n \geq 1, R^{n t} \subseteq$ $\left(R_{0} A\right)^{n} \subseteq R^{n}$.

Assume further that $A_{0}$ is noetherian. By $20.8, A$ is a noetherian $A_{0}$ module and a fortiori is a noetherian ring. By 24.3 and (1), the topology
induced on $A_{0}$ by the natural topology of $A$ is the natural topology of $A_{0}$. Suppose that $A_{0}$ is open for a ring topology $\mathcal{T}$ on $A$ that induces on $A_{0}$ its natural topology, and for each ideal $J_{0}$ of $A_{0}$, let

$$
\left(A_{0}: J_{0}\right)=\left\{x \in A: J_{0} x \subseteq A_{0}\right\},
$$

an $A_{0}$-submodule of $A$. Then

$$
A=\bigcup_{n=1}^{\infty}\left(A_{0}: R_{0}^{n}\right)
$$

since $A_{0}$ is open and $\left(R_{0}^{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero for $\mathcal{T}$. Thus as $A$ is a noetherian $A_{0}$-module, $A=\left(A_{0}: R_{0}^{q}\right)$ for some $q \geq 1$, that is, $R_{0}^{q} A \subseteq A_{0}$. Hence for each $k \geq 1$,

$$
R_{0}^{t(q+k)} \subseteq R^{t(q+k)} \subseteq\left(R_{0} A\right)^{q+k}=R_{0}^{q+k} A=R_{0}^{k} R_{0}^{q} A \subseteq R_{0}^{k} A_{0}=R_{0}^{k}
$$

Therefore $\mathcal{T}$ is the natural topology of the semilocal noetherian ring $A$.
(3) By $39.10, \operatorname{dim}\left(A_{0}\right) \geq \operatorname{dim}(A)$. If $\left(P_{k}\right)_{0 \leq k \leq d}$ is a strictly decreasing sequence of prime ideals of $A_{0}$, then by 39.9 there is a prime ideal $P_{d}^{\prime}$ of $A$ such that $P_{d}^{\prime} \cap A_{0}=P_{d}$, and by 39.8 , there is a (strictly) decreasing sequence $\left(P_{k}^{\prime}\right)_{0 \leq k \leq d}$ of prime ideals of $A$ such that $P_{k}^{\prime} \cap A_{0}=P_{k}$ for all $k \in[0, d]$. Thus $\operatorname{dim}(A) \geq \operatorname{dim}\left(A_{0}\right)$.
(4) By $39.11, N_{i, j} \cap A_{0}=M_{i}$ for all $i \in[1, s], j \in[1, s(i)]$. Therefore $R \cap A_{0}=R_{0}$. Hence $R_{0}^{n}=\left(R \cap A_{0}\right)^{n} \subseteq R^{n} \cap A_{0}$, so the topology induced on $A_{0}$ by the natural topology of $A$, which is Hausdorff by (4) of 24.16 , is weaker than the natural topology of $A_{0}$. Consequently, the two topologies are the same by 36.35 and 36.33. In particular, $A$ is a topological $A_{0}$-module when both $A$ and $A_{0}$ are furnished with their natural topologies. Consequently, as $A$ is a finitely generated $A_{0}$-module, $A$ is complete by 36.35 and 28.5 . -

In the following discussion, we shall use the notational abbreviations for elements of a power series ring or an epimorphic image thereof, introduced on pages 195-6. Thus if $y_{1}, \ldots, y_{m}$ is a sequence of elements of a ring $A$ indexed by $[1, m]$ and if $n=\left(n_{1}, \ldots, n_{m}\right) \in \mathbb{N}^{m}$, then $y_{1}^{n_{1}} y_{2}^{n_{2}} \ldots y_{m}^{n_{m}}$ is abbreviated to $y^{n}$.
39.14 Lemma. Let $A$ be a complete equicharacteristic local noetherian ring, let $d=\operatorname{dim}(A)$, let $K$ be a Cohen subfield of $A$, and let $x_{1}, \ldots, x_{d}$ generate an ideal $J$ over which the maximal ideal $M$ of $A$ is a minimal prime ideal. For any family $\left(c_{n}\right)_{n \in \mathbb{N}^{d}}$ of elements of $K$ indexed by $\mathbb{N}^{d}$, the family $\left(c_{n} x_{1}^{n_{1}} \ldots x_{d}^{n_{d}}\right)_{\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{N}^{d}}$ is summable in $A$, and the function $S_{0}$ from $K\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ to $A$, defined by

$$
S_{0}\left(\sum_{n \in \mathbb{N}^{d}} c_{n} X_{1}^{n_{1}} \ldots X_{d}^{n_{d}}\right)=\sum_{n \in \mathbb{N}^{d}} c_{n} x_{1}^{n_{1}} \ldots x_{d}^{n_{d}},
$$

is an isomorphism from $K\left[\left[X_{1}, \ldots, X_{d}\right]\right\}$ to a subring $A_{0}$ of $A, A$ is a finitely generated $A_{0}$-module, and the natural topology of $A$ induces on $A_{0}$ its natural topology.

Proof. By 23.5 and 23.6, $A_{0}$ is a complete local noetherian ring and hence a linearly compact ring by 36.35 . Since $X_{1}, \ldots, X_{d}$ generate the maximal ideal of $K\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ by $23.4, x_{1}, \ldots, x_{d}$ generate the maximal ideal $M_{0}$ of $A_{0}$, and thus

$$
M_{0} A=A x_{1}+\ldots+A x_{d}
$$

Let $J=A x_{1}+\ldots+A x_{d}$. By 37.20 there exists $t \geq 1$ such that $M^{t} \subseteq J$. Let $y_{1}, \ldots, y_{m}$ generate $M$. By 23.5 , if $z \in A$, there is a family $\left(c_{r}\right)_{r \in N^{m}}$ of elements in $K$ such that

$$
z=\sum_{r \in \mathbb{N}^{m}} c_{r} y^{r}=\sum_{|r|<t} c_{r} y^{r}+\sum_{|r| \geq t} c_{r} y^{r}
$$

by 10.8 (where, if $r=\left(r_{1}, \ldots, r_{m}\right),|r|=r_{1}+\ldots+r_{m}$ ). Let

$$
F=\sum_{|r|<t} A_{0} y^{r} .
$$

Since $y^{r} \in J$ whenever $|r| \geq t$,

$$
\sum_{|r| \geq t} c_{r} y^{r} \in J
$$

as $J$ is a closed ideal by 24.14 . Thus as $K$ is contained in $A_{0}$,

$$
A=F+J=F+M_{0} A .
$$

For any $n \geq 1, J^{n}=\left(M_{0} A\right)^{n}=M_{0}^{n} A$, and therefore, as $M^{t} \subseteq J \subseteq M$, $M^{t n} \subseteq M_{0}^{n} A \subseteq M^{n}$, so the $M_{0}$-topology of the $A_{0}$-module $A$ is the natural topology of $A$. Thus $A$ is a topological $A_{0}$-module when each is furnished with its natural topology. As $A_{0}$ is a linearly compact ring, $F$ is a closed submodule of the $A_{0}$-module $A$ by 28.18 . Therefore by $36.18, A=F$, that is, $A$ is a finitely generated $A_{0}$-module. Consequently by $39.13, \operatorname{dim}\left(A_{0}\right)=$ $\operatorname{dim}(A)=d$ and the topology induced on $A_{0}$ by the natural topology of $A$ is the natural topology of $A_{0}$. Furthermore, by (3) of $39.12,38.18$, and (b) of $23.4, S_{0}$ is an isomorphism.
39.15 Lemma. Let $A$ be a complete nonequicharacteristic local noetherian ring of characteristic zero whose residue field has prime characteristic $p$, let $d=\operatorname{dim}(A)$, let $C$ be a Cohen subring of $A$, and let $x_{1}, \ldots, x_{d-1}$, p. 1 generate an ideal $J$ over which the maximal ideal $M$ of $A$ is a minimal prime ideal. For any family $\left(c_{n}\right)_{n \in \mathbb{N}^{-1}}$ of elements of $C$ indexed by $\mathbb{N}^{d-1}$, the family $\left(c_{n} x_{1}^{n_{1}} \ldots x_{d-1}^{n_{d-1}}\right)_{\left(n_{1}, \ldots, n_{d-1}\right) \in \mathbb{N}^{d-1}}$ is summable in $A$, and the function $S_{0}$ from $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$ to $A$, defined by

$$
S_{0}\left(\sum_{n \in \mathbb{N}^{d}-1} c_{n} X_{1}^{n_{1}} \ldots X_{d-1}^{n_{d-1}}=\sum_{n \in \mathbb{N}^{d-1}} c_{n} x_{1}^{n_{1}} \ldots x_{d-1}^{n_{d-1}}\right.
$$

is an isomorphism from $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$ to a subring $A_{0}$ of $A, A$ is a finitely generated $A_{0}$-module, and the natural topology of $A$ induces on $A_{0}$ its natural topology.

The proof is exactly like that of 39.14 .
39.16 Theorem. Let $A$ be a complete equicharacteristic local noetherian ring of dimension $d$, and let $k$ be the residue field of $A$. (1) $A$ is a regular local ring if and only if $A$ is isomorphic to $k\left[\left[X_{1}, \ldots, X_{d}\right]\right]$. (2) $A$ contains a complete equicharacteristic regular local ring $A_{0}$ such that $A$ is a finitely generated $A_{0}$-module and the topology induced on $A_{0}$ by the natural topology of $A$ is the natural topology of $A_{0}$.

Proof. By 21.8 and 21.14, we may identify $k$ with a Cohen subfield $K$ of $A$. Let $M$ be the maximal ideal of $A$. (1) The condition is sufficient by 38.18 . Necessity: $M$ is generated by $d$ elements $x_{1}, \ldots, x_{d}$, so the homomorphism $S$ of 23.5 is an epimorphism. Consequently, in the terminology of 39.14, $A=A_{0}$, which is isomorphic to $K\left[\left[X_{1}, \ldots, X_{d}\right]\right]$. (2) By $38.8, M$ is a minimal prime ideal over an ideal $J$ generated by $d$ elements $x_{1}, \ldots, x_{d}$. The conclusion therefore follows from 39.14.
39.17 Definition. A nonequicharacteristic local ring $A$ is unramified if $p .1 \notin M^{2}$, where $M$ is its maximal ideal, $p$ the characteristic of its residue field, and $A$ is ramified if $p .1 \in M^{2}$.
39.18 Theorem. Let $A$ be a complete, nonequicharacteric, local noetherian ring of characteristic zero and dimension $d$, and let $p$ be the characteristic of its residue field. (1) $A$ is an unramified regular local ring if and only if $A$ is isomorphic to $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$ where $C$ is the Cohen ring of characteristic zero whose residue field is isomorphic to that of $A$. (2) If $p .1$ is not a zero-divisor of $A$ and if the maximal ideal $M$ of $A$ is generated by $n$ elements, then $A$ contains a complete unramified regular local ring $A_{0}$ such that $A$ is a finitely generated $A_{0}$-module, $A_{0}$ contains a Cohen subring
$C$ of $A$, the topology induced on $A_{0}$ by the natural topology of $A$ is the natural topology of $A_{0}$, there exist generators $u_{1}, \ldots, u_{n}$ of $M$ such that $p .1, u_{2}, \ldots,, u_{d}$ generate the maximal ideal $M_{0}$ of $A_{0}$, and $M=M_{0} A$.

Proof. By 21.20 we may identify $C$ with a Cohen subring of $A$. (1) The condition is sufficient by 38.18 . Necessity: As $p .1 \in M \backslash M^{2}$ and as $\operatorname{vdim}(A)=d$, there exist $x_{1}, \ldots, x_{d} \in M$ whose $M^{2}$-cosets generate the $(A / M)$-vector space $M / M^{2}$ such that $x_{d}=p .1$. Consequently, $x_{1}, \ldots, x_{d}$ generate $M$ by 38.10. We first observe that the homomorphism $S$ of 23.5 from $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$ to $A$ determined by the sequence $x_{1}, \ldots, x_{d-1}$ is an epimorphism. Indeed, if $z \in A$, by 23.5 applied to the generators $x_{1}, \ldots, x_{d-1}, x_{d}=p .1$ of $M$ there is a family $\left(c_{r, s}\right)$ of elements of $C$ indexed by $\mathbb{N}^{d-1} \times \mathbb{N}$ such that $\left(c_{r, s} x^{r}(p .1)^{s}\right)_{(r, s) \in \mathbb{N}^{d-1} \times \mathbb{N}}$ is summable and

$$
z=\sum_{(r, s) \in \mathbb{N}^{d}-1 \times \mathbb{N}} c_{r, s} x^{r}(p .1)^{s} .
$$

For each $r \in \mathbb{N}^{d-1},\left(c_{r, s}(p .1)^{s}\right)_{s \geq 0}$ is summable by 10.5 as $c_{r, s}(p, 1)^{s} \in M^{n}$ whenever $s \geq n$; let

$$
b_{r}=\sum_{s=0}^{\infty} c_{r, s}(p .1)^{s} \in A
$$

For each $r \in \mathbb{N}^{d-1}$,

$$
b_{r} x^{r}=\sum_{s=0}^{\infty} c_{r, s}(p .1)^{s} x^{r}
$$

by 10.16 . Hence by 10.8 ,

$$
z=\sum_{r \in \mathbb{N}^{d}-1}\left(\sum_{s=0}^{\infty} c_{r, s}(p .1)^{s}\right) x^{r}=\sum_{r \in \mathbb{N}^{d-1}} b_{r} x^{r}=S\left(\sum_{r \in \mathbb{N}^{d-1}} b_{r} X^{r}\right) .
$$

Consequently, in the terminology of $39.15, A=A_{0}$, which is isomorphic to $C\left[\left[X_{1}, \ldots, X_{d-1}\right]\right]$.
(2) By 37.22 and $37.12, \operatorname{ht}(p . A) \geq 1$ (and hence $\operatorname{ht}(p . A)=1$ by 38.2 ). By 38.7 there exist generators $u_{1}, \ldots, u_{n}$ of $M$ such that $p .1, u_{2}, \ldots, u_{d}$ generate an ideal $J$ over which $M$ is a minimal prime ideal. Let $x_{i}=u_{i+1}$ for each $i \in[1, d-1], x_{d}=p .1$. By 39.15, the conclusion follows.

From (2) of 39.18 and 38.16, a complete nonequicharacteristic regular local ring is finitely generated over a complete nonequicharacteristic unramified regular local ring, but a more precise description, analogous to that given in 22.7 of complete discrete valuations whose valuation rings are nonequicharacteristic, is available.
39.19 Definition. If $A$ is a commutative ring with identity and if $A_{0}$ is a local subdomain of $A, A$ is an Eisenstein extension of $A_{0}$ if there exists $u \in A$ such that $A=A_{0}[u]$ and $u$ is a root of an Eisenstein polynomial over $A_{0}$.
39.20 Theorem. If $A$ is a complete nonequicharacteristic regular local ring, $A$ is an Eisenstein extension of a subring $A_{0}$ that is a complete unramified regular local ring, and the topology induced on $A_{0}$ by the natural topology of $A$ is the natural topology of $A_{0}$.

Proof. Let $d=\operatorname{dim}(A)$. By 38.16, p. 1 is not a zero divisor. By the remark following 38.11 and by (2) of 39.18 , and with the terminology of that theorem, there are generators $u_{1}, \ldots, u_{d}$ of the maximal ideal $M$ of $A$ such that $p .1, u_{2}, \ldots, u_{d}$ generate the maximal ideal $M_{0}$ of $A_{0}$, and there exists $t \geq 1$ lsuch that $M^{t} \subseteq M_{0} A$. Thus there is a smallest natural number $s$ such that $u_{1}^{s} \in M_{0} A$. To show that $A=A_{0}\left[u_{1}\right]$, let $z \in A$. By 23.5 applied to the sequence $u_{1}, x_{1}=u_{2}, \ldots, x_{d-1}=u_{d}$, there is a family $\left(c_{k, r}\right)_{(k, r) \in \mathbb{N} \times \mathbb{N}^{d-1}}$ such that

$$
z=\sum_{(k, r) \in \mathbb{N} \times \mathbb{N}^{d}-1} c_{k, r} u_{1}^{k} x^{r} .
$$

Now

$$
\sum_{k \geq s, r \in \mathbb{N}^{d-1}} c_{k, r} u_{1}^{k} x^{r} \in J=M_{0} A
$$

since $u_{1}^{s} \in M_{0} A$ and $M_{0} A$ is closed by 24.14. Thus by 10.8 and 10.16 ,

$$
z=\sum_{k=0}^{s-1}\left(\sum_{r \in \mathbb{N}^{d-1}} c_{k, r} x^{r}\right) u_{1}^{k}+\sum_{k \geq s, r \in \mathbb{N}^{d-1}} c_{k, r} u_{1}^{k} x_{r} \in \sum_{k=0}^{s-1} A_{0} u_{1}^{k}+M_{0} A .
$$

As $A$ is a topological $A_{0}$-module and as $A_{0}$ is linearly compact by 36.35 , $\sum_{k=0}^{s-1} A_{0} u_{1}^{k}$ is closed by 28.18. Therefore

$$
A=\sum_{k=0}^{s-1} A_{0} u_{1}^{k}
$$

by 36.18. In particular, there exist $a_{0}, \ldots, a_{s-1} \in A_{0}$ such that $u_{1}^{s}=$ $\sum_{k=0}^{s-1} a_{k} u_{1}^{k}$, so $f\left(u_{1}\right)=0$ where

$$
f(X)=X^{s}-\sum_{k=0}^{s-1} a_{k} X^{k}
$$

Suppose there exist integers $i \in[0, s-1]$ such that $a_{i} \notin M_{0}$, and let $h$ be the smallest such $i$. Then

$$
u_{1}^{h}\left(u_{1}^{s-h}-\sum_{k=0}^{s-h-1} a_{h+k} u_{1}^{k}\right)=u_{1}^{s}-\sum_{k=h}^{s-1} a_{k} u_{1}^{k}=\sum_{k=0}^{h-1} a_{k} u_{1}^{k} \in M_{0} A .
$$

As $u_{1}^{s-h}-\sum_{k=1}^{s-h-1} a_{h+k} u_{k} \in M$ but $a_{h} \notin M_{0}$ and hence $a_{h} \notin M, u_{1}^{s-h}-$ $\sum_{k=0}^{s-h-1} a_{h+k} u_{1}^{k} \notin M$ and hence is a unit of $A$, so $u_{1}^{h} \in M_{0} A$, a contradiction of the definition of $s$. Therefore $a_{i} \in M_{0}$ for all $i \in[0, s-1]$.

Let $Q=A u_{2}+\ldots+A u_{d}$. The maximal ideal $M / Q$ of $A / Q$ is then generated by $u_{1}+Q$, so $\operatorname{ht}((M / Q) \leq 1$ by 38.2 . If $\operatorname{ht}(M / Q)=0, M$ would be a minimal prime ideal over $A$, an ideal generated by $d-1$ elements, in contradiction to 38.8. Thus $\operatorname{ht}(M / Q)=1$, so as $M / Q$ is a principal ideal, $A / Q$ is a regular local ring. In particular, $A / Q$ is an integral domain by 38.16, so $Q$ is a prime ideal of $A$. Suppose that $a_{0} \in M_{0}^{2}$. Then as each $a_{i} \in M_{0}$, we conclude that

$$
u_{1}^{s}=\sum_{k=0}^{s-1} a_{k} u_{l}^{k} \in M_{0} M \subseteq\left(p . A+A u_{2}+\ldots+A u_{d}\right) M \subseteq p . M+Q
$$

Thus there exists $b \in M$ such that $u_{1}^{s}-p . b \in Q$. As $b \in M=A u_{1}+Q$, there exists $c \in A$ such that $b-c u_{1} \in Q$. Hence

$$
u_{1}\left(u_{1}^{s-1}-p . c\right)=u_{1}^{s}-p . c u_{1}=\left(u_{1}^{s}-p . b\right)+p .\left(b-c u_{1}\right) \in Q .
$$

Now $u_{1} \notin Q$ since otherwise $Q$ would be $M$, whereas $\operatorname{ht}(M / Q)=1$. Therefore as $Q$ is a prime ideal, $u_{1}^{s-1}-p . c \in Q$, whence $u_{1}^{s-1} \in p . A+Q=M_{0} A$, a contradiction of the definition of $s$. Thus $a_{0} \notin M_{0}^{2}$, so $f$ is an Eisenstein polynomial •

To complete the description of complete nonequicharacteristic regular local rings, we need to establish the converse of 39.20: An Eisenstein extension of a complete unramified regular local ring is a complete regular local ring. To do so, and to establish another property of complete local noetherian domains needed in Chapter 10, we wish to show that if $C$ is a field or principal ideal domain, $C[[X]]$ is integrally closed.
39.21 Definition. An integral domain is integrally closed if it is integrally closed in its quotient field.

An integral domain $A$ may be integrally closed without $A[[X]]$ being integrally closed. Consequently, we shall consider another property of integral domains that implies integral closure such that if $A$ has it, then $A[[X]]$ has it.
39.22 Definition. Let $A$ be an integral domain, $K$ its quotient field. An element $x$ of $K$ is almost integral over $A$ if there exists $d \in A^{*}$ such that $d x^{n} \in A$ for all $n \in \mathbb{N}$. $A$ is completely integrally closed if every element of $K$ that is almost integral over $A$ belongs to $A$.
39.23 Theorem. Let $A$ be an integral domain, $K$ its quotient field, $x \in K$. (1) If $x$ is integral over $A$, then $x$ is almost integral over $A$. (2) If $A$ is noetherian, then $x$ is integral over $K$ if and only if $x$ is almost integral over $K$. (3) If $A$ is completely integrally closed, then $A$ is integrally closed. (4) If $A$ is noetherian, $A$ is completely integrally closed if and only if $A$ is integrally closed. (5) If $A$ is a unique factorization domain (in particular, if $A$ is a principal ideal domain), then $A$ is completely integrally closed.

Proof. (1) By 39.2 , there exist $c_{1}, \ldots, c_{m} \in K$ such that $A[x]=A c_{1}+$ $\ldots+A c_{m}$; let $c_{i}=a_{i} b_{i}^{-1}$ where $a_{i} \in A, b_{i} \in A^{*}$ for all $i \in[1, m]$, and let $d=b_{1} b_{2} \ldots b_{m}$. Then $d A[x] \subseteq A a_{1}+\ldots+A a_{m} \subseteq A$, so $d x^{n} \in A$ for all $n \in \mathbb{N}$.
(2) Sufficiency: Let $d \in A^{*}$ be such that $d x^{n} \in A$ for all $n \in \mathbb{N}$. Then $A[x] \subseteq A d^{-1}$. As $A$ is noetherian, so is the finitely generated $A$-module $A d^{-1}$, so its submodule $A[x]$ is also a finitely generated $A$-module. By 39.2, therefore, $x$ is integral over $A$.
(5) Suppose that $d \in A^{*}$ and that $d x^{n} \in A$ for all $n \in \mathbb{N}$ but that $x \notin A$. Then there exist an irreducible element $p$ of $A$ and elements $a, b \in A^{*}$ such that $x=a / p b$ where $p$ does not divide $a$. Let $d=p^{m} c$ where $p$ does not divide $c$. Then

$$
d x^{m+1}=\left(c a^{m+1}\right) /\left(p b^{m+1}\right)
$$

where $p$ does not divide $c a^{m+1}$, so $d x^{m+1} \notin A$, a contradiction. -
39.24 Theorem. If $A$ is a completely integrally closed integral domain, so is $A[[X]]$.

Proof. Let $K$ be the quotient field of $A$. Then the field $K((X))$ contains the quotient field $L$ of $A[[X]]$. Let $f \in L$ be almost integral over $A[[X]]$. Then $f$ is almost integral over $K[[X]]$, a principal ideal domain by 18.2, since it is the valuation ring of the discrete valuation ord on $K((X))$, as noted on page 148. Therefore $f \in K[[X]]$ by (5) of 39.23. Let $g \in A[[X]]$ be such that $g \neq 0$ and $g f^{n} \in A[[X]]$ for all $n \in \mathbb{N}$, and let

$$
f=\sum_{k=0}^{\infty} a_{k} X^{k}, \quad g=\sum_{k=0}^{\infty} b_{k} X^{k}
$$

where for each $k \in \mathbb{N}, a_{k} \in K$ and $b_{k} \in A$. If $a_{k} \notin A$ for some $k \geq 0$, let $i$
be the smallest such integer, and let

$$
f_{1}=\sum_{k=0}^{i-1} a_{k} X^{k} \in A[X] .
$$

Clearly $g\left(f-f_{1}\right)^{n} \in A[[X]]$ for all $n \in \mathbb{N}$. Let $j$ be the smallest of the integers $k$ such that $b_{k} \neq 0$. The coefficient of $X^{j+m i}$ in $g\left(f-f_{1}\right)^{m}$ is then $b_{j} a_{i}^{m}$ for all $m \in \mathbb{N}$. Consequently, $b_{j} a_{i}^{m} \in A$ for all $m \in \mathbb{N}$, so $a_{i} \in A$ by hypothesis, a contradiction. Therefore $f \in A[[X]]$.
39.25 Corollary. If $A$ is a completely integrally closed integral domain, then $A\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ is completely integrally closed for each $n \geq 1$.
39.26 Corollary. Complete equicharacteristic regular local rings and complete nonequicharacteristic unramified regular local rings are completely integrally closed.

Proof. The assertion follows from 39.16, 39.18, (5) of 39.23, and 39.25.
39.27 Theorem. Let $A$ be an integrally closed integral domain, and let $K$ be its quotient field. (1) If $g$ and $h$ are monic polynomials over $K$ such that $g h \in A[X]$, then both $g$ and $h$ belong to $A[X]$. (2) If $f$ is a monic irreducible polynomial in $A[X]$, then $f$ is a prime polynomial in $K[X]$. (3) If $u$ is a root of a monic irreducible polynomial $f \in A[X]$, then $A[u]$ is an integral domain.

Proof. (1) Let $f=g h$, and let $L$ be a splitting field of $f$ over $K$. Then there exist $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{m} \in L$ such that

$$
g=\prod_{i=1}^{n}\left(X-a_{i}\right), \quad h=\prod_{j=1}^{m}\left(X-b_{j}\right)
$$

For all $i \in[1, m], f\left(a_{i}\right)=g\left(a_{i}\right) h\left(a_{i}\right)=0$, so $a_{i}$ is integral over $A$. The coefficients of $g$ are sums of products of the $a_{i}$ 's and hence are integral over $A$ by 39.4. Therefore as the coefficients of $g$ also belong to $K, g \in A[X]$ since $A$ is integrally closed. Similarly, $h \in A[X]$.
(2) Let $f=g h$ where $g$ and $h$ are monic polynomials over $K$. By (1), $g$ and $h$ belong to $A[X]$. Consequently, as $f$ is irreducible in $A[X]$, either $g$ or $h$ is the constant polynomial 1 , so $f$ is a prime polynomial in $K[X]$.
(3) $A[u] \subseteq K[u]$, a field since $f$ is a prime polynomial over $K$ by (2).
39.28 Theorem. An Eisenstein polynomial $f$ over a local noetherian domain $A$ is irreducible in $A[X]$.

Proof. In the contrary case, $f=g h$ where $g$ and $h$ are not units of $A[X]$. Since the leading coefficients of $g$ and $h$ are units of $A$ (as $f$ is monic), we
may assume that $g$ and $h$ are monic polynomials whose respective degrees, $r$ and $s$, are strictly less than the degree $n$ of $f$. Let $M$ be the maximal ideal of $A$, and for any polynomial $q \in A[X]$, let $\bar{q}$ be the image of $q$ in $(A / M)[X]$ under the epimorphism from $A[X]$ to $(A / M)[X]$ induced by the canonical epimorphism from $A$ to $A / M$. As $f$ is an Eisenstein polynomial, $\bar{f}=X^{n}$. Consequently, $\bar{g}=X^{r}$ and $\bar{h}=X^{s}$ as $X$ is a prime in the principal ideal domain $(A / M)[X]$. Thus all the nonleading coefficients of $g$ and $h$ belong to $M$. In particular, as $r>0$ and $s>0$, the constant coefficients of $g$ and $h$ belong to $M$, Consequently, the constant coefficient of $f$ belongs to $M^{2}$, a contradiction.
39.29 Theorem. If $A_{0}$ is a complete, nonequicharacteristic, unramified regular local ring of dimension $d$ and if $A=A_{0}[u]$ where $u$ is a root of an Eisenstein polynomial $f$ over $A_{0}$, then $A$ is a complete regular local ring of dimension $d$ whose residue field is canonically isomorphic to that of $A_{0}$.

Proof. Since $A$ is a finitely generated $A_{0}$-module, $A$ is a semilocal noetherian ring that is complete for its natural topology by (4) of 39.13. By $39.28,39.26$, and (3) of $39.27, A$ is an integral domain. Therefore $A$ is a complete local noetherian domain. By $39.13, \operatorname{dim}(A)=d$. Consequently, to show that $A$ is regular, it suffices to show that $\operatorname{vdim}(A) \leq d$ by the remark following 38.10.

Let $M$ and $M_{0}$ be the maximal ideals of $A$ and $A_{0}$ respectively, and let

$$
f=X^{n}+a_{n-1} X^{n-1}+\ldots+a_{1} X+a_{0}
$$

By 39.11, $M \cap A_{0}=M_{0}$, and therefore $M \supseteq M_{0} A$. As $a_{0} \in M_{0} \backslash M_{0}^{2}$, there exist $x_{2}, \ldots, x_{d} \in M_{0}$ such that the $M_{0}^{2}$-cosets of $a_{0}, x_{2}, \ldots, x_{d}$ generate the ( $A_{0} / M_{0}$ )-vector space $M_{0} / M_{0}^{2}$. Consequently, $a_{0}, x_{2}, \ldots, x_{d}$ generate $M_{0}$ by 38.10. As

$$
u^{n}=-a_{n-1} u^{n-1}-\ldots-a_{1} u-a_{0} \in M_{0} A \subseteq M,
$$

$u \in M$, and $a_{0} \in A u$. We shall show that $u, x_{2}, \ldots, x_{d}$ generate $M$. Let $c \in$ $M$. There exist $c_{0}, \ldots, c_{n-1} \in A_{0}$ such that $c=c_{0}+c_{1} u+\ldots+c_{n-1} u^{n-1}$. Consequently,

$$
c_{0} \in M \cap A_{0}=M_{0}=A_{0} a_{0}+A_{0} x_{2}+\ldots+A_{0} x_{n}
$$

Therefore as $a_{0} \in A u, c \in A u+A x_{2}+\ldots+A x_{n}$. The final assertion results from the fact that $c \equiv c_{0}(\bmod M)$.

## Exercises

39.1 (I. S. Cohen [1945]) If $A$ is a regular local ring of dimension $d$ and if $x_{1}, \ldots, x_{d}$ generate the maximal ideal of $A$, then for each $k \in[1, d]$, $A /\left(A x_{1}+\ldots+A x_{k}\right)$ is a regular local ring of dimension $d-k$, and hence $A x_{1}+\ldots+A x_{k}$ is a prime ideal of $A$. [Use 38.14 and 38.15 and induction.]
39.2 (I. S. Cohen [1945]) Let $p$ be an odd prime and let $A_{0}=\mathbb{Z}_{p}[[X]]$, the ring of power series in one variable over the $p$-adic integers. Let $A=A_{0}[u]$, where $u$ is a root of the Eisenstein polynomial $Y^{2}-X^{2}-p$. (a) $A$ is a regular local ring whose maximal ideal $M$ is generated by $X$ and $u$. (b) $M$ is also generated by $X-u$ and $X+u$. (c) $A$ does not contain a discrete valuation ring $B$ such that $A$ is isomorphic to $B[[Y]]$. [Use Exercise 39.1 to show that $X-u$ and $X+u$ are principal primes, and apply Exercise 37.5.]

## 40 The Japanese Property

Here we shall show that a complete local noetherian domain is Japanese in the following sense:
40.1 Definition. An integral domain $A$ is Japanese if for every finitedimensional extension field $L$ of the quotient field $K$ of $A$, the integral closure of $A$ in $L$ is a finitely generated $A$-module.

Actually, if $A$ is any noetherian, integrally closed integral domain, its integral closure in any separable finite-dimensional extension $L$ of its quotient field $K$ is a finitely generated $A$-module. This, in turn, depends ultimately on the fact that the trace linear form (or functional) on the $K$-vector space $L$ is not the zero linear form, a fact from field theory whose proof, for completeness, is given below:
40.2 Theorem. Let $L$ and $\Omega$ be fields. The set of all monomorphisms from $L$ to $\Omega$ is linearly independent in the $\Omega$-vector space $\Omega^{L}$ of all functions from $L$ to $\Omega$.

Proof. We proceed by induction. Assume that any $n$ distinct monomorphisms are linearly independent, let $\sigma_{1}, \ldots, \sigma_{n+1}$ be $n+1$ distinct monomorphisms, and let $\lambda_{1}, \ldots, \lambda_{n+1} \in \Omega$ satisfy $\sum_{k=1}^{n+1} \lambda_{k} \sigma_{k}=0$. As $\sigma_{n+1} \neq \sigma_{1}$, there exists $a \in L$ such that $\sigma_{n+1}(a) \neq \sigma_{1}(a)$. For each $x \in L$,

$$
0=\sum_{k=1}^{n+1} \lambda_{k} \sigma_{k}(a x)=\sum_{k=1}^{n+1} \lambda_{k} \sigma_{k}(a) \sigma_{k}(x)
$$

and also

$$
0=\sigma_{n+1}(a) \sum_{k=1}^{n+1} \lambda_{k} \sigma_{k}(x)=\sum_{k=1}^{n+1} \lambda_{k} \sigma_{n+1}(a) \sigma_{k}(x) .
$$

Subtracting, we obtain

$$
0=\sum_{k=1}^{n} \lambda_{k}\left[\sigma_{k}(a)-\sigma_{n+1}(a)\right] \sigma_{k}(x)
$$

for all $x \in L$, so by our inductive hypothesis, $\lambda_{k}\left[\sigma_{k}(a)-\sigma_{n+1}(a)\right]=0$ for all $k \in[1, n]$, and in particular, $\lambda_{1}=0$ as $\sigma_{1}(a) \neq \sigma_{n+1}(a)$. Thus $\sum_{k=2}^{n+1} \lambda_{k} \sigma_{k}=0$, so by our inductive hypothesis, $\lambda_{2}=\ldots=\lambda_{n+1}=0$.
40.3 Definition. Let $L$ be a finite-dimensional separable extension of a field $K$, and let $\sigma_{1}, \ldots, \sigma_{n}$ be the $K$-monomorphisms from $L$ into an algebraic closure $\Omega$ of $L$. For each $a \in A$, the trace of $a$ over $K$ is the element $\operatorname{Tr}_{L / K}(a)$ defined by

$$
\operatorname{Tr}_{L / K}(a)=\sum_{k=1}^{n} \sigma_{k}(a)
$$

By the definition of separability, $K$ is the fixed field of $\left\{\sigma, \ldots, \sigma_{n}\right\}$, so $\operatorname{Tr}_{L / K}(a) \in K$ for all $a \in L$. Moreover, if $K$ is the quotient field of a subdomain $A$ and if $a$ is integral over $A$, then so is $\operatorname{Tr}_{L / K}(a)$. Indeed, if $f$ is a monic polynomial over $A$ such that $f(a)=0$, then $f\left(\sigma_{k}(a)\right)=\sigma_{k}(f(a))=$ $\sigma_{k}(0)=0$ for all $k \in[1, n]$, so $\operatorname{Tr}_{L / K}(a)$ is integral over $A$ by 39.4. In particular, if $A$ is integrally closed, $\operatorname{Tr}_{L / K}(a) \in A$ for all $a \in A$.

If $K$ has characteristic zero and if $[L: K]=n$, then $\operatorname{Tr}_{L / K}(1)=n .1 \neq 0$. More generally:
40.4 Theorem. If $L$ is a finite-dimensional separable extension of a field $K$, there exists $a \in L$ such that $\operatorname{Tr}_{L / K}(a) \neq 0$.

Proof. Let $\left\{a_{1}, \ldots, a_{n}\right\}$ be a basis of $L$ over $K$, and let $\sigma_{1}, \ldots, \sigma_{n}$ be the $K$-monomorphisms from $L$ into an algebraic closure $\Omega$ of $L$. If $\left(x_{1}, \ldots, x_{n}\right) \in \Omega^{n}$ satisfies

$$
\begin{equation*}
\sum_{j=1}^{n} x_{j} \sigma_{j}\left(a_{i}\right)=0 \tag{1}
\end{equation*}
$$

for all $i \in[1, n]$, then clearly

$$
\sum_{j=1}^{n} x_{j} \sigma_{j}=0
$$

so $x_{1}=\ldots=x_{n}=0$ by 40.2. Therefore if $\left(x_{1}, \ldots, x_{n}\right)=(1,1, \ldots, 1)$, (1) is incorrect for some $i \in[1, n]$, that is, $\operatorname{Tr}_{L / K}\left(a_{i}\right) \neq 0$.
40.5 Theorem. Let $A$ be an integral domain, $K$ its quotient field, $L$ a finite-dimensional extension field of $K$, and let $A^{\prime}$ be the integral closure of $A$ in $L$. (1) $L$ is the quotient field of $A^{\prime}$. (2) If $A$ is integrally closed and if $L$ is a separable extension of $K$, there is a basis $\left\{b_{1}, \ldots, b_{n}\right\}$ of the $K$-vector space $L$ such that $A^{\prime} \subseteq \sum_{k=1}^{n} A b_{k}$.

Proof. If $X^{m}+a_{m-1} X^{m-1}+\ldots+a_{1} X+a_{0}$ is the minimal polynomial of $x \in L$ over $K$, there exists $s \in A^{*}$ such that $s a_{k} \in A$ for all $k \in[0, m-1]$, and the equality

$$
(s x)^{m}+s a_{m-1}(s x)^{m-1}+\ldots+s^{m-1} a_{1}(s x)+s^{m} a_{0}=0
$$

establishes that $s x \in A^{\prime}$. In particular, $L$ is the quotient field of $A^{\prime}$. Consequently, there is a basis $\left\{a_{1}, \ldots, a_{n}\right\}$ of the $K$-vector space $L$ consisting of elements of $A^{\prime}$.

For each $y \in L, y^{\prime}: x \rightarrow \operatorname{Tr}_{L / K}(x y)$ is a linear form on the $K$-vector space $L$. Moreover, $T: y \rightarrow y^{\prime}$ is a linear transformation from $L$ to the $K$-vector space $L^{*}$ of all linear forms on $L$. If $y \neq 0$, then $y^{\prime} \neq 0$, for by 40.4 there exists $c \in L$ such that $\operatorname{Tr}_{L / K}(c) \neq 0$, so $y^{\prime}\left(c y^{-1}\right) \neq 0$. Therefore $T$ is injective and hence is an isomorphism from $L$ to $L^{*}$ as both are $n$ dimensional over $K$. Consequently, there is a basis $\left\{b_{1}, \ldots, b_{n}\right\}$ of $L$ such that for each $j \in[1, n], b_{j}^{\prime}\left(a_{j}\right)=1$ and $b_{j}^{\prime}\left(a_{i}\right)=0$ if $i \neq j$.

Let $x \in A^{\prime}$, and let $x=\sum_{j=1}^{n} \lambda_{j} b_{j}$ where $\lambda_{j} \in K$ for all $j \in[1, n]$. For each $i \in[1, n]$,

$$
\operatorname{Tr}_{L / K}\left(a_{i} x\right)=\sum_{j=1}^{n} \lambda_{j} \operatorname{Tr}_{L / K}\left(a_{i} b_{j}\right)=\sum_{j=1}^{n} \lambda_{j} b_{j}^{\prime}\left(a_{i}\right)=\lambda_{i}
$$

By 39.4, $a_{j} x \in A^{\prime}$, so $\operatorname{Tr}_{L / K}\left(a_{j} x\right) \in A^{\prime} \cap K$, which is $A$ by hypothesis. Thus

$$
x=\sum_{j=1}^{n} \operatorname{Tr}_{L / K}\left(a_{j} x\right) b_{j} \in \sum_{j=1}^{n} A b_{j} \bullet
$$

40.6 Corollary. If $A$ is an integrally closed noetherian integral domain and if $A^{\prime}$ is the integral closure of $A$ in a finite-dimensional separable extension $L$ of its quotient field $K$, then $A^{\prime}$ is a finitely generated $A$-module.

Proof. By 40.5 and $20.8, A^{\prime}$ is a submodule of a noetherian $A$-module and hence is itself finitely generated by 20.3 .
40.7 Theorem. (1) An integrally closed, noetherian integral domain of characteristic zero is Japanese. (2) If $A$ is a noetherian integral domain of prime characteristic $p$, then $A$ is Japanese if and only if for each purely inseparable finite-dimensional extension field $E$ of the quotient field $K$ of $A$, the integral closure of $A$ in $E$ is a finitely generated $A$-module.

Proof. (1) follows from 40.6 and the fact that a field of characteristic zero is perfect, that is, each of its finite-dimensional extension fields is a separable extension.
(2) Sufficiency: Let $L$ be a finite-dimensional extension field of $K$, and let $N$ be the smallest normal extension of $K$ containing $L$ that is contained in an algebraic closure $\Omega$ of $L$ (if $L=K\left[c_{1}, \ldots, c_{n}\right]$ and if $f_{j}$ is the minimal polynomial of $c_{j}$ over $K$ for each $j \in[1, n], N$ is the splitting field of $f_{1} f_{2} \ldots f_{n}$ in $\Omega$ over $L$ ). Then $[N: K]=[N: L][L: K]<\infty$. Let $E$ be the fixed field of the group of all $K$-automorphisms of $N$. Then $N$ is a separable extension of $E$ and $E$ is a purely inseparable extension of $K$. Let $B$ be the integral closure of $A$ in $E$. By $39.7, B$ is an integrally closed subring of $E$ and hence, by (1) of 40.5 , is an integrally closed integral domain. By hypothesis, $B$ is a finitely generated $A$-module. Consequently, $B$ is a noetherian $A$-module and a fortiori a noetherian integral domain by 20.8. Let $C$ be the integral closure of $B$ in $N$. By $40.6, C$ is a finitely generated $B$-module, therefore a finitely generated $A$-module, and consequently a noetherian $A$-module by 20.8. By 39.6 , the integral closure $A^{\prime}$ of $A$ in $L$ is the $A$-submodule $C \cap L$ of $C$. Thus $A^{\prime}$ is a noetherian $A$-module by 20.3 and, in particular, is a finitely generated $A$-module. -
40.8 Theorem. If $A$ is an integrally closed, complete local noetherian domain and if $A$ contains a principal prime ideal $P$ such that $A / P$ is Japanese, then $A$ is Japanese.

Proof. By 40.7 we may assume that $A$ has prime characteristic $p$, and we need only prove that if $E$ is a purely inseparable finite-dimensional extension field of the quotient field $K$ of $A$, then the integral closure $B$ of $A$ in $E$ is a finitely generated $A$-module. As $[E: K]<+\infty$, there exists $n \geq 1$ such that $x^{p^{n}} \in K$ for all $x \in E$. Let $q=p^{n}$. Then $B=\left\{x \in E: x^{q} \in A\right\}$, for if $x \in B$, then $x^{q} \in B \cap K=A$ as $A$ is integrally closed, and if $x^{q} \in A$, then $x$ is integral over $A$ and hence belongs to $B$.

Let $c \in A$ be such that $P=A c$. If $c$ does not have a $q$ th root in $E$, let $E_{0}=E[a]$ where $a$ is a root of $X^{q}-c$. Then $x^{q} \in K$ for all $x \in E_{0}$ as $\left\{x \in E_{0}: x^{q} \in K\right\}$ is a subfield of $E_{0}$ containing $E$ and $a$. Moreover, $\left[E_{0}: K\right]=\left[E_{0}: E\right][E: K]<+\infty$. If the integral closure $B_{0}$ of $A$ in $E_{0}$ is a finitely generated $A$-module, then it is a noetherian $A$-module by 20.8 , so its submodule $B$ is also finitely generated. Thus, by replacing $E$ with $E_{0}$, if
necessary, we may assume that $E$ contains an element $a$ such that $a^{q}=c$.
By 39.9 there is a prime ideal $Q$ of $B$ such that $Q \cap A=P$. Then $B a=Q=\left\{x \in E: x^{q} \in P\right\}$. Indeed, $a^{q}=c \in P \subseteq Q$, so $B a \subseteq Q$. If $x \in Q$, then $x^{q} \in Q \cap A=P$. Finally, if $x^{q} \in P$, then as $P=A c=A a^{q}$, $(x / a)^{q} \in A$, and therefore $x / a \in B$, that is, $x \in B a$.

Since $Q \cap A=P$, we may regard $B / Q$ as a module over $A / P$. We shall show next that $B / Q$ is a finitely generated $(A / P)$-module. Let $A_{P}$ and $B_{Q}$ be the localizations of $A$ and $B$ at $P$ and $Q$ respectively. The maximal ideal $A_{P} P$ of $A_{P}$ is $A_{P} c$ since $A_{P} P=A_{P} A c=A_{P} c$, and similarly the maximal ideal of $B_{Q}$ is $B_{Q} a$. Moreover, $B_{Q} \cap K=A_{P}$. Indeed, if $z \in B_{Q} \cap K$, then there exists $s \in B \backslash Q$ such that $s z \in B ;$ then $s^{q} \in A \backslash P$ and $s^{q} z \in B \cap K=A$ as $A$ is integrally closed, so $z \in A_{P}$. Consequently by 37.21 and 20.17, $B_{Q}$ is the valuation ring of a discrete valuation $w$ of $L$ whose restriction $v$ to $K$ is a valuation with valuation ring $A_{P}$. Let $\phi_{w, v}$ be the canonical monomorphism, defined on page 156 , from the residue field $k_{v}=A_{P} / A_{P} P$ of $v$ to the residue field $k_{w}=B_{Q} / B_{Q} Q$ of $w$. Let $\psi_{v}: x+P \rightarrow x+A_{P} P$ and $\psi_{w}: x+Q \rightarrow x+B_{Q} Q$ be the canonical monomorphisms from $A / P$ to $k_{v}$ and from $B / Q$ to $k_{w}$ respectively, and let $i: x+P \rightarrow x+Q$ be the canonical injection from $A / P$ to $B / Q$. Clearly

$$
\phi_{w, v} \circ \psi_{v}=\psi_{w} \circ i
$$

Let $B^{\prime}=\psi_{w}(B / Q)$ and $A^{\prime}=\psi_{w}(i(A / P))$. Since $B$ is integral over $A$, clearly $B / Q$ is integral over $i(A / P)$, and therefore $B^{\prime}$ is integral over $A^{\prime}$. Also, $k_{w}$ and $\phi_{w, v}\left(k_{v}\right)$ are the quotient fields of $B^{\prime}$ and $A^{\prime}$ respectively. Moreover,

$$
\left[k_{w}: \phi_{w, v}\left(k_{v}\right)\right]=f(w / v) \leq[E: K]
$$

by 19.8. By hypothesis, $A / P$ is Japanese, so $A^{\prime}$ is also. Therefore the integral closure $C^{\prime}$ of $A^{\prime}$ in $k_{w}$ is a finitely generated $A^{\prime}$-module. As $A$ is noetherian, so is $A / P$ by 20.4 ; hence $A^{\prime}$ is also noetherian, and therefore $C^{\prime}$ is a noetherian $A^{\prime}$-module by 20.8. Consequently, the $A^{\prime}$-submodule $B^{\prime}$ of $C^{\prime}$ is noetherian, so $B / Q$ is a noetherian module over $i(A / P)$, that is, $B / Q$ is a noetherian $(A / P)$-module.

As $Q=B a$, for any $k \geq 1, Q^{k}=B a^{k}$. For any $n \geq 1, A \cap Q^{q n}=P^{n}$, and in particular, $A \cap Q^{q}=P$. Indeed, if $x \in A \cap Q^{q n}$, then $x=b a^{q n}$ for some $b \in B$, so $x=b c^{n}$; consequently, $b=x c^{-n} \in K$, so $b \in K \cap B=A$, and therefore $x=b c^{n} \in P^{n}$. Thus the $Q$-topology of $B$ induces on $A$ the $P$ topology. Moreover, the $Q$-topology of $B$ is Hausdorff, for if $x \in \bigcap_{n \geq 1} Q^{n}$, then

$$
x^{q} \in \bigcap_{n=1}^{\infty} Q^{n q} \cap A=\bigcap_{n=1}^{\infty} P^{n}=(0)
$$

by 20.16 , so also $x=0$. Since, by the preceding, $A \cap Q^{q}=P$, for each $k \in[1, q]$,

$$
P=A \cap Q^{q} \subseteq A \cap Q^{k} \subseteq A \cap Q=P
$$

Thus $A \cap Q^{k}=P$, so we may regard $B / Q^{k}$ as a module over $A / P$. If $k \in$ $[1, q-1], t \rightarrow t a^{k}+Q^{k+1}$ is an $A$-module epimorphism from $B$ to $Q^{k} / Q^{k+1}$ whose kernel is $Q$. Therefore the $(A / P)$-module $Q^{k} / Q^{k+1}$ is a noetherian $(A / P)$-module by 20.3. By 27.10 applied to the $(A / P)$-submodules $Q^{n} / Q^{k}$ of $B / Q^{k}$, where $n \in[0, k-1], B / Q^{k}$ is a noetherian $(A / P)$-module for all $k \geq 1$. In particular, $B / Q^{q}$ is a noetherian $(A / P)$-module and hence a noetherian $A$-module, so as $Q^{q}=B a^{q}=B c=P B$, there is a finitely generated submodule $F$ of the $A$-module $B$ such that $B=F+P B$.

By the preceding, $B$, furnished with the $Q$-topology, is a linearly topologized, Hausdorff topological module over $A$, furnished with the $P$-topology. By hypothesis, 36.35 , and $36.38, A$ is linearly compact for the $P$-topology. Therefore $F$ is closed in $B$ by 28.18. Consequently, $B=F$ and hence $B$ is a finitely generated $A$-module by 36.18. -
40.9 Theorem. A complete local noetherian integral domain is Japanese.

Proof. A field is certainly Japanese, and a complete discrete valuation ring of characteristic zero is also Japanese by 20.17 , (5) and (3) of 39.23 , and (1) of 40.7. Let $C$ be a field or a complete discrete valuation ring of characteristic zero, and for each $n \in \mathbb{N}$, let $B_{n}=C\left[\left[X_{1}, \ldots, X_{n}\right]\right]$. We have just observed that $B_{0}$ is Japanese, and an inductive argument establishes that $B_{n}$ is Japanese for all $n \in \mathbb{N}$. Indeed, assume that $B_{n-1}$ is Japanese. By 23.4, $B_{n}$ is a complete local noetherian integral domain, and by 39.25 and (3) and (5) of $39.23, B_{n}$ is integrally closed. Consequently, as $X_{n}$ is a prime of $B_{n}$ and as $B / B_{n} X_{n}$ is isomorphic to $B_{n-1}, B_{n}$ is Japanese by 40.8. Therefore by (1) of 39.16 and (1) of 39.18 , a complete regular local ring that is either equicharacteristic or unramified is Japanese.

Let $A$ be a complete local noetherian integral domain. By (2) of 39.16 and (2) of 39.18 and the preceding, $A$ contains a Japanese subdomain $A_{0}$ and elements $c_{1}, \ldots, c_{n}$ such that $A=A_{0} c_{1}+\ldots+A_{0} c_{n}$. Let $K$ and $K_{0}$ be the quotient fields of $A$ and $A_{0}$ respectively. Each $c_{i}$ is integral over $A_{0}$ by 39.2 and hence is algebraic over $K_{0}$, so $K_{0}\left[c_{1}, \ldots, c_{n}\right]$ is a finite-dimensional field extension of $K_{0}$. Clearly $K=K_{0}\left[c_{1}, \ldots, c_{n}\right]$. If $L$ is a finite-dimensional field extension of $K, A$ and $A_{0}$ have the same integral closure $C$ in $L$ by 39.6 , so as $\left[L: K_{0}\right]=[L: K]\left[K: K_{0}\right]<+\infty, C$ is a finitely generated $A_{0}$-module and a fortiori a finitely generated $A$-module. -

## Exercises

40.1 If $\left(A_{\lambda}\right)_{\lambda \in L}$ is a family of subrings of a commutative ring with identity $B$ that are integrally closed in $B$, then $\bigcap_{\lambda \in L} A_{\lambda}$ is integrally closed in $B$.
40.2 If $A$ is the valuation ring of a real valuation of a field $K$, then $A$ is integrally closed in $K$.
40.3 (Nagata [1962]) Let $K$ be a field of prime characteristic $p$ such that $\left[K: K^{p}\right]=+\infty$, where $K^{p}$ is the range of the monomorphism $x \rightarrow x^{p}$ from $K$ to $K$ (for example, let $K=F_{p}\left(X_{1}, X_{2}, \ldots\right)$ where $F_{p}$ is the prime field of $p$ elements, for then $\left.K^{p}=F_{p}\left(X_{1}^{p}, X_{2}^{p}, \ldots\right)\right)$. Let $B=K[[X]]$, and let $A$ be the union of all the subrings $F[[X]]$ of $K[[X]]$ where $F$ is a subfield of $K$ containing $K^{p}$ and $\left[F: K^{p}\right]<+\infty$. (a) $A$ is a discrete valuation ring whose maximal ideal is $A X$. [Observe that $A X \subseteq B X$ in establishing $5^{\circ}$ of 20.17.] Let $Q$ be the quotient field of $A$ in $K((X))$. (b) There exists $c \in B \backslash A$, and for any such $c,[Q(c): Q]=p$ and $Q(c)$ is the quotient field of $A[c]$. (c) Let $D$ be the integral closure of $A[c]$ in $Q(c)$. Then $D$ is the integral closure of $A$ in $Q(c)$, and $D=B \cap Q(c)$. [Apply Exercises 40.1 and 40.2 to $B$.] (d) $B X \cap D=D X$, and consequently $D$ is a discrete valuation ring whose maximal ideal is $D X$. [Observe that $B$ in integral over $A$ and that if $g X \in D$, then $g \in Q(c)$.] (e) $D=K+D X$, and hence $D=A+D X$. [Use (d).] (f) $D$ is not a finitely generated $A$-module, and hence $A$ is not Japanese. [In the contrary case, apply 36.18 and 24.14 to the $A$-module $D$.]

## CHAPTER X

## LOCALLY CENTRALLY LINEARLY COMPACT RINGS

Topological rings formed from finite-dimensional algebras over discretely valued fields are the subject of this chapter. In §41, complete discretely valued fields are characterized as those nondiscrete topological fields having an open, strictly linearly compact subring, and complete discretely valued division rings finite-dimensional over their centers are similarly characterized as those nondiscrete topological division rings that are locally centrally linearly compact, that is, that have a linearly topologized open subring that is a strictly linearly compact module over its center. An immediate consequence is Jacobson's theorem that the topology of a nondiscrete, totally disconnected, locally compact division ring is given by a discrete valuation.

In $\S 42$ topological rings with identity that are indecomposable finitedimensional algebras over complete, discretely valued fields are characterized as locally centrally linearly compact rings of zero or prime characteristic whose centers are local rings having no proper open ideals, and in $\S 43$ locally centrally linearly compact rings, whose centers have no proper open ideals are described, and applications of these results to locally compact rings are given.

## 41 Complete Discretely Valued Fields and Division Rings

Basic to our characterization of complete, discretely valued division rings finite-dimensional over their centers are the following definitions:
41.1 Definition. A topological ring is locally strictly linearly compact if it contains an open, strictly linearly compact subring. A topological ring is centrally linearly compact if it is a linearly topologized ring that is a strictly linearly compact module over its center. A topological ring is locally centrally linearly compact if it contains an open, centrally linearly compact subring.

For example, a totally disconnected, locally compact ring is locally centrally linearly compact by 4.21 and the remark following Definition 28.10.
41.2 Theorem. If $f$ is a continuous epimorphism from a centrally linearly compact ring $B$ to a Hausdorff, linearly topologized ring $B^{\prime}$, then $B^{\prime}$ is centrally linearly compact.

Proof. Let $C$ and $C^{\prime}$ be the centers of $B$ and $B^{\prime}$. Since the kernel of $f$ is an ideal, $B^{\prime}$ becomes a $C$-module under the well defined scalar multiplication

$$
c . f(b)=f(c b)
$$

for all $c \in C, b \in B$. Under this definition, $f$ is $C$-linear, so $B^{\prime}$ is a strictly linear compact $C$-module by 28.11. Since $f(C) \subseteq C^{\prime}$, every $C^{\prime}$-submodule of $B^{\prime}$ is a $C$-submodule, so $B^{\prime}$ is a fortiori a strictly linearly compact $C^{\prime}$ module.
41.3 Theorem. The cartesian product $B$ of a family $\left(B_{\lambda}\right)_{\lambda \in L}$ of centrally linearly compact rings is centrally linearly compact.

Proof. For each $\mu \in L$ let $C_{\mu}$ be the center of $B_{\mu}$. Then center $C$ of $B$ is then the cartesian product of $\left(C_{\lambda}\right)_{\lambda \in L}$. Each $B_{\mu}$ becomes a $C$-module under the scalar multiplication defined by

$$
\left(c_{\lambda}\right)_{\lambda \in L} \cdot b=c_{\mu} b
$$

for all $\left(c_{\lambda}\right)_{\lambda \in L} \in C$ and all $b \in B_{\mu}$. As the $C_{\mu}$-submodules and the $C$ submodules of $B_{\mu}$ coincide, $B_{\mu}$ is a strictly linearly compact $C$-module. Consequently by $28.17, B$ is a strictly linearly compact $C$-module. -
41.4 Theorem. Let $A$ be a nondiscrete, locally centrally linearly compact ring with identity 1 . If either $A$ is a division ring or the center $C$ of $A$ is a topological ring having no proper open ideals, then there is an open, centrally linearly compact subring $B$ of $A$ that contains 1 .

Proof. By hypothesis, $A$ contains an open, centrally linearly compact subring $B^{\prime}$. Let $B$ be the subring of $A$ generated by $B^{\prime}$ and 1 . For each left ideal $J$ of $B^{\prime}$, let $(J: J)=\{b \in A: b J \subseteq J\}$. Then for each left ideal $J$ of $B^{\prime}$,

$$
B \subseteq(J: J)
$$

and hence $J$ is also a left ideal of $B$, for $(J: J)$ is a subring of $A$ that contains $B^{\prime}$ and 1 and hence $B$. Thus every open left ideal of $B^{\prime}$ is also an open left ideal of $B$, so $B$ is linearly topologized.

We next show that $B$ is a strictly linearly compact module over the center, $C_{B^{\prime}}$, of $B^{\prime}$. Case 1: $A$ is a division ring. Since $A$ is nondiscrete, $B^{\prime}$ contains a nonzero element $b$. Then $B=B b b^{-1} \subseteq B B^{\prime} b^{-1}$, so $B \subseteq B^{\prime} b^{-1}$, for as we have just seen, $B^{\prime}$ is a left ideal of $B$. Since $x \rightarrow x b^{-1}$ is a
topological isomorphism from the $C_{B^{\prime}}$-module $B^{\prime}$ to the $C_{B^{\prime}}$-module $B^{\prime} b^{-1}$, $B^{\prime} b^{-1}$ is a strictly linearly compact $C_{B^{\prime}}$-submodule. As $B$ is an open and thus closed submodule of the $C_{B^{\prime}}$-module $B^{\prime} b^{-1}$, therefore, $B$ is a strictly linearly compact $C_{B^{\prime}}$-module by 28.16 .

Case 2: $C$ has no proper open ideals. The ideal of $C$ generated by $B^{\prime} \cap C$ is thus $C$, that is, $\left(B^{\prime} \cap C\right) C=C$. In particular, there exist $x_{1}, \ldots, x_{n} \in$ $B^{\prime} \cap C$ and $c_{1}, \ldots, c_{n} \in C$ such that $1=x_{1} c_{1}+\ldots+x_{n} c_{n}$. Let $B^{\prime \prime}=$ $B^{\prime} c_{1}+\ldots+B^{\prime} c_{n}$. As we saw above, $B \subseteq\left(B^{\prime}: B^{\prime}\right)$, so

$$
b=\left(b x_{1}\right) c_{1}+\ldots+\left(b x_{n}\right) c_{n} \in B^{\prime \prime}
$$

for each $b \in B$. In particular, $B^{\prime} \subseteq B^{\prime \prime}$, so $B^{\prime \prime}$ is a linearly topologized $C_{B^{\prime}}$-module. By $28.18 B^{\prime \prime}$ is a strictly linearly compact $C_{B^{\prime}}$-module. As $B$ is an open and thus closed submodule of $B^{\prime \prime}$, therefore, $B$ is also a strictly linearly compact $C_{B^{\prime}}$-module.

Now $C_{B^{\prime}}$ is contained in the center $C_{B}$ of $B$, for $\{x \in A: x c=$ $c x$ for all $\left.c \in C_{B^{\prime}}\right\}$ is a subring of $A$ containing $B^{\prime}$ and 1 and hence $B$. Therefore $B$ is a fortiori a strictly linearly compact $C_{B}$-module. -

The valuation ring $V$ of a complete discretely valued field is a complete local noetherian ring by 20.17, and hence its natural topology is linearly compact by 36.35 and thus strictly linearly compact by 36.16 . Consequently, a complete discretely valued field is locally strictly linearly compact. To establish the converse, we need the following description of discrete valuation rings:
41.5 Theorem. An integral domain $A$ is a discrete valuation ring if and only if $A$ is an integrally closed, local noetherian domain such that $\operatorname{dim}(A)=1$.

Proof. Necessity: As $A$ is a local principal ideal domain by $18.2, A$ is integrally closed by (3) and (5) of 39.23 . Moreover, $\operatorname{dim}(A)=1$ by (2) of 38.13 .

Sufficiency: Let $K$ be the quotient field of $A$, and let $M$ be its maximal ideal. By $20.16, \bigcap_{n \geq 1} M^{n}=\{0\}$. By 38.8 there exists $c \in A^{*}$ such that $M$ is a minimal prime ideal over $A c$. Thus $M^{t} \subseteq A c$ for some $t \geq 1$ by 37.20 . Therefore there is a smallest natural number $r$ such that $M^{r} \subseteq A c$, and $r \geq 1$ since $c \in M$. Consequently, there exists $b \in M^{r-1} \backslash A c$, so $M b \subseteq A c$ but $b \notin A c$. Thus $M(b / c) \subseteq A$, so $M(b / c)$ is an ideal of $A$. If $M(b / c) \subseteq M$, then $b / c$ would be integral over $A$ by 39.2 , so $b / c$ would belong to $A$ by hypothesis, and therefore $b \in A c$, a contradiction. Thus $M(b / c)=A$, so $M=A(c / b)$, and in particular, $c / b \in M$. Therefore $M$ is a principal ideal, so $A$ is a discrete valuation ring by 20.17 .
41.6 Theorem. A field $K$, furnished with a ring topology, is complete and discretely valued if and only if it is nondiscrete and locally strictly linearly compact. Moreover, if $B$ is an open, strictly linearly compact subring of $K$ containing 1 , then the valuation ring $V$ of of the valuation defining its topology is a finitely generated $B$-module.

Proof. We have just seen that the condition is necessary. Sufficiency: By 41.4, $K$ contain an open, strictly linearly compact subring $B$ that contains 1. As $y \rightarrow y x$ is a homeomorphism from $K$ to $K$ for each $x \in K^{*}, B x$ is open for every $x \in K^{*}$, and hence every nonzero ideal of $B$ is open and thus closed. Let $R$ be the radical of $B$. By $33.22, \bigcap_{n>1} R^{n}=(0)$, so by 36.34 , $B$ is the direct sum of finitely many complete local noetherian subrings. As $B$ has no proper zero-divisors, therefore, $B$ is a complete local noetherian integral domain. By 28.13 and 36.38 , the topology induced on $B$ by that of $K$ is its natural topology.

As $K$ is not discrete and as the maximal ideal $M$ of $B$ is open, $M$ contains a nonzero element $c$. Consequently, $\operatorname{dim}(B)>0$ by 37.22 . As the topology of $B$ is its natural topology, $\lim _{n \rightarrow \infty} c^{n}=0$. As $B c$ is open, $B c \supseteq M^{t}$ for some $t \geq 1$, so $M$ is a minimal prime ideal over $B c$ by 37.20 . Consequently, $\operatorname{dim}(B)=1$ by 37.24 . The quotient field of $B$ is $K$, for if $x \in K$, then $\lim _{n \rightarrow \infty} c^{n} x=0$, so $c^{m} x \in B$ for some $m \geq 1$, and thus $x$ is the quotient $c^{-m}\left(c^{m} x\right)$ of elements of $B$. By 40.9, the integral closure $V$ of $B$ in $K$ is a finitely generated $B$-module. By (2) and (4) of $39.13, V$ is a semilocal noetherian ring complete for its natural topology, which is the topology it inherits from $K$. By $24.19, V$ is a complete local noetherian integral domain. Moreover, $\operatorname{dim}(V)=1$ by (3) of 39.13 . Therefore $V$ is the valuation ring of a discrete valuation $v$ of $K$ by 39.7 and 41.5. Since $V \supseteq B, V$ is open. Therefore the given topology of $K$ is that defined by $v$. Moreover, $K$ is complete by 7.6. -

Before establishing a generalization of 41.6 , we need several preliminary results.
41.7 Theorem. A Hausdorff, finite-dimensional algebra $A$ with identity over a complete, discretely valued field $K$ is a locally centrally linearly compact ring.

Proof. Let $v$ be a valuation with value group $\mathbb{Z}$ that defines the topology of $K$, let $V$ be the valuation ring of $v$, and for each $m \geq 0$, let $V_{m}=\{\lambda \in$ $K: v(\lambda) \geq m\}$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of the $K$-vector space $A$ such that $e_{1}=1$, and let

$$
e_{i} e_{j}=\sum_{k=1}^{n} \alpha_{i j k} e_{k}
$$

for all $i, j \in[2, n], k \in[1, n]$. Let $\lambda \in K^{*}$ be such that $v(\lambda) \geq 0$ and

$$
v(\lambda) \geq \sup \left\{-v\left(\alpha_{i j k}\right): i, j \in[2, n], k \in[1, n]\right\} .
$$

Let $g_{1}=1, g_{j}=\lambda e_{j}$ for all $j \in[2, n]$, and let

$$
B=V g_{1}+\ldots+V g_{n}, \quad B_{m}=V_{m} g_{1}+\ldots+V_{m} g_{n}
$$

for all $m \geq 0$. Easy calulations establish that $B$ is a subring of $A$ and that $B_{m}$ is an ideal of $B$ for all $m \geq 0$. Since

$$
\left(\lambda_{1}, \ldots, \lambda_{n}\right) \rightarrow \sum_{k=1}^{n} \lambda_{k} g_{k}
$$

is a topological isomorphism from the $K$-vector space $K^{n}$ to $A$ by 15.10 and $13.8, B$ is an open subring of $A$ and $\left(B_{m}\right)_{m \geq 0}$ is a fundamental system of neighborhoods of zero. As we noted above, $V$ is strictly linearly compact, so by $28.18, B$ is a strictly linearly compact $V$-module and a fortiori a centrally linearly compact ring, as we may identify $V$ with $V .1$, a subring of the center of $B$.
41.8 Theorem. If $B$ is an open subring of a topological ring $A$ with identity and if either $A$ has an invertible topological nilpotent or the center $C$ of $A$ is a topological ring having no proper open ideals, then the center of $B$ is $B \cap C$.

Proof. Clearly $B \cap C$ is contained in the center $C_{B}$ of $B$. To show that $C_{B} \subseteq B \cap C$, let $c \in C_{B}$ and $a \in A$; we wish to show that $c a=a c$.

Case 1: $A$ has an invertible topological nilpotent $b$. As

$$
\lim _{n \rightarrow \infty} b^{n}=0=\lim _{n \rightarrow \infty} a b^{n}
$$

there exists $m \geq 0$ such that $b^{m} \in B$ and $a b^{m} \in B$. Hence

$$
(c a) b^{m}=c\left(a b^{m}\right)=\left(a b^{m}\right) c=a\left(b^{m} c\right)=a\left(c b^{m}\right)=(a c) b^{m} .
$$

Thus $c a=a c$.
Case 2: $C$ has no proper open ideals. Let $V=\{x \in A: x a \in B\}$. As $B$ is open, $V$ is a neighborhood of zero in $A$. Let $W=\{x \in C: x(c a-a c)=0\}$. Then $V \cap C \subseteq W$, for if $x \in V \cap C$, then

$$
x(c a)=(x c) a=(c x) a=c(x a)=(x a) c
$$

since $x \in C, c \in C_{B}$, and $x a \in B$. Thus $W$ is an open ideal of $C$, so $W=C$ by hypothesis. Therefore $1 \in W$, so $c a=a c$.
41.9 Theorem. Let $K$ be a Hausdorff division ring, let $B$ be an open subring of $K$ containing 1 , and let $R$ be the radical of $B$. If $B$ is strictly linearly compact, then $B$ is a noetherian ring, $B / R$ is a division ring, the induced topology of $B$ is its $R$-topology, and $R$ is the set of all topological nilpotents of $B$.

Proof. As $B$ is open and as $y \rightarrow x y$ is a homeomorphism from $K$ to $K$ for each $x \in K^{*}, B x$ is open for every $x \in K^{*}$, and hence every nonzero left ideal of $B$ is open. Let $S=\bigcap_{n \geq 1} R^{n}$. Assume that $S \neq(0)$. Then $S$ is open, so $B / S$ is an artinian $B$-module by 28.15 and hence is an artinian ring. Consequently, its radical, which is $R / S$ by 26.16 , is nilpotent by 27.15 . Thus there exists $n \geq 1$ such that $R^{n} \subseteq S$. Therefore $(0) \neq R^{n}=R^{n+1}=\ldots$, in contradiction to 33.21. Therefore $\bigcap_{n \geq 1} R^{n}=(0)$.

Since every nonzero left ideal of $B$ is open and hence closed, $B$ is linearly compact for the discrete topology by 28.19 , so by $36.29 B$ is linearly compact for the radical topology, the weakest Hausdorff linear topology on $B$. By 28.13, therefore, the given topology of $B$ is the radical topology. As $B$ contains an identity element, $B$ contains no pathological subgroups by 36.12. Consequently by $36.33, B$ is a noetherian ring and $B / R$ is artinian ring. By 34.1, every idempotent of $B / R$ is the $R$-coset of an idempotent of $B$. But as $K$ is a division ring, $B$ has no idempotents except 0 and 1 . Thus by 26.16 , $B / R$ is an artinian semisimple ring whose only idempotents are 0 and 1 , so $B / R$ is a division ring by 27.14. In particular, if $x \in B \backslash R$, then $x+R$ is not a nilpotent of $B / R$, so as $B / R$ is discrete, $x$ is not a topological nilpotent of $B$. Thus $R$ is the set of topological nilpotents of $B$. -
41.10 Theorem. A division ring $K$ furnished with a ring topology is complete, discretely valued, and finite-dimensional over its center $C$ if and only if $K$ is nondiscrete and locally centrally linearly compact, in which case the topology of $C$ is also given by a complete, discrete valuation.

Proof. Necessity: As $K$ is discretely valued, there exists $a \in K^{*}$ such that $\lim _{n \rightarrow \infty} a^{n}=0$. Consequently, as $[K: C]<+\infty, C[a]$ is a finitedimensional field extension of $C$ whose topology is not discrete and thus is given by a discrete valuation. By 18.6, the topology of $C$ is also given by a discrete valuation, and as $C$ is closed in $K, C$ is complete. By $41.7, K$ is a locally centrally linearly compact ring.

Sufficiency: By 41.4, there is an open, centrally linearly compact subring $B$ of $K$ that contains 1 . As $B$ is linearly topologized and is strictly linearly compact over its center $C_{B}, B$ is a strictly linearly compact ring. Let $R$ be the radical of $B$. By $41.9, R$ is the set of topological nilpotents of $B$, and the (nondiscrete) topology of $B$ is the radical topology. Thus $B$ contains a nonzero topological nilpotent $a$. Let $K_{0}$ be the closed subfield generated
by $C$ and $a$, let $B_{0}=B \cap K_{0}$, and let $R_{0}$ be the radical of $B_{0}$. As $a \in B_{0}$, the induced topology of $B_{0}$ is not discrete. Since the open left ideals of $B$ form a fundamental system of neighborhoods of zero for $B$, the open ideals of $B_{0}$ form a fundamental system of neighborhoods of zero for $B_{0}$. By 41.8, the center $C_{B}$ of $B$ is $B \cap C$. Thus $C_{B} \subseteq K_{0} \cap B=B_{0}$, so $B_{0}$ is a closed $C_{B}$-submodule of $B$, hence is a strictly linearly compact $C_{B}$-module by 28.16, and a fortiori is a strictly linearly compact ring. By 41.6 , therefore, the induced topology of $K_{0}$ is defined by a complete discrete valuation. By 41.9, the topology of $B_{0}$ is its $R_{0}$-topology, $B_{0} / R_{0}$ is a field, and $R_{0}$ is the set of topological nilpotents of $B_{0}$. Thus $R_{0}=R \cap B_{0}$.

As $C_{B} \subseteq B_{0}, B$ is also a strictly linearly compact $B_{0}$-module. The topology of the $B_{0}$-module $B$ is its $R_{0}$-topology. Indeed, as $K$ is a division ring, every nonzero right ideal of $B$ is open, and in particular, as $a^{n}$ is a nonzero element of $R_{0}^{n}, R_{0}^{n} B$ is open for all $n \geq 1$. On the other hand, $R_{0}^{n} B \subseteq R^{n}$ for all $n \geq 1$.

As the topology of $B$ is the $R$-topology, $B / R$ is a discrete, strictly linearly compact $B_{0}$-module by 28.16 and hence, as $R_{0}=B_{0} \cap R$, a discrete, strictly linearly compact $B_{0} / R_{0}$-vector space. By (2) of $28.14, B / R$ is an artinian vector space and hence is finite-dimensional. Therefore there is a finitely generated $B_{0}$-submodule $F$ of $B$ such that $B=F+R$, or equivalently, $B=F+R B$ as $B$ has an identity. As $F$ is finitely generated, $F$ is closed by 28.18 . Therefore by $36.18, B=F$.

Let $B=B_{0} x_{1}+\ldots+B_{0} x_{n}$. Then $K=K_{0} x_{1}+\ldots+K_{0} x_{n}$, for if $z \in K$, there exists $t \geq 1$ such that $a^{t} z \in B$; thus there exist $b_{1}, \ldots, b_{n} \in B_{0}$ such that $a^{t} z=b_{1} x_{1}+\ldots+b_{n} x_{n}$, so

$$
z=\left(a^{-t} b_{1}\right) x_{1}+\ldots+\left(a^{-t} b_{n}\right) x_{n} \in K_{0} x_{1}+\ldots+K_{0} x_{n}
$$

Let $K_{0}^{\prime}$ be the division ring of $K$ consisting of all elements of $K$ commuting with each element of $K_{0}$. By 18.15, $\operatorname{dim}_{C} K_{0}^{\prime} \leq \operatorname{dim}_{K_{0}} K \leq n$. But as $K_{0}$ is commutative, $K_{0}^{\prime}$ contains $K_{0}$, so $\operatorname{dim}_{C} K_{0} \leq n$. As the topology of $K_{0}$ is given by a complete discrete valuation and as $C$ is closed, therefore, the topology of $C$ is also given by a complete discrete valuation by 18.6 . Furthermore,

$$
[K: C] \leq\left[K: K_{0}\right]\left[K_{0}: C\right] \leq n^{2}
$$

so the topology of $K$ is the only Hausdorff topology making $K$ a topological vector space over $C$ by 15.10 and 13.8, and that topology is defined by a discrete valuation by 17.13. -

As noted after Definition 41.1, a totally disconnected, locally compact ring is locally centrally linearly compact. Therefore from 41.10 we recover Jacobson's theorem for nondiscrete, totally disconnected, locally compact
division rings, from which the structure of such division rings is readily ascertained: The topology of the center $C$ of a nondiscrete, totally disconnected, locally compact division ring $K$ is given by a complete, discrete valuation, and $K$ is finite-dimensional over $C$ (Theorems 18.11 and 18.16).

## Exercises

41.1 We extend the definition of a prime ideal to arbitrary rings: An ideal $P$ of a ring with identity $A$ is prime if $P$ is a proper ideal and for all ideals $I, J$ of $A$, if $I J \subseteq P$, then either $I \subseteq P$ or $J \subseteq P$. Extend Theorem 37.8 as follows: If $A$ is a ring such that every nonempty set of ideals, ordered by inclusion, contains a maximal member, then every proper ideal of $A$ is either a prime ideal or contains a product of prime ideals.
41.2 Let $A$ be a linearly compact ring whose radical $R$ satisfies $\bigcap_{n \geq 1} R^{n}=$ $\{0\}$ such that every ideal is closed for the radical topology. (a) Every nonempty set of ideals of $A$, ordered by inclusion, contains a maximal member. [Modify the proof of 36.31.] (b) If $R$ is the radical of $A, A / R$ is artinian.
41.3 Let $A$ be a ring, $R$ its radical. (a) If $A$ is strictly linearly compact and every nonzero ideal of $A$ is open, then the topology of $A$ is the radical topology. [Argue as in 41.9.] (b) (Ánh [1977a]) If $A$ is strictly linearly compact and has an identity, then every nonzero ideal of $A$ is open if and only if $\bigcap_{n \geq 1} R^{n}=\{0\}, A / R$ is artinian, $R$ is a finitely generated left ideal, and every nonzero prime ideal of $A$ is a maximal ideal. [Use 36.27 and Exercises 41.1 and 41.2.] (c) (Warner [1961]) If $A$ is compact, then every ideal is open if and only if every ideal of $A$ is closed and every nonzero proper prime ideal of $A$ is a regular maximal ideal.
41.4 Let $A$ be a nondiscrete, strictly linearly compact commutative ring with identity such that the ideals of $A$ are totally ordered by inclusion. (a) Every nonzero ideal is open. (b) The topology of $A$ is the radical topology. [Use Exercise 41.3.] (c) Every ideal is a principal ideal. [Use 36.33.] (d) $R$ is a maximal ideal. [Consider $A / R$.] (e) Every element of $A \backslash R$ is invertible. [Use 11.16.] (f) $A$ is an integral domain. [Use (a) and (b).] (g) The quotient field $K$ of $A$, topologized by declaring the neighborhoods of zero in $A$ a fundamental system of neighborhoods of zero, is a topological ring. (h) Let $c \in A$ be such that $A c=R$, and let $v: K \rightarrow \mathbb{Z} \cup\{+\infty\}$ be defined by

$$
\begin{gathered}
v(x)=n \in \mathbb{Z} \text { if } x \in A c^{n} \backslash A c^{n+1} \\
v(0)=+\infty
\end{gathered}
$$

Then $v$ is a complete, discrete valuation of $K$ whose valuation ring is $A$, and the topology on $A$ defined by $v$ is its given topology. (i) Conversely, the valuation ring of a complete, discrete valuation of a field $K$ is a nondiscrete,
strictly linearly compact ring with identity whose ideals are totally ordered by inclusion.

## 42 Finite-dimensional Algebras

Here we shall characterize finite-dimensional, indecomposable Hausdorff algebras with identity over complete, discretely valued fields.
42.1 Theorem. If $A$ is a topological integral domain that has no proper open ideals and contains an open subring $B$ that is a complete local noetherian domain whose induced topology is its natural topology, then $A$ is a field whose topology is given by a discrete valuation.

Proof. Let $K$ be the quotient field of $A$. To show that $K$ is also the quotient field of $B$, it suffices to show that each $a \in A$ is a quotient of elements of $B$. By hypothesis, the maximal ideal of $B$ contains a nonzero element $t$; as $\lim _{n \rightarrow \infty} t^{n}=0=\lim _{n \rightarrow \infty} a t^{n}$, there exists $m \geq 1$ such that $t^{m}$ and $a t^{m}$ belong to $B$, so $a=\left(a t^{m}\right) t^{-m}$ is a quotient of elements of $B$.

By 40.9 , the integral closure $C^{\prime}$ of $B$ in $K$ is a finitely generated $B$ module and hence a noetherian $B$-module by 20.8. Therefore the integral closure $C$ of $B$ in $A$ is a submodule of the noetherian $B$-module $C^{\prime}$ and hence is itself a finitely generated $B$-module. Consequently by 39.4 and 39.13, $C$ is a complete semilocal noetherian ring whose induced topology is its natural topology. By $24.19, C$ is the direct sum of finitely many complete local noetherian rings, so as $A$ has no proper zero-divisors, $C$ is actually a complete local noetherian domain.

Thus $C \subset A$ since $A$ has no proper open ideals. For each ideal $J$ of $C$, let $(C: J)=\{x \in A: x J \subseteq C\}$, and let $M$ be the maximal ideal of of $C$. As $C$ is open and as $\left(M^{n}\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero, $A=\bigcup_{n \geq 1}\left(C: M^{n}\right)$. If $I$ and $J$ are ideals of $C$ such that $C=$ $(C: I)=(C: \bar{J})$, then $C=(C: I J)$. Indeed, if $x \in A$ and $x I J \subseteq C$, then for any $y \in I, x y J \subseteq C$, so $x y \in(C: J)=C$; thus $x I \subseteq C$, so $x \in(C: I)=C$. Therefore if $C=(C: M)$, then $C=\left(C: M^{n}\right)$ for all $n \geq 1$, so $C=\bigcup_{n>1}\left(C ; M^{n}\right)=A$, a contradiction. Consequently, there exists $a \in(C: M) \backslash C$. Thus $a M \subseteq C$. If $a M \subseteq M$, then $a$ would be integral over $C$ by 39.2 and hence $a \in C$, a contradiction. Thus as $a M$ is an ideal of the local ring $C, a M=C$. Consequently, $M \neq(0)$, and there exists $b \in M$ such that $a b=1$. As $b$ is invertible, $x \rightarrow x b$ is a homeomorphism from $A$ to $A$, so there exists $n \geq 1$ such that $M^{n} \subseteq C b \subseteq M$. Therefore by 37.20 and $37.24, \operatorname{dim}(C)=1$, that is, $M$ and ( 0 ) are the only prime ideals of $C$.

Let $x$ be a nonzero element of $M$. Then $M$ is the only prime ideal of $C$ containing $C x$, so by 37.20 there exists $t \geq 1$ such that $M^{t} \subseteq C x$, whence
$M^{n+t} \subseteq M^{n} x$ for all $n \geq 1$. Consequently, $z \rightarrow z x$ is an open mapping from $A$ to $A$. In particular, $A x$ is open, so as $A$ has no proper open ideals, $A x=A$, that is, $x$ is invertible in $A$. Thus every element of $C^{*}$ is invertible in A. Finally, if $y \in A^{*}$, then $y b^{n} \in C^{*}$ for some $n \geq 1$ as $\lim _{n \rightarrow \infty} b^{n}=0$, so $y b^{n}$ is invertible in $A$, whence $y$ is also. Therefore $A$ is a field.
42.2 Theorem. Let $A$ be a commutative topological ring with identity 1 that contains no proper open ideal. If $A$ contains an open semilocal subring $B$ such that $1 \in B$ and $B$ is strictly linearly compact for its induced topology, then $B$ is a complete semilocal noetherian ring furnished with its natural topology, $A$ is an artinian ring all of whose ideals are closed, and $A$ contains an invertible topological nilpotent.

Proof. (a) The radical $R$ of $B$ is open. Indeed, $R$ is closed by 29.12, so the topology induced on $B / R$ is a Hausdorff ideal topology. By (1) of 24.16, $B / R$ is artinian, so the induced topology is discrete by (1) of 28.14 , that is, $R$ is open.
(b) $R$ is a finitely generated ideal. By (a), the ideal $A R$ of $A$ generated by $R$ is open and hence is $A$, so there exist $a_{1}, \ldots, a_{m} \in A$ and $b_{1}, \ldots, b_{m} \in R$ such that $\sum_{i=1}^{m} a_{i} b_{i}=1$. Let $J=B b_{1}+\ldots+B b_{m}$. Then $J$ is open, for if $I=\left\{x \in B: x a_{i} \in B\right.$ for all $\left.i \in[1, n]\right\}$, then $I$ is an open ideal, and $I \subseteq J$ since if $x \in I$, then $x=\sum_{i=1}^{m}\left(x a_{i}\right) b_{i} \in J$. Consequently by (2) of 28.15, $B / J$ is an artinian $B$-module and hence an artinian ring, so $B / J$ is a noetherian ring by 37.7 and hence a noetherian $B$-module. In particular, as $R \supseteq J, R / J$ is a finitely generated $B$-module, so there exist $c_{1}, \ldots, c_{s} \in R$ such that $R=B c_{1}+\ldots+B c_{s}+J$. Consequently, $R$ is finitely generated as $J$ is.
(c) $B$ is a complete semilocal noetherian ring furnished with its natural topology. For all $n \geq 1, R^{n}$ is a finitely generated ideal by (b) and hence is closed by 28.18. Moreover, the radical topology is stronger than the topology induced on $B$ by 33.22 . Consequently by 7.21 , the radical topology is complete. Therefore $B$ is a complete semilocal noetherian ring by 24.17. By 36.35 and 36.33 , the radical topology is the weakest Hausdorff linear topology on $B$ and hence is the topology induced on $B$.
(d) $A$ is a noetherian ring all of whose ideals are closed. Indeed, let $J$ be an ideal of $A$. Then $J \cap B$ is closed in $B$ by (c), 36.35, and 36.33, so $J$ is closed by 4.11. To show that $J=A(J \cap B)$, let $c \in J$. Since $J \cap B$ is an open subset of $J, A(J \cap B)$ is an open submodule of the topological $A$-module $J$. As $R_{c}: x \rightarrow x c$ is a continuous $A$-module homomorphism from $A$ to $J$, therefore, $R_{c}^{-1}(A(J \cap B))$ is an open ideal of $A$ and hence is $A$. Therefore $1 \in R_{c}^{-1}(A(J \cap B))$, that is, $c \in A(J \cap B)$. By (c) there exist $c_{1}, \ldots, c_{m} \in J \cap B$ such that $J \cap B=B c_{1}+\ldots+B c_{m}$, so $J=A(J \cap B)=$ $A c_{1}+\ldots+A c_{m}$. Thus $A$ is noetherian.
(e) $A$ is artinian. By (d) and 37.9 , it suffices to show that each prime ideal $P$ of $A$ is maximal. By (d), $P$ is closed, so $A / P$ is Hausdorff. Let $\phi$ be the canonical epimorphism from $A$ to $A / P$. Clearly $A / P$ has no proper open ideals, and as $\phi$ is a topological epimorphism, $\phi(B)$ is ideally topologized and hence is a strictly linearly compact ring by 29.3. By (c) applied to $A / P$ and its subring $\phi(B), \phi(B)$ is a complete semilocal noetherian ring whose induced topology is its natural topology. Consequently, $\phi(B)$ is the direct sum of complete local rings by 24.19 , so $\phi(B)$ is a complete local domain as $A / P$ has no proper zero-divisors. By $42.1, A / P$ is a field, that is, $P$ is maximal. Thus $A$ is artinian.
(f) $A$ contains an invertible topological nilpotent. By (e) and 27.17, $A$ is semilocal. An inductive argument establishes that if the union of finitely many closed subsets of a topological space contains an interior point, then one of the sets contains an interior point. Let $M_{1}, \ldots, M_{r}$ be its maximal ideals, and let

$$
G=A \backslash \bigcup_{i=1}^{r} M_{i},
$$

the set of invertible elements of $A$. By (d), each $M_{i}$ is closed, so $G$ is open. Moreover, $G$ is dense, for if $\bigcup_{i=1}^{r} M_{i}$ contained an interior point, some $M_{i}$ would also, and thus $M_{i}$ would be open by 4.9 , a contradiction of our hypothesis. Therefore as $R$ is open by (a), there exists $b \in G \cap R$, and again by (c), $\lim _{n \rightarrow \infty} b^{n}=0$.
42.3 Theorem. If $E$ is a Hausdorff topological vector space over a nondiscrete, complete, straight division ring $K$, then no proper subspace of $E$ is open.

Proof. If $M$ were a proper open subspace, $E / M$ would be a nonzero discrete topological vector space over $K$, in contradiction to 13.1.
42.4 Definition. A ring [algebra] is indecomposable if $A$ is not the direct sum of two proper subrings [subalgebras].
42.5 Definition. A commutative algebra $A$ over a field $K$ is a Cohen algebra if $A$ is local and if $K$ is canonically isomorphic to its residue field, that is, if $\lambda \rightarrow \lambda .1+M$ is an isomorphism from $K$ to $A / M$, where $M$ is the maximal ideal of $A$.
42.6 Theorem. Let $A$ be a commutative topological ring with identity. The following statements are equivalent:
$1^{\circ} A$ is a locally strictly linearly compact local ring whose characteristic is either zero or a prime, and $A$ has no proper open ideals.
$2^{\circ} A$ is a Hausdorff, finite-dimensional Cohen algebra over a complete, discretely valued field.
$3^{\circ} \mathrm{A}$ is a Hausdorff, indecomposable, finite-dimensional algebra over a complete, discretely valued field.

Proof. Clearly $2^{\circ}$ implies $3^{\circ}$, since a local ring contains no idempotents other than 0 and 1 . Assume $3^{\circ}$. Then $A$ is an artinian ring as it is a finitedimensional algebra with identity, so $A$ is local by 37.7 . By $42.3, A$ contains no proper open ideals. Consequently, $1^{\circ}$ holds by 41.7.

Assume $1^{\circ}$. By $41.4, A$ contains an open strictly linearly compact subring $B$ that contains 1. By $34.6, B$ is topologically isomorphic to the cartesian product of local rings. Consequently, as $A$ is local and thus has no idempotents other than 0 and $1, B$ itself is a local ring. By $42.2, B$ is a complete local noetherian ring whose induced topology is its natural topology, and $A$ is a local artinian ring all of whose ideals are closed. Thus by 27.15 , the maximal ideal $Q$ of $A$ is nilpotent; let $r \geq 1$ be such that $Q^{r}=\{0\}$, and let $\phi$ be the canonical epimorphism from $A$ to $A / Q$. As $Q$ is closed but not open, $A / Q$ is Hausdorff but not discrete. Since $B$ is local, open, and ideally topologized, so is $\phi(B)$; therefore by $29.3, \phi(B)$ is strictly linearly compact. Consequently by 41.6 , the topology of $A / Q$ is given by a complete discrete valuation $v$, and the valuation ring $V$ of $v$ is a finitely generated $\phi(B)$-module.

Let $c_{1}, \ldots, c_{n} \in A$ be such that $c_{1}=1$ and $V=\phi(B)\left[\phi\left(c_{1}\right), \ldots, \phi\left(c_{n}\right)\right]$, and let $B^{\prime}=B\left[c_{1}, \ldots, c_{n}\right]$. Clearly $\phi\left(B^{\prime}\right)=V$. For each $i \in[1, n], \phi\left(c_{i}\right)$ is integral over $\phi(B)$ by 39.2 , so there is a monic polynomial $f \in B[X]$ such that $\phi\left(f\left(c_{i}\right)\right)=0$, that is, $f\left(c_{i}\right) \in Q$; thus $f\left(c_{i}\right)^{r}=0$, and consequently $c_{i}$ is integral over $B$. By $39.3, B^{\prime}$ is a finitely generated $B$-module. By 39.13, $B^{\prime}$ is a complete semilocal noetherian ring whose induced topology is its natural topology. By $24.19, B^{\prime}$ is the direct sum of finitely many complete local noetherian rings. Consequently as $A$ is local and thus has no idempotents other than 0 and $1, B^{\prime}$ is a complete local noetherian ring. Thus, by replacing $B$ with $B^{\prime}$ if necessary, we may assume that $\phi(B)=V$.

Let $M$ be the maximal ideal of $B$. The restriction $\phi_{B}$ of $\phi$ to $B$ is an epimorphism from $B$ to $V$ and hence induces an isomorphism $\Phi_{B}$ from the residue field $B / M$ of $B$ to the residue field $V / \phi(M)$ of $V$ such that $\Phi_{B} \circ \sigma=$ $\rho \circ \phi_{B}$, where $\sigma$ and $\rho$ are respectively the canonical epimorphisms from $B$ to $B / M$ and from $V$ to $V / \phi(M)$. Since $Q$ is nilpotent, the characteristic of $A / Q$ is zero if the characteristic of $A$ is. Therefore $B$ and $V$ have the same characteristic. We shall show that $A$ contains a subfield $K$ such that the restriction to $K$ of $\phi$ is a topological isomorphism from $K$ to $A / Q$.

Case 1: $V$ is equicharacteristic (and therefore $B$ is also equicharacteristic). By $21.20, B$ contains a subfield $k$ mapped onto $B / M$ by $\sigma$. Thus
$\Phi_{B} \circ \sigma$ maps $k$ isomorphically onto the residue field $V / \phi(M)$ of $V$, so as $\Phi_{B} \circ \sigma=\rho \circ \phi_{B}$, the restriction $\phi_{k}$ of $\phi$ to $k$ is an isomorphism from $k$ onto a Cohen subfield of $V$. By 22.1, there is a topological isomorphism $F$ from the ring $k[[X]]$ of formal power series over $k$, furnished with its natural topology, to $V$ that extends $\phi_{k}$. Let $x \in B$ be such that $F(X)=\phi(x)$. Then $x \in M$, so by 23.5 ,

$$
S: \sum_{k=0}^{\infty} c_{k} X^{k} \rightarrow \sum_{k=0}^{\infty} c_{k} x^{k}
$$

is an epimorphism from $k[[X]]$ to a $k$-subalgebra $k[[x]]$ of $B$. The induced topology of $k[[x]]$ is a Hausdorff ideal topology that is not discrete, since $x$ is a topological nilpotent. Therefore as the ideals of $k[[x]]$ are totally ordered by inclusion (as those of $k[[X]]$ are), the nonzero ideals of $k[[x]]$ form a fundamental system of neighborhoods of zero for the induced topology. Consequently, $S$ is a topological epimorphism from $k[[X]]$ to $k[[x]]$. As $F$, $S$, and the restriction $\phi_{k[[x]]}$ of $\phi$ to $k[[x]]$ are continuous and since $\phi_{k[[x]]} \circ S$ and $F$ agree on $k$ and at $X$, we conclude that $\phi_{k[[x]]} \circ S=F$. Therefore $S$ is injective and hence is a topological isomorphism, so as $F$ is also a topological isomorphism, $\phi_{k[[x]]}$ is a topological isomorphism from $k[[x]]$ to $V$. In particular, as $\phi_{k[[x]]}$ is injective, $k[[x]] \cap Q=(0)$, so $k[[x]]$ has a quotient field $K$ in $A$. Since $\phi(k[[x]])=V$, clearly $\phi(K)=A / Q$. To show that the restriction of $\phi$ to $K$ is a topological isomorphism from $K$ to $A / Q$, therefore, it suffices to show that $k[[x]]$ is open in $K$. Since $k[[x]]$ is a discrete valuation ring, $k[[x]]$ is maximal in the set of proper subrings of $K$ by 17.14. But $B \cap K$ is a proper subring of $K$ containing $k[[x]]$ since $x$ is not invertible in $B$; therefore $B \cap K=k[[x]]$, so $k[[x]]$ is open in $K$.

Case 2: $V$ is not equicharacteristic, that is, $A$ has characteristic zero and the residue field of $B$ has prime characteristic $p$. As $\phi_{B}$ is an epimorphism from $B$ to $V$ with kernel $B \cap Q, \operatorname{dim}(B /(B \cap Q))=\operatorname{dim}(V)=1$. As $Q$ is nilpotent, every prime ideal of $B$ contains $B \cap Q$, so

$$
\operatorname{dim}(B)=\operatorname{dim}(B /(B \cap Q))=1
$$

As $A$ is equicharacteristic, $p .1$ is invertible in $A$ and hence is not a zerodivisor of $B$. Therefore by $39.18, B$ contains a Cohen ring $B_{0}$ such that $B$ is a finitely generated $B_{0}$-module and the topology induced on $B_{0}$ is its natural topology. As no nonzero element of $B_{0}$ is nilpotent, $B_{0} \cap Q=(0)$, so $B_{0}$ has a quotient field $K_{0}$ in $A$. If $B$ contained $K_{0}$, then $K_{0}$ would be integral over $B_{0}$ and hence by $39.13,0=\operatorname{dim}\left(K_{0}\right)=\operatorname{dim}\left(B_{0}\right)$, that is, $B_{0}$ would be a field, a contradiction. Thus $B \cap K_{0}$ is a proper subring of $K_{0}$ containing $B_{0}$. But as in Case 1, the discrete valuation ring $B_{0}$ is maximal
in the set of proper subrings of $K_{0}$ by 17.14 , so $B \cap K_{0}=B_{0}$. Thus $B_{0}$ is open for the topology induced on $K_{0}$, so the induced topology of $K_{0}$ is defined by a complete discrete valuation whose valuation ring is $B_{0}$.

Let $a_{1}, \ldots, a_{n} \in B$ be such that $B=B_{0}\left[a_{1}, \ldots, a_{n}\right]$, and let $L_{0}=$ $\phi\left(K_{0}\right)$. Then

$$
V=\phi(B)=\phi\left(B_{0}\right)\left[\phi\left(a_{1}\right), \ldots, \phi\left(a_{n}\right)\right] \subseteq L_{0}\left[\phi\left(a_{1}\right), \ldots, \phi\left(a_{n}\right)\right]
$$

As each $a_{i}$ is integral over $B_{0}$, each $\phi\left(a_{i}\right)$ is integral over $\phi\left(B_{0}\right)$ and hence is algebraic over $L_{0}$. Consequently, $L_{0}\left[\phi\left(a_{1}\right), \ldots, \phi\left(a_{n}\right)\right]$ is a subfield of $A / Q$ containing $V$ and thus is $A / Q$, and moreover, $\left[A / Q: L_{0}\right]<+\infty$. By 21.10, a field $K$ that is maximal in the set of all subfields of $A$ containing $K_{0}$ is a Cohen subfield of $A$, that is, $\phi(K)=A / Q$. Consequently, there exist $b_{1}, \ldots, b_{m} \in K$ such that $L_{0} \phi\left(b_{1}\right)+\ldots+L_{0} \phi\left(b_{m}\right)=A / Q$. Therefore $K=K_{0} b_{1}+\ldots+K_{0} b_{m}$, for if $z \in K$, there exist $t_{1}, \ldots, t_{m} \in K_{0}$ such that

$$
\phi(z)=\sum_{i=1}^{m} \phi\left(t_{i}\right) \phi\left(b_{i}\right),
$$

whence

$$
z-\sum_{i=1}^{m} t_{i} b_{i} \in K \cap Q=(0)
$$

Thus $\left[K: K_{0}\right]<+\infty$. Therefore by 15.10 and 13.6 , the induced topology on $K$ is the only topology making $K$ a Hausdorff $K_{0}$-vector space, and that topology is complete and discretely valued by 16.8 . Furthermore, as $K$ is straight, its topology is minimal in the set of all Hausdorff ring topologies on $K$ by 13.2 , so as the restriction $\phi_{K}$ of $\phi$ to $K$ is a continuous isomorphism from $K$ to $A / Q, \phi_{K}$ is a topological isomorphism.

We have left to show that $A$ is a finite-dimensional $K$-vector space. Let $x_{1}, \ldots, x_{m} \in Q$ be such that $Q=A x_{1}+\ldots+A x_{m}$. By 23.5 (with the notation of the proof of that theorem),

$$
A=\sum_{|s|<r} K x^{s}
$$

since, as $Q^{r}=(0), x^{s}=0$ whenever $|s| \geq r$. Thus $2^{\circ}$ holds. -
42.7 Theorem. Let $A$ be a linearly compact ring with identity, let $R$ be the radical of $A$, and let $E$ be a unitary $A$-module. If $A / R$ is artinian and if $E$ is linearly compact for the $R$-topology, then $E$ is finitely generated.

Proof. By hypothesis, $E / R E$ is a discrete, linearly compact $A$-module, which we may regard as a module over $A / R$. By 26.16 and $36.19, E / R E$ is a
finitely generated $(A / R)$-module and hence a finitely generated $A$-module. Thus there is a finitely generated submodule $M$ of $E$ such that $E=M+R E$. By $28.18, M$ is closed, so by $36.18, E=M$. $\bullet$

A noncommutative generalization of 42.6 is based on the following theorem:
42.8 Theorem. Let $A$ be a locally centrally linearly compact ring with identity 1 whose center $C$ is a topological ring having no proper open ideals, and let $B$ be an open, centrally linearly compact subring of $A$ containing 1 . The center of $B$ is $B \cap C$, and the following statements are equivalent:
$1^{\circ} B \cap C$ is semilocal.
$2^{\circ} C$ is semilocal.
$3^{\circ} A$ has only finitely many maximal ideals.
$4^{\circ}$ Every $C$-submodule of $A$ is closed.
$5^{\circ}$ Every ideal of $A$ is closed.
$6^{\circ} C$ is an artinian ring, and $A$ is a finitely generated $C$-module.
$7^{\circ} A$ satisfies the Ascending Chain Condition on closed ideals.
$8^{\circ} A$ satisfies the Descending Chain condition on closed ideals.
$9^{\circ} C$ contains an invertible topological nilpotent.
If these statements hold, then $B \cap C$ is a complete semilocal noetherian ring, and $B$ is a noetherian ( $B \cap C$ )-module whose induced topology is its natural topology.

Proof. By 41.8, the center of $B$ is $B \cap C$. Thus $B \cap C$ is a strictly linearly compact ring. By $34.6, B \cap C$ is topologically isomorphic to the cartesian product of a family of linearly compact local rings and thus possesses an orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents such that $(B \cap C) e_{\lambda}$ is a linearly compact local ring for each $\lambda \in L$ and $\sum_{\lambda \in L} e_{\lambda}=1$. We shall first show that each of $2^{\circ}-9^{\circ}$ implies $1^{\circ}$, that is, that $L$ is finite.

For each $\lambda \in L$, let $M_{\lambda}$ be a maximal ideal of $C e_{\lambda},\left[A e_{\lambda}\right]$, and let $N_{\lambda}=$ $M_{\lambda}+C\left(1-e_{\lambda}\right)\left[N_{\lambda}=M_{\lambda}+A\left(1-e_{\lambda}\right)\right]$. Clearly $C / N_{\lambda}\left[A / N_{\lambda}\right]$ is isomorphic to $C e_{\lambda} / M_{\lambda}\left[A e_{\lambda} / M_{\lambda}\right]$ and, if $\lambda \neq \mu, N_{\lambda} e_{\mu}=C e_{\mu}\left[A e_{\mu}\right] \neq M_{\mu}=N_{\mu} e_{\mu}$, whence $N_{\lambda} \neq N_{\mu}$. Thus each of $2^{\circ}$ and $3^{\circ}$ implies $1^{\circ}$. The ideal generated by $\left\{e_{\lambda}: \lambda \in L\right\}$ is dense in $A$ since $\sum_{\lambda \in L} e_{\lambda}=1$, and contains 1 if and only if $L$ is finite. Thus $5^{\circ}$ implies $1^{\circ}$, and clearly $4^{\circ}$ implies $5^{\circ}$. Suppose that $\left(\lambda_{i}\right)_{i \geq 1}$ is a sequence of distinct members of $L$, and let $f_{n}=\sum_{i=1}^{n} e_{\lambda_{i}}$ for each $n \geq 1$. Then each $f_{n}$ is an idempotent of $B \cap C$, and consequently $B f_{n}=A f_{n} \cap B$. By 28.18, $B f_{n}$ is closed in $B$; hence by $4.11, A f_{n}$ is closed in $A$. Similarly $A\left(1-f_{n}\right)$ is closed. Thus $\left(A f_{n}\right)_{n \geq 1}$ is a strictly increasing sequence of closed ideals of $A$, and $\left(A\left(1-f_{n}\right)\right)_{n \geq 1}$ is a strictly decreasing sequence of closed ideals. Consequently, each of $7^{\circ}$ and $8^{\circ}$ implies $1^{\circ}$, and $6^{\circ}$ implies $7^{\circ}$ by 27.8 .

To show that $9^{\circ}$ implies $1^{\circ}$, let $b$ be an invertible topological nilpotent in $C$. Then $b^{m} \in B$ for some $m \geq 1$, and $b^{m}$ is also an invertible topological nilpotent. Replacing $b$ by $b^{m}$ if necessary, we may thus assume that $b \in$ $B \cap C$. For each $\lambda \in L$,

$$
\lim _{n \rightarrow \infty}\left(b e_{\lambda}\right)^{n}=\lim _{n \rightarrow \infty} b^{n} e_{\lambda}=0
$$

so $b e_{\lambda}$ belongs to the maximal ideal of $(B \cap C) e_{\lambda}$, and hence $b^{-1} e_{\lambda} \notin$ $(B \cap C) e_{\lambda}$. Thus $b^{-1} e_{\lambda} \notin B$ for all $\lambda \in L$. But $\left(b^{-1} e_{\lambda}\right)_{\lambda \in L}$ is summable by 10.16, and therefore $b^{-1} e_{\lambda} \in B$ for all but finitely many $\lambda \in L$ by 10.5 . Thus $L$ is finite.

Assume $1^{\circ}$. By 42.2, $B \cap C$ is a complete semilocal noetherian ring whose induced topology is its natural topology, $C$ is an artinian ring, and $9^{\circ}$ holds. By $27.17,2^{\circ}$ also holds. Let $R$ be the radical of $B \cap C$. We shall show that the topology of the ( $B \cap C$ ) -module $B$ is its $R$-topology. As $R^{n}$ is open in $B \cap C$ and as $B$ is linearly topologized, $B$ contains an open left ideal $J$ such that $J \cap B \cap C \subseteq R^{n}$. As $J \cap B \cap C$ is open in $C,(J \cap B \cap C) C=C$ by hypothesis, and consequently there exist $a_{1}, \ldots, a_{s} \in J \cap B \cap C$ and $c_{1}, \ldots, c_{s} \in C$ such that $a_{1} c_{1}+\ldots+a_{s} c_{s}=1$. Let $I=\left\{x \in B: c_{i} x \in B\right.$ for all $\left.i \in[1, s]\right\}$. then $I$ is an open right ideal of $B$ contained in $R^{n} B$, for if $x \in I$, then

$$
x=a_{1}\left(c_{1} x\right)+\ldots+a_{s}\left(c_{s} x\right) \in(J \cap B \cap C) B \subseteq R^{n} B
$$

Therefore $R^{n} B$ is open. Also, if $L$ is an open left ideal of $B$, then $L \cap B \cap C \supseteq$ $R^{k}$ for some $k \geq 1$, so $R^{k} B=B R^{k} \subseteq B L=L$. Therefore $\left(R^{n} B\right)_{n \geq 1}$ is a fundamental system of neighborhoods of zero.

By (1) of 24.16, $(B \cap C) / R$ is artinian. Hence by $42.7, B$ is a finitely generated $(B \cap C)$-module. Let $B=(B \cap C) y_{1}+\ldots+(B \cap C) y_{n}$ where $y_{1}, \ldots, y_{n} \in B$. As noted earlier, $C$ contains an invertible topological nilpotent $b$. Thus for any $z \in A$, there exists $m \geq 1$ such that $b^{m} z \in B$, so there exist $c_{1}, \ldots, c_{n} \in B \cap C$ such that $b^{m} z=c_{1} y_{1}+\ldots+c_{n} y_{n}$, whence

$$
z=\left(b^{-m} c_{1}\right) y_{1}+\ldots+\left(b^{-m} c_{n}\right) y_{n} \in C y_{1}+\ldots+C y_{n}
$$

Therefore $A$ is a finitely generated $C$-module, so $6^{\circ}, 7^{\circ}$, and $8^{\circ}$ hold. If $J$ is a $C$-submodule of $A$, then $B \cap J$ is a $(B \cap C)$-submodule of $B ; B \cap J$ is closed in $B$ by 24.14 , so $B$ is closed in $A$ by 4.11. Thus $4^{\circ}$ and $5^{\circ}$ hold.

Finally, a maximal ideal of $A$ is a primitive ideal by 26.6 and hence contains the radical $R$ of $A$ by 26.8. Thus, to establish $3^{\circ}$, it suffices to show that $A / R$ has only finitely many ideals. Since $6^{\circ}$ holds, $A$ is an artinian $C$-module and a fortiori an artinian ring. Therefore $A / R$ is a semisimple artinian ring 26.16 and 27.4. By $27.14, A / R$ is isomorphic to the cartesian product of finitely many rings with identity, each having no proper nonzero ideal. Thus $A / R$ has only finitely many ideals by 24.12. -
42.9 Theorem. Let $A$ be a topological ring with identity. The following statements are equivalent:
$1^{\circ} A$ is a locally centrally linearly compact ring whose characteristic is either zero or a prime, and the center of $A$ is a local topological ring that has no proper open ideals.
$2^{\circ} A$ is a Hausdorff finite-dimensional algebra over a complete, discretely valued field, and the center of $A$ is a Cohen algebra.
$3^{\circ} A$ is a Hausdorff, indecomposable, finite-dimensional algebra over a complete, discretely valued field.

Proof. Assume $1^{\circ}$. By 41.4, $A$ contains an open, centrally linearly compact subring $B$ such that $1 \in B$, and by 41.8 , the center of $B$ is $B \cap C$, where $C$ is the center of $A$. Thus $B \cap C$ is strictly linearly compact, so $C$ is locally strictly linearly compact. By $42.6, C$ is a finite-dimensional Cohen algebra over a complete discretely valued field $K$. By $42.8, A$ is a finitely generated $C$-module and hence a finite-dimensional algebra over $K$. Thus $2^{\circ}$ holds, and clearly $2^{\circ}$ implies $3^{\circ}$.

Assume $3^{\circ}$. Then $C$ is also indecomposable, and $A$ is a locally centrally linearly compact ring by 41.7. As $C$ is a finite-dimensional algebra with identity, $C$ is an artinian ring and hence is semilocal by 27.17. Thus as $C$ is indecomposable, $C$ is local by 37.7. Therefore $1^{\circ}$ holds.

## 43 Locally Centrally Linearly Compact Rings

From our results in $\S 42$ we may easily characterize those topological rings with identity that are cartesian products of finitely many finite-dimensional algebras over complete, discretely valued fields. We shall say that a ring is squarefree if the additive order of each of its nonzero elements is either infinite or a squarefree integer, that is, one not divisible by the square of a prime.

Analogous to the remark preceding 34.1 is the following: If $e$ is an idempotent in a topological ring $A$, the epimorphism $f$ from the additive group $A$ to the additive group $A e[e A]$, defined by $f(x)=x e,[f(x)=e x]$, is a topological epimorphism, since if $U$ is a neighborhood of zero in $A, U \cap A e \subseteq U e$ $[U \cap e A \subseteq e U]$.
43.1 Theorem. Let $A$ be a topological ring with identity. The following statements are equivalent:
$1^{\circ} A$ is a locally centrally linearly compact ring whose center $C$ is a topological ring that has no proper open ideals, and any one and hence all of the following equivalent conditions hold:
(a) $C$ is semilocal.
(b) A has only finitely many maximal ideals.
(c) Every $C$-submodule of $A$ is closed.
(d) Every ideal of $A$ is closed.
(e) $C$ is an artinian ring, and $A$ is a finitely generated $C$-module.
(f) A satisfies the Ascending Chain Condition on closed ideals.
(g) A satisfies the Descending chain Condition on closed ideals.
$2^{\circ} A$ is a locally centrally linearly compact ring whose center contains an invertible topological nilpotent.
If $A$ is squarefree, the following is equivalent to each of $1^{\circ}$ and $2^{\circ}$ :
$3^{\circ} A$ is topologically isomorphic to the cartesian product of finitely many Hausdorff finite-dimensional algebras with identity over complete, discretely valued fields.

Proof. If $A$ is a locally centrally linearly compact ring whose center has no proper open ideals, then $A$ contains an open, centrally linearly compact subring $B$ such that $1 \in B$ by 41.4 , so (a)-(g) of $1^{\circ}$ are equivalent by 42.8 , and also $1^{\circ}$ implies $2^{\circ}$ by that theorem. If $b$ is an invertible topological nilpotent of $C$ and if $J$ is an open ideal of $C$, then $b^{m} \in J$ for some $m \geq 1$, so $J=C$ since $b^{m}$ is invertible. Thus $2^{\circ}$ implies $1^{\circ}$ by 42.8 .

Assume that $A=\prod_{i=1}^{n} A_{i}$, where each $A_{i}$ is a finite-dimensional Hausdorff algebra with identity $e_{i}$ over a complete, discretely valued field $K_{i}$, and let $|. .|_{i}$ be an absolute value on $K_{i}$ defining its topology. For each $i \in[1, n]$, let $\alpha_{i} \in K_{i}$ be such that $0<\left|\alpha_{i}\right|_{i}<1$. Then ( $\alpha_{1} e_{1}, \ldots, \alpha_{m} e_{m}$ ) is an invertible topological nilpotent belonging to the center of $A$, and $A$ is locally centrally linearly compact by 41.7 and 41.3 . Thus $3^{\circ}$ implies $2^{\circ}$.

Finally, assume that $A$ is squarefree and that $1^{\circ}$ holds. As $C$ is artinian, by 37.7 there exist orthogonal idempotents $e_{1}, \ldots, e_{n}$ in $C$ such that $\sum_{i=1}^{n} e_{i}=1$ and each $C e_{i}$ is a local artinian ring. By the preceding remark, $x \rightarrow x e_{i}$ is a topological epimorphism from $A$ to $A e_{i}$. Consequently, $A e_{i}$ is locally strictly linearly compact by 41.2 . Moreover, as $x \rightarrow x e_{i}$ is a continuous epimorphism from $C$ to $C e_{i}, C e_{i}$ has no proper open ideals. Clearly $A$ is the topological direct sum of $A e_{1}, \ldots, A e_{n}$, and $C e_{i}$ is the center of $A e_{i}$ for each $i \in[1, n]$. As $C e_{i}$ is local and $A$ squarefree, the characteristic of $A e_{i}$ is either zero or a prime by 21.2 . Consequently, $3^{\circ}$ holds by 42.9 .

Every locally centrally linearly compact ring with identity whose center has no proper open ideals arises in a natural way from the rings described in the preceding theorem:
43.2 Theorem. Let $A$ be a topological ring with identity. The following statements are equivalent:
$1^{\circ} A$ is a locally centrally linearly compact ring whose center $C$ is a topological ring that has no proper open ideals.
$2^{\circ} A$ is topologically isomorphic to the local direct sum of topological rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to open subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where each $A_{\lambda}$ is a ring with identity, $B_{\lambda}$ is a centrally linearly compact ring that contains the identity of $A_{\lambda}$, and the center $C_{\lambda}$ of $A_{\lambda}$ is a semilocal topological ring that has no proper open ideals.

Proof. Assume $1^{\circ}$. By 41.4 there is an open, centrally linearly compact subring $B$ of $A$ that contains 1 , and by 41.8 , the center of $B$ is $B \cap C$. Consequently, $B \cap C$ is strictly linearly compact, and therefore by (2) of 34.6, there is an orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents in $B \cap C$ such that $\sum_{\lambda \in L} e_{\lambda}=1$ and $(B \cap C) e_{\lambda}$ is a linearly compact local ring.

As noted before 43.1 , for each $\lambda \in L, p_{\lambda}: x \rightarrow x e_{\lambda}$ is a topological epimorphism from $A$ to $A e_{\lambda}$. Consequently, $B e_{\lambda}$ is an open, centrally linearly compact subring of $A e_{\lambda}$ by 41.2. The center of $A e_{\lambda}$ is clearly $C e_{\lambda}$, which therefore has no proper open ideals since $C$ does not. Consequently, by 41.8 , the center of $B e_{\lambda}$ is $B e_{\lambda} \cap C e_{\lambda}$, which is $(B \cap C) e_{\lambda}$ and therefore is a strictly linearly compact local ring. By $42.8, C e_{\lambda}$ is a semilocal ring.

Let $\Phi: A \rightarrow \prod_{\lambda \in L}\left(A e_{\lambda}\right)$ be defined by $\Phi(x)=\left(x e_{\lambda}\right)_{\lambda \in L}$ for each $x \in$ A. By 34.3 , the restriction $\Phi_{B}$ of $\Phi$ to $B$ is a topological isomorphism from the $B$-module $B$ to the $B$-module $\prod_{\lambda \in L}\left(B e_{\lambda}\right)$. Since each $e_{\lambda} \in C$, $\Phi_{B}$ is an isomorphism from the ring $B$ to the ring $\prod_{\lambda \in L}\left(B e_{\lambda}\right)$. For each $\lambda \in L, B e_{\lambda}$ itself is the largest subring of $A e_{\lambda}$ in which $B e_{\lambda}$ is an ideal because $B e_{\lambda}$ contains the identity $e_{\lambda}$ of $A e_{\lambda}$. Thus the local direct sum $D$ of $\left(A e_{\lambda}\right)_{\lambda \in L}$ relative to $\left(B e_{\lambda}\right)_{\lambda \in L}$ is the subring $\bigoplus_{\lambda \in L}\left(A e_{\lambda}\right)+\prod_{\lambda \in L}\left(B e_{\lambda}\right)$ of $\prod_{\lambda \in L}\left(A e_{\lambda}\right)$. If $\mu \in L$ and if $x \in A e_{\mu}$, then $\Phi(x)=\left(x_{\lambda}\right)_{\lambda \in L}$ where $x_{\mu}=x$ and $x_{\lambda}=0$ for all $\lambda \neq \mu$. Therefore $\bigoplus_{\lambda \in L}\left(A e_{\lambda}\right) \subseteq \Phi(A)$, and hence as $\prod_{\lambda \in L}\left(B e_{\lambda}\right) \subseteq \Phi(A), D \subseteq \Phi(A)$. Conversely, if $x \in A$, then $\left(x e_{\lambda}\right)_{\lambda \in L}$ is summable and $x=\sum_{\lambda \in L} x e_{\lambda}$ by 10.16 , so $x e_{\lambda} \in B e_{\lambda}$ for all but finitely many $\lambda \in L$ by 10.4. Thus $D=\Phi(A)$. As $\Phi_{B}$ is a topological isomorphism from the open subring $B$ of $A$ to the open subring $\prod_{\lambda \in L}\left(B e_{\lambda}\right)$ of $D, \Phi$ is a topological isomorphism from $A$ to $D$.

Assume $2^{\circ}$. Then $\prod_{\lambda \in L} B_{\lambda}$ is open in the local direct sum $D$ of $\left(A_{\lambda}\right)_{\lambda \in L}$, so $D$ is locally centrally linearly compact by 41.3 . The center $C$ of $D$ is clearly $\left(\prod_{\lambda \in L} C_{\lambda}\right) \cap D$. Let $J$ be an open ideal of $C$. For each $\lambda \in L$, the projection of $J$ on $C_{\lambda}$ is open in $C_{\lambda}$ and hence is $C_{\lambda}$. Thus $\bigoplus_{\lambda \in L} C_{\lambda} \subseteq J$ by 24.12 , so $J=C$ as $J$ is closed and $\bigoplus_{\lambda \in L} C_{\lambda}$ is dense in $C$. Therefore $1^{\circ}$ holds.

In applying these theorems to locally compact rings, we wish to allow for a connected factor. For this, we need the following three lemmas:
43.3 Lemma. If $E$ is a locally compact, connected, unitary left [right] topological module over a squarefree, locally centrally linearly compact ring A with identity whose center is a topological ring that contains no proper open ideals, then $E=\{0\}$.

Proof. We assume that $E$ is a left $A$-module. By 43.2 and 43.1 there is an orthogonal family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents in the center of $A$ whose sum is 1 such that each $A e_{\lambda}$ is the direct sum of finitely many Hausdorff finitedimensional algebras with identity over complete, discretely valued fields. Suppose that there is a nonzero element $x \in E$. Then

$$
x=1 . x=\left(\sum_{\lambda \in L} e_{\lambda}\right) \cdot x=\sum_{\lambda \in L}\left(e_{\lambda} \cdot x\right)
$$

by 10.16 , so there exists $\alpha \in L$ such that $e_{\alpha} \cdot E \neq\{0\}$. Thus $e_{\alpha} \cdot E$ is a nonzero topological unitary module over $A e_{\alpha}$. In view of the nature of $A e_{\alpha}$, there are complete, discretely valued fields $K_{1}, \ldots, K_{n}$ such that, if $e_{j}$ is the identity element of $K_{j}$ for each $j \in[1, n]$, then

$$
\left(\sum_{j=1}^{n} e_{j}\right) \cdot e_{\alpha}=1 \cdot e_{\alpha}=e_{\alpha},
$$

so for some $i \in[1, n], e_{i} . E=e_{i} .\left(e_{\alpha} E\right) \neq\{0\}$. Thus $e_{i} . E$ is a nonzero Hausdorff vector space over $K_{i}$. Now $e_{i}$. $E$ is connected since it is a continuous image of $E$. Moreover, $e_{i}$. $E$ is clearly closed in $E$ and hence is locally compact. Thus $e_{i} . E$ is a connected, locally compact vector space over $K_{i}$. By 16.2 and $13.8, e_{i} . E$ is finite-dimensional and hence, by 15.9 , is topologically isomorphic to $K_{i}^{m}$ for some $m \geq 1$. But $K_{i}^{m}$ is totally disconnected since $K_{i}$ is a discretely valued field. Thus $E=\{0\}$. $\bullet$
43.4 Lemma. Let $A$ be a Hausdorff ring, $C$ the connected component of zero. If $A$ has a left [right] identity, if $C$ is locally compact and not the zero ideal, and if $A / C$ is a square-free, locally centrally linearly compact ring with identity whose center is a topological ring that has no proper open ideals, then $C$ is a finite-dimensional Hausdorff algebra over $\mathbb{R}$, the right [left] annihilator of $C$ in $C$ is $\{0\}$, and $C$ contains a nonzero idempotent.

Proof. We shall assume that $A$ has a left identity element $e$. Let $\phi$ be the canonical epimorphism from $A$ to $A / C$. By $35.4, C$ contains a connected, compact ideal $K$ such that $C K=(0)$ and $C / K$ is a finite-dimensional topological $\mathbb{R}$-algebra. Since $A / C$ is a ring with identity, its identity element is $\phi(e)$. Therefore as $C K=(0), K$ is a unitary topological module over $A / C$. By 43.3, $K=(0)$; therefore $C$ is a finite-dimensional Hausdorff algebra over
$\mathbb{R}$. Let $J=\{c \in C: C c=\{0\}\}$. Then $J$ is a closed ideal of $C$ and also a closed subspace of the $\mathbb{R}$-algebra $C$ and hence is connected. Therefore as $C J=\{0\}, J$ is a unitary topological (left) module over $A / C$, so $J=\{0\}$ by 43.3 .

For each $c \in C$, let $R_{c}$ be the linear operator on the $\mathbb{R}$-vector space $C$ defined by $R_{c}(x)=x c$ for all $x \in C$. Since $J=\{0\}, R: c \rightarrow R_{c}$ is an antimonomorphism from $C$ into the $\mathbb{R}$-algebra $\operatorname{End}_{\mathbb{R}}(C)$ of all linear operators on $C$ (that is, $R$ is an additive monomorphism satisfying $R_{c d}=$ $R_{d} \circ R_{c}$ for all $c, d \in C$ ). As $C$ is a finite-dimensional algebra, its radical is nilpotent by 27.15 , so $C$ is not a radical ring as $J=(0)$, and consequently $C$ contains a nonnilpotent element $u$. The sequence $\left(C u^{n}\right)_{n \geq 1}$ of subspaces of $C$ is decreasing, so for some $m \geq 1, C u^{s}=C u^{m}$ for all $s \geq m$. Let $v=u^{m}$. Then $C v \neq(0)$ as $v$ is not nilpotent, and $C v^{2}=C v$. Consequently, the restriction $S$ of $R_{v}$ to $C v$ is an automorphism of the $R$-vector space $C v$. Therefore the characteristic polynomial $X^{n}+\ldots+\alpha_{1} X+\alpha_{0}$ of $S$ has a nonzero constant term $\alpha_{0}$. Let

$$
p=-\alpha_{0}^{-1}\left(v^{n}+\ldots+\alpha_{1} v\right)
$$

Then $p \in C, R_{p}(C) \subseteq C v$, and by the Cayley-Hamilton theorem, $R_{p}(x)=x$ for all $x \in C v$. Hence $R_{p}$ is a projection on $C v$, so as $R$ is an antimonomorphism, $p$ is a nonzero idempotent in $C$. -
43.5 Lemma. Let $A$ and $A^{\prime}$ be topological rings with identity elements 1 and $1^{\prime}$ respectively, and let $\phi$ be a continuous homomorphism from $A$ to $A^{\prime}$ such that $\phi(1)=1^{\prime}$. If $C$ is a subring of $A$ containing 1 such that the topological ring $C$ contains no proper open ideals and if $C^{\prime}$ is a subring of $A^{\prime}$ containing $\phi(C)$, then the topological ring $C^{\prime}$ has no proper open ideals.

Proof. Let $J^{\prime}$ be an open ideal of $C^{\prime}$. Then there is an open set $U^{\prime}$ in $A^{\prime}$ such that $U^{\prime} \cap C^{\prime}=J^{\prime}$. Moreover, $\phi^{-1}\left(U^{\prime}\right) \cap C$ is an (open) ideal of $C$. Indeed, if $x \in C$ and $y \in \phi^{-1}\left(U^{\prime}\right) \cap C$, then $\phi(x) \in \phi(C) \subseteq C^{\prime}$ and

$$
\phi(y) \in \phi\left(\phi^{-1}\left(U^{\prime}\right) \cap C\right) \subseteq U^{\prime} \cap C^{\prime}=J^{\prime}
$$

so

$$
\phi(x y)=\phi(x) \phi(y) \in C^{\prime} J^{\prime}=J^{\prime}
$$

and therefore

$$
x y \in \phi^{-1}\left(U^{\prime} \cap C^{\prime}\right) \cap C \subseteq \phi^{-1}\left(U^{\prime}\right) \cap C
$$

Similarly, if $x, y \in \phi^{-1}\left(U^{\prime}\right) \cap C$, then $x-y \in \phi^{-1}\left(U^{\prime}\right) \cap C$. Consequently, $\phi^{-1}\left(U^{\prime}\right) \cap C=C$ by hypothesis. Therefore $1 \in C \subseteq \phi^{-1}\left(U^{\prime}\right)$, so $1^{\prime} \in$ $U^{\prime} \cap C^{\prime}=J^{\prime}$, and therefore $J^{\prime}=C^{\prime} . \bullet$
43.6 Theorem. Let $A$ be a Hausdorff ring with identity such that the connected component $C$ of zero is locally compact and either $A=C$ or $A / C$ is squarefree and locally centrally linearly compact. If the center of $A$ has no proper open ideals, then $C$ is a finite-dimensional Hausdorff algebra with identity over $\mathbb{R}$, the center of $A / C$ has no proper open ideals, and $A$ is the topological direct sum of $C$ and a ring topologically isomorphic to $A / C$.

Proof. By 35.6, we may assume that $A \neq C$ and $C \neq\{0\}$. By 43.5, applied to the centers of $A$ and of $A / C$, the center of $A / C$ is a topological ring having no proper open ideals. Consequently, it suffices to prove that $C$ has an identity element that is in the center of $A$.

For each $c \in C$, let $L_{c}(x)=c x$ for all $x \in C$. By 43.4, $C$ is a finitedimensional topological algebra over $\mathbb{R}$, and the left annihilator of $C$ in $C$ is (0). Therefore $L: c \rightarrow L_{c}$ is a monomorphism from $C$ to the $\mathbb{R}$-algebra $\operatorname{End}_{\mathbb{R}}(C)$ of all linear operators on $C$. Now 0 is an idempotent of $C$; let $e$ be an idempotent of $C$ such that $L_{e}(C)$ is maximal in the set of all the subspaces $L_{p}(C)$, ordered by inclusion, where $p$ is an idempotent of $C$.

Suppose that $(1-e) C \neq(0)$. Let $\phi$ be the canonical epimorphism from $A$ to $A / C$ and let $\phi^{\prime}$ be the restriction of $\phi$ to $(1-e) A$. As noted before 43.1, the function $\pi$ from the additive topological group $A$ to the additive topological group $(1-e) A$, defined by $\pi(x)=(1-e) x$ for all $x \in A$, is a topological epimorphism. Since $e \in C, \phi=\phi^{\prime} \circ \pi$; therefore as both $\phi$ and $\pi$ are topological epimorphisms, $\phi^{\prime}$ is a topological epimorphism from $(1-e) A$ to $A / C$ by 5.3. The kernel of $\phi^{\prime}$ is $(1-e) A \cap C$, which is the ideal $(1-e) C$ of $C$. Therefore $(1-e) A /(1-e) C$ is topologically isomorphic to $A / C$. Clearly $(1-e) C$ is closed in $C$ and hence is locally compact; $(1-e) C$ is the continuous image of a connected set and hence is connected. As the connected component of zero in $(1-e) A$ is clearly contained in the subset $(1-e) A \cap C$, therefore, $(1-e) C$ is the connected component of zero in $(1-e) A$. By 43.4 applied to $(1-e) A$, which has the left identity $1-e$, $(1-e) C$ has a nonzero idempotent $f$. As $f=(1-e) f$, ef $=0$. Let $M=L_{e}(C), N=L_{f}(C)$, and let $g=e+f$. Then $L_{g}(C) \subseteq M+N$. As ef $=0, L_{g}\left(m-L_{f}(m)\right)=m$ for each $m \in M$, and $L_{g}(n)=n$ for each $n \in N$, so $L_{g}(M+N) \supseteq M+N$. The restriction of $L_{g}$ to $M+N$ is therefore an automorphism of the $\mathbb{R}$-vector space $M+N$. Applying the Cayley-Hamilton theorem as in the proof of 43.4, we conclude that there is an idempotent $h \in C$ such that $L_{h}$ is a projection on $M+N$. Since $M \cap N=(0)$ (as ef $=0$ ) and since $N \neq(0)$, we thus obtain a contradiction.

Therefore $(1-e) C=(0)$, so $L_{e}$ is the identity linear operator on $C$, and consequently $e$ is the identity element of $C$. Moreover, $e$ is a central idempotent, for if $x \in A$, then $e x$ and $x e$ belong to $C$, so $e x=(e x) e=$ $e(x e)=x e$. Thus $A$ is the topological direct sum of $e A$, which is $C$, and
$(1-e) A$, which is topologically isomorphic to $A / C$. -
43.7 Theorem. Let $A$ be a squarefree locally compact ring with identity, and let $C$ be its center. The following statements are equivalent:
$1^{\circ} C$ is a topological ring having no proper open ideals, and any one and hence all of the following equivalent conditions hold:
(a) $C$ is semilocal.
(b) A has only finitely many maximal ideals.
(c) Every $C$-module of $A$ is closed.
(d) Every ideal of $A$ is closed.
(e) $C$ is an artinian ring, and $A$ is a finitely generated $C$-module.
(f) $A$ satisfies the Ascending Chain Condition on closed ideals.
(g) A satisfies the Descending Chain Condition on closed ideals.
$2^{\circ} C$ contains an invertible topological nilpotent.
$3^{\circ} A$ is topologically isomorphic to the cartesian product of finitely many Hausdorff finite-dimensional algebras with identity over nondiscrete locally compact fields.

Proof. Assume that $C$ has no proper open ideals, and let $A_{0}$ be the connected component of zero. Then $A / A_{0}$ is a totally disconnected locally compact ring by 5.16 and hence is locally centrally linearly compact by 4.21 and 4.20. By 43.6, $A$ is the topological direct sum of $A_{0}$ and a subring $A_{1}$ topologically isomorphic to $A / A_{0}$, and $A_{0}$ is a finite-dimensional Hausdorff algebra with identity over $\mathbb{R}$. Let $C_{0}$ and $C_{1}$ be the centers of $A_{0}$ and $A_{1}$ respectively. Then $C$ is the direct sum of $C_{0}$ and $C_{1}$ and statements (a)-(g) all hold if $C$ and $A$ are replaced respectively by $C_{0}$ and $A_{0}$, because they are finite-dimensional $\mathbb{R}$-algebras with identity. (The concluding part of the proof of 42.8 shows that every finite-dimensional algebra with identity over a field has only finitely many maximal ideals.) It readily follows that each of (a)-(g) is valid for $C_{1}$ and $A_{1}$ if and only if it is valid for $C$ and $A$. Thus the equivalence of (a)-(g) for $C$ and $A$ follows from the equivalence of (a)-(g) for $C_{1}$ and $A_{1}$, established in 42.8 .

As shown in the proof of 43.1, any finite-dimensional algebra with identity over a field topologized by a proper absolute value contains an invertible topological nilpotent. Consequently, $2^{\circ}$ holds for $C$ if and only if it holds for $C_{1}$. The equivalence of $1^{\circ}-3^{\circ}$ therefore follows from 43.1 and 16.2 .

## Exercises

In these exercises, it is understood that a finite-dimensional vector space or algebra over a field, furnished with a complete absolute value, is topologized with the unique Hausdorff topology that makes it a topological vector space or algebra over that field.
43.1 The following statements are equivalent for a topological ring $A$ with identity:
$1^{\circ} A$ is a locally centrally linearly compact semisimple ring all of whose ideals are closed and whose center is a topological ring having no proper open ideals.
$2^{\circ} A$ is a locally centrally linearly compact semisimple ring whose center is a semilocal topological ring having no proper open ideals.
$3^{\circ} A$ is a locally centrally linearly compact semisimple ring whose center contains an invertible topological nilpotent.
$4^{\circ} A$ is the topological direct sum of finitely many rings, each the ring of all linear operators on a finite-dimensional vector space over a complete, discretely valued field.
43.2 The following statements are equivalent for a topological ring $A$ with identity:
$1^{\circ} \boldsymbol{A}$ is a locally centrally linearly compact semisimple ring whose center is a topological ring having no proper open ideals.
$2^{\circ} A$ is topologically isomorphic to the local direct sum of topological rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to open subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L$, $A_{\lambda}$ is the toopological direct sum of finitely many rings, each the ring of all linear operators on a finite-dimensional vector space over a complete, discretely valued field, and $B_{\lambda}$ is centrally linearly compact.
43.3 The following statements are equivalent for a topological ring $A$ with identity:
$1^{\circ} A$ is a locally compact semisimple ring all of whose ideals are closed and whose center is a topological ring that has no proper open ideals.
$2^{\circ} A$ is a locally compact semisimple ring whose center is a semilocal topological ring that has no proper open ideals.
$3^{\circ} A$ is a locally compact semisimple ring whose center contains an invertible topological nilpotent.
$4^{\circ} A$ is the topological direct sum of finitely many rings, each the ring of all linear operators on a finite-dimensional vector space over a nondiscrete locally compact field.
43.4 The following statements are equivalent for a topological ring $A$ with identity:
$1^{\circ} A$ is a locally compact semisimple ring whose center is a topological ring that has no proper open ideals.
$2^{\circ} A$ is topologically isomorphic to $A_{0} \times A_{1}$, where $A_{0}$ is the topological direct sum of finitely many rings, each the ring of all linear operators on a
finite-dimensional vector space over $\mathbb{R}$ or $\mathbb{C}$, and $A_{1}$ is the local direct sum of topological rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to open, compact subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, A_{\lambda}$ is the topological direct sum of finitely many rings, each the ring of all linear operators on a finite-dimensional vector space over a discretely valued, locally compact field.
43.5 The following statements are equivalent for a commutative topological ring $A$ with identity:
$1^{\circ} A$ is a locally strictly linearly compact semisimple ring that has no proper open ideals, and every ideal of $A$ is closed.
$2^{\circ} A$ is a locally strictly linearly compact, semilocal, semisimple ring that has no proper open ideals.
$3^{\circ} A$ is a locally strictly linearly compact semisimple ring that contains an invertible topological nilpotent.
$4^{\circ} A$ is topological direct sum of finitely many rings, each a complete, discretely valued field.
43.6 The following statements are equivalent for a commutative topological ring $A$ with identity:
$1^{\circ} A$ is a locally strictly linearly compact semisimple ring that has no proper open ideals.
$2^{\circ} A$ is topologically isomorphic to the local direct sum of topological ring $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to open subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, A_{\lambda}$ is the topological direct sum of finitely many rings, each a complete, discretely valued field, and $B_{\lambda}$ is a strictly linearly compact subring.
43.7 The following statements are equivalent for a commutative topological ring $A$ with identity:
$1^{\circ} A$ is a locally compact semisimple ring that has no proper open ideals, and every ideal of $A$ is closed.
$2^{\circ} A$ is a locally compact, semilocal, semisimple ring that has no proper open ideals.
$3^{\circ} \mathrm{A}$ is a locally compact semisimple ring that has an invertible topological nilpotent.
$4^{\circ} A$ is the topological direct sum of finitely many rings, each a nondiscrete locally compact field.
43.8 (Goldman and Sah [1965]) The following statements are equivalent for a commutative topological ring $A$ with identity:
$1^{\circ} A$ is a locally compact semisimple ring that has no proper open ideals.
$2^{\circ} A$ is topologically isomorphic to $A_{0} \times A_{1}$, where $A_{0}$ is topologically isomorphic to the cartesian product of finitely many topological fields, each
either $\mathbb{R}$ or $\mathbb{C}$, and $A_{1}$ is the local direct sum of topological rings $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to compact open subrings $\left(B_{\lambda}\right)_{\lambda \in L}$, where for each $\lambda \in L, A_{\lambda}$ is the topological direct sum of finitely many subrings, each a discretely valued, locally compact field.
43.9 Let $V$ be the valuation ring of a locally compact field $F$ whose topology is defined by a discrete valuation, let $M$ be the maximal ideal of $V$, and let $B=\{(x, y) \in V \times V: x-y \in M\}$. Let $L$ be an infinite set, and for each $\lambda \in L$, let $A_{\lambda}=F \times F, B_{\lambda}=B$. (a) Each $B_{\lambda}$ is a compact, open, subring containing the identity element of $A_{\lambda}$. The local direct sum $A$ of $\left(A_{\lambda}\right)_{\lambda \in L}$ relative to $\left(B_{\lambda}\right)_{\lambda \in L}$ is thus a locally compact ring. (b) $A$ is not isomorphic to the local direct sum $A^{\prime}$ of a family of rings $\left(A_{\mu}^{\prime}\right)_{\mu \in M}$ with identity relative to subrings $\left(B_{\mu}^{\prime}\right)_{\mu \in M}$, where each $B_{\mu}^{\prime}$ contains the identity of $A_{\mu}^{\prime}$ and is the direct sum of finitely many local rings. [Observe that there is a neighborhood of zero in $A$ that contains no idempotent serving as the identity of a local subring.] (c) Which of the properties listed in $1^{\circ}$ and $2^{\circ}$ of Theorem 43.2 are unsatisfied by $A$ and the $A_{\lambda}$ 's?

## CHAPTER XI

## HISTORICAL NOTES

We conclude with some historical remarks concerning the material presented in the preceding chapters, with the exception of those topics covered in Topological Fields. The use of topologies to facilitate the discussion of certain topics in commutative algebra is the subject of $\S 44$. A brief history of the development of the theory of locally and linearly compact rings is given in $\S 45$, and we conclude with a discussion of some topics not covered in the book: duality theory, embedding theory, and theorems concerning the existence of topologies on rings. This chapter is thus a continuation of the historical remarks constituting the final chapter of Topological Fields.

## 44 Topologies on Commutative Rings

Traditionally, a complete, discretely valued field of characteristic zero, the maximal ideal of whose valuation ring is generated by the prime number $p$, has been called a $p$-adic field. In our terminology, the valuation ring of a $p$-adic field is a Cohen ring of characteristic zero whose residue field has characteristic $p$, and consequently a $p$-adic field is simply the quotient field of such a Cohen ring.

The structure theory of complete, discretely valued fields was first presented by Hasse and Schmidt [1932]: (a) a complete, discretely valued field whose valuation ring is equicharacteristic is isomorphic to the field of power series in one variable over its residue field (22.1); (b) for any field $k$ of prime characteristic $p$, there is a $p$-adic field whose residue field is isomorphic to $k$ (22.8), and any isomorphism from the residue field $k_{1}$ of a $p$-adic field $K_{1}$ to the residue field $k_{2}$ of a $p$-adic field $K_{2}$ is induced by an isomorphism from $K_{1}$ to $K_{2}$ (or equivalently, by an isomorphism from the valuation ring of $K_{1}$ to that of $K_{2}$ ) (22.11); (c) a complete, discretely valued field of characteristic zero whose residue field has prime characteristic $p$ is an Eisenstein extension of a $p$-adic field (22.7).

Hasse and Schmidt's proof of (b) depended, however, on an unproved statement, subsequently shown to be incorrect by MacLane [1938a], affirming that an extension $k$ of a field $k_{0}$ of prime characteristic is the union
of an increasing sequence of subfields each of which has a separating transcendence basis over $k_{0}$. This statement mattered in Hasse and Schmidt's proof of (b) only when $k$ was imperfect, however, and thus their proof was valid whenever $k$ was perfect. Later, Schmidt and MacLane [1941] refined the erroneous statement into two theorems, one of which affirmed that if $k$ preserves $p$-independence over $k_{0}$, that is, if each $p$-independent subset of $k_{0}$ is also $p$-independent in $k$ (the notion of $p$-independence arises naturally from that of a $p$-basis, introduced by Teichmüller [1936a]), then $k$ is the union of a transfinite sequence of subfields, each countably generated and preserving $p$-independence over its predecessor, if it has one. Suitably modified by these theorems, Hasse and Schmidt's original proof of (b) is then valid in general.

Meanwhile, however, arguments of Teichmüller [1936b,c] amplified, generalized, and simplified at certain points by MacLane [1938b], established the structure theorems in complete generality. Both Teichmüller and Witt [1936] observed that the ring of Witt vectors with coefficients in a perfect field $k$ of prime characteristic is a Cohen ring whose residue field is isomorphic to $k$, and using Teichmüller's theorem that established the existence of multiplicative representatives, both completed the proof of (b) for perfect $k$. Teichmüller then essentially reduced the problem of proving (b) in general to this already established special case by showing that if $L$ is the $p$-adic field whose residue field is the smallest perfect extension of $k, L$ contains a unique $p$-adic subfield $K$ with residue field $k$ that contains the multiplicative representatives of a given $p$-basis of $k$. Eliciting a generalization of this theorem from Teichmüller's proof, MacLane used it to prove a theorem yielding explicitly the uniqueness part of (b) in complete generality.

MacLane [1938b] also observed that a simple extension theorem established the existence of a $p$-adic field with prescribed residue field (22.8). Ostrowski [1932] had shown that a valuation $v$ of a field $K$ with residue field $k$ could be extended to a valuation of a finite-dimensional extension field that has the same value group as $v$ and a residue field $k$-isomorphic to a given finite-dimensional extension $k^{\prime}$ of $k$ (his proof, though stated only for real valuations, is valid in general). MacLane [1937] rediscovered this theorem and supplemented it with the analogue for a simple transcendental extension $k^{\prime}$ of $k$ to conclude that if $k^{\prime}$ is any extension of $k$, there is an extension of $v$ to an extension field of $K$ that has the same value group as $v$ and a residue field $k$-isomorphic to $k^{\prime}$ (Topological Fields, Exercise 32.23).

The proof given here of the uniqueness part of (b) (22.9-22.11), which uses the existence of Cohen subrings in a (not necessarily noetherian) Hausdorff, complete local ring (21.20), was derived by Wehrfritz [1979] from a proof given by Rees.

Krull [1938] initiated the study of local noetherian rings and, in particular, developed the dimension theory of such rings. Krull [1928] had already given a description of the intersection of the powers of an ideal in a noetherian ring. This description implied that the intersection of the powers of the maximal ideal of a local noetherian ring $A$ was the zero ideal (20.16) and thus enabled Krull to introduce a Hausdorff ring topology on $A$, called here the natural topology of $A$, for which the powers of the maximal ideal form a fundamental system of neighborhoods of zero. Krull [1938] showed that every ideal of $A$ is closed (20.16), that a finite set generating an ideal of $A$ also generated its closure in $\widehat{A}(24.6)$, and that $\widehat{A}$ is again a local noetherian ring furnished with its natural topology (24.7).

Krull [1938] also inferred from Hensel's Lemma (see Topological Fields, 32.11) that if the residue field $k$ of a complete regular local ring $A$ had characteristic zero, then $A$ contained a subfield mapped isomorphically onto $k$ by the canonical mapping, and consequently that $A$ was isomorphic to the ring of formal power series in finitely many variables over $k$. This led him to conjecture that the Hasse-Schmidt theorems for complete, discrete valuation rings were simply the one-dimensional special cases of theorems describing complete, regular local rings. Specifically, he conjectured that if the residue field $k$ of a complete, regular local ring $A$ of dimension $n$ had prime characteristic $p$, then $A$ was isomorphic to the power series ring in $n$ variables over $k$ if $A$ had characteristic $p$, whereas if $A$ had characteristic zero and $p$ did not belong to the square of its maximal ideal, then $A$ was isomorphic to the power series ring in $n-1$ variables over a Cohen subring. Krull also conjectured that every complete, local noetherian ring is an epimorphic image of a complete regular local ring (23.6).
I. S. Cohen [1945] verified these conjectures in a fundamental paper by applying his theorem (21.20) that a complete, local noetherian ring contains what has historically been called a coefficient subfield or subring but, as in in Samuel [1953] or Godement [1956], is here called a Cohen subfield or subring. Cohen's proof required consideration of local rings Hausdorff for their natural topologies whose maximal ideals are finitely generated, and in passing he proved that such a ring, if complete, is noetherian (23.6). Nagata [1949] simplified Cohen's proof in certain respects, but his proof of the existence of Cohen subrings in a local ring that is Hausdorff and complete for its natural topology (21.20) was seriously flawed. Correct proofs of this were given independently by Narita [1955a], who used theorems concerning $p$-bases, and Geddes [1954, 1955], whose conceptually simpler proof is presented here (21.11-21.13, 21.17-21.10).

Chevalley [1943] introduced semilocal noetherian rings and proved that the natural topology of such a ring is Hausdorff ((4) of 24.16). He showed
that a complete, semilocal noetherian ring $A$ is the direct sum of finitely many complete, local noetherian rings (24.17), and that if $E$ is an $A$-module such that $E / R E$ is finitely generated, where $R$ is the radical of $A$, then $E$ is finitely generated (cf. 42.7). He also established that the natural topology of a complete, semilocal noetherian ring $A$ is the weakest metrizable ideal topology on $A$ ( 36.35 and 36.33 ). In a circuitous way, Chevalley showed that a semilocal noetherian ring $A$ is a dense subring of a complete, semilocal noetherian ring $\widehat{A}$ whose natural topology induces on $A$ its natural topology (24.17). En route, he proved that the ring $B[[X]]$ of power series over a noetherian ring $B$ is noetherian (23.2); the proof given here, which was presented by Kaplansky [1970], uses I. S. Cohen's theorem [1949] that a commutative ring with identity is noetherian if each of its prime ideals is finitely generated (20.9). Chevalley [1943] also showed that the completion of a noetherian integral domain for the topology defined by a maximal ideal $M$ is a local ring ((2) of 24.7), and that if $B$ is a commutative ring finitely generated over a semilocal noetherian subdomain $A$, then $B$ is a semilocal noetherian ring whose natural topology induces on $A$ its natural topology (39.13). The discussion here of the completion of a semilocal noetherian ring (24.7) is similar to that given by Yoshida and Sakuma [1953].

Zariski [1945] broadened in a natural way Krull's investigation of the topology determined by the maximal ideal of a local noetherian ring by introducing the $J$-topology on a commutative noetherian ring with identity $A$, where $J$ is any ideal of $A$ (24.1). His proof that the completion $\widehat{A}$ of $A$ for a Hausdorff $J$-topology is noetherian is given here ((1) of 24.7), and he also showed that the topology of $\widehat{A}$ is its $\widehat{J}$-topology, where $\widehat{J}$ is the closure of $J$ in $\widehat{A}$ (24.5). Using the primary decomposition of an ideal in a noetherian ring, Zariski verified that every ideal in $\widehat{A}$ is closed (Exercise 24.2) and concluded that the closure of an ideal $F$ of $A$ in $\widehat{A}$ is $\widehat{A} F$ (24.6).

Zariski [1945] also showed that every ideal of $A$ is closed for the $J$ topology if and only if $J$ is contained in the radical of $A$ (24.14); such $J$-topologies have been called Zariski topologies (Samuel [1953], Zariski and Samuel [1960]). The term has been broadened here to mean any Hausdorff ideal topology for which all ideals are closed, since that is an appropriate context for much of Chevalley's work [1943] on semilocal noetherian rings and Zariski's principal theorem for Zariski $J$-topologies (Exercise 24.2). With only minor modifications, Zariski's proof of that theorem establishes the very general result that the continuous extension of the identity map of a group $G$ to a homomorphism from the completion of $G$ for a Hausdorff group topology to the completion of $G$ for a weaker Hausdorff group topology is a monomorphism, provided that there is a fundamental system of neighborhoods of the identity for the stronger topology that are closed
for the weaker ( 7.20 ), and consequently that if $G$ is complete for the weaker, it is complete for the stronger (7.21).

Using I. S. Cohen's theorem that a complete local ring whose maximal ideal is finitely generated is noetherian, Nagata [1950a] showed that a semilocal ring is noetherian if and only if its maximal ideal is finitely generated and its natural topology is a Zariski topology (24.18).

The Artin-Rees Lemma, so-named by H. Cartan in lectures given in January 1954, asserts that if $M$ is an ideal of a noetherian ring $A$ and if $F$ is a submodule of a finitely generated $A$-module $E$, then there exists $k$ such that $M^{n} E \cap F=M^{n-k}\left(M^{k} E \cap F\right)$ for all $n \geq k$. The Lemma, which became generally known in 1953, was obtained independently by Artin, who did not publish a proof, and Rees, who did [1955b]. The proof of the "nonuniform" case given here (20.11), presented by Kaplansky [1970], is due to Herstein.

The dimension theory of local noetherian rings is the creation of Krull [1938]; the presentation here ( $\S \S 37-38$ ) largely follows that of Kaplansky [1970]. The structure theory of complete local noetherian rings (39.16, 39.18, $39.20,39.29$ ) is due to I. S. Cohen [1945]. Nagata [1953b] and Mori [1955] independently proved that a complete local noetherian domain is Japanese (40.9). The proof given here is a special case of a proof of Tate [1962] contained in personal notes entitled "Rigid analytic spaces"; the proof was published by Grothendieck [1964], and the notes were published, first in Russian translation in 1969, then in English in 1971.

## 45 Locally and Linearly Compact Rings

Just as Hensel initiated the study of topological fields by constructing the $p$-adic number fields without, however, the use of topological concepts, so also Prüfer [1924], also without their use, initiated the study of topological rings a quarter of a century later by identifying, in modern terminology, the completion $\widehat{K}$ of an algebraic number field $K$ for the supremum of all the valuation topologies defined by the prime ideals of its ring of integers $D$ with $\prod_{P \in \mathcal{P}} \widehat{K}_{P}$, where $\mathcal{P}$ is the set of all nonzero prime ideals of $D$ and $\widehat{K}_{P}$ is the completion of $K$ for the valuation defined by $P$ (see Topological Fields, 28.16). Von Neumann [1925] recast Prüfer's theory in topological language (but not in the language of valuation theory). At the time of Prüfer's and von Neumann's investigation, the theory of real valuations was barely under way; their theorem, however, directly implied a significant special case of Ostrowski's approximation theorem for real valuations [1932], which did not appear until 1935.

Van Dantzig [1931a,b] first formally defined a topological ring and proved that, under certain conditions later shown always to hold, a Hausdorff topo-
logical ring admitted a completion. Subsequently, he investigated the completion of a ring for a Hausdorff ideal topology [1934a] and demonstrated certain decomposition theorems (subsumed in Exercise 28.8 of Topological Fields).

Mining the structure theory of locally compact abelian groups for information about the connected component of zero in a locally compact ring marked the next significant advance. Jacobson and Taussky [1935] applied the Pontriagin-van Kampen theorem to show that a separable, locally compact, connected ring lacking nonzero bilateral annihilators is a finite-dimensional topological algebra over the real numbers (35.5). In the same manner, Anzai [1943] obtained Jacobson and Taussky's theorem and explicitly demonstrated that a compact ring lacking nonzero left or right annihilators is totally disconnected. Otobe [1944a,b] refined both results and, in particular, showed that the Jacobson-Taussky hypothesis of separability was unneeded. Two theorems presented here subsume these results: the first (32.2), due to Kaplansky [1947c] and based on the existence of sufficiently many characters on a locally compact abelian group (32.1), asserts that the connected component of zero in a locally compact ring annihilates on the right [left] any left [right] bounded additive subgroup; the second (35.2), due to Braconnier [1946] and based on the Pontriagin-van Kampen structure theorem for locally compact abelian groups (35.1), elicits the relation between the connected component of zero in a locally compact ring and the ideal that is the union of all compact additive subgroups.

Major progress in the theory of compact and locally compact rings was made by Kaplansky in 1946-52. He determined [1946], for example, the structure of compact semisimple rings (32.6). Using it and a lifting theorem for idempotents (34.22), he showed [1946] that a compact commutative ring $A$ is the cartesian product of compact local rings and a compact radical ring (34.23). Kaplansky also showed [1946] that if $A$ is a compact local ring such that $R^{2}$ is open, then $A$ is a local noetherian ring whose topology is its natural topology (a noncommutative generalization is given in 36.39 , in view of 36.35).

Throughout, Kaplansky's work exhibits the utility of advertibly open rings in the general theory, as, for example, in his proof [1949b] that the radical of a locally compact ring is not only closed, but the intersection of the closed regular maximal right ideals (35.6-35.10). Kaplansky also described, first [1947c], bounded, locally compact, semisimple rings (32.10), and later [1952a], right bounded, locally compact, semisimple rings (cf. 32.9).

The ring of all linear operators on a finite-dimensional vector space over a nondiscrete, locally compact field $K$, furnished with its unique Hausdorff topology as a finite-dimensional algebra over the center of $K$, is a
locally compact simple ring, and a natural problem is to determine conditions insuring that a nondiscrete, locally compact primitive or simple ring $A$ has this description.Using a theorem of Jacobson [1935] (32.11), Kaplansky [1952a] proved that a torsionfree, locally compact, primitive ring had this description (32.13), but exhibited [1947c] a locally compact primitive ring of prime characteristic that did not (Exercise 32.4). Kaplansky [1952a] showed that a simple locally compact ring $A$ having a minimal left ideal admitted this description (32.16), and Skornuakov [1964] showed that if $A$ had no proper open left ideals, then $A$ had a minimal left ideal and hence was such a ring (35.16), but that not all nondiscrete, locally compact simple rings admitted this description (pp. 275-280). Kaplansky's proof was based on a theorem, ascribed to Litoff, asserting that if $A$ is a simple ring with a minimal left ideal, there is a division ring $D$ such that each finite subset of $A$ is contained in a subring of $A$ isomorphic to the ring of all linear operators on a finite-dimensional vector space over $D$. The first available proof of this theorem (Jacobson and Rickart [1950], Jacobson [1956]) depended on the duality theory of simple rings with minimal left ideals; Faith and Utumi [1962] have given a more elementary proof; Phạm Ngọc Ánh [1982] has generalized the theorem. The proof of Kaplansky's theorem given here (32.14-16), due to the author [1965], is considerably longer than Kaplansky's, but is more elementary as it is based on standard topological considerations rather than Litoff's theorem. Kaplansky's structure theorem for locally compact strongly regular rings [1949b] (Exercise 35.18) was generalized by Skornâkov's description [1977] of all locally compact biregular rings (Exercises 35.7-12).

Baire's theorem, asserting that locally compact and complete metric spaces are Baire spaces (9.4), was applied by Mazur and Orlicz [1948] to establish that scalar multiplication of a complete, metrizable vector space over $\mathbb{R}$ was jointly continuous if it was separately continuous in each variable. Their proof establishes, more generally, that a separately continuous $\mathbb{Z}$-bilinear function from the product of two Hausdorff commutative groups, one metrizable, the other a Baire space, to a third topological commutative group is jointly continuous (9.5). This subsumes an earlier theorem of Arens [1946] that if multiplication is separately continuous in each variable for a complete, metrizable additive group topology on a ring $A$, then $A$ is a topological ring (9.6).

Otobe [1944c] first proved the continuity of inversion for a locally compact ring topology on a division ring (that is, that a locally compact ring topology on a division ring is a division ring topology). Kaplansky [1946, 1947c] generalized Otobe's theorem in several ways, but Ellis's decisive result [1956a,b] that a locally compact topology on a group for which the group
composition is separately continuous in each variable is a group topology (6.13) immediately implies the continuity of adversion in a locally compact, advertibly open ring (11.11). Similarly, the theorem that a complete, metrizable topology on a group for which translations are continuous is a group topology (6.13), together with the theorem that the topology of an open subset of a complete metric space is defined by a complete metric, implies the continuity of adversion in a complete, metrizable, advertibly open ring (11.9).

Linear compactness had its origins in the work of Prüfer, who, in purely algebraic language, introduced [1923a] what in modern terminology is the Leptin topology associated to the discrete topology on an abelian group (i.e., a $\mathbb{Z}$-module) $G$, defined algebraically [1923b] the completion $\widehat{G}$ of $G$ for this topology, showed that $\widehat{G}$ is linearly compact (Exercises 33.1-2), and investigated its structure. Pietrkowski [1930] reformulated Prüfer's results in modern terminology. Krull [1940a,b] discussed linearly compact modules over the ring of $p$-adic integers.

Lefschetz [1942] introduced linear compactness in the context of vector spaces. He showed that a linearly compact vector space is the cartesian product of discrete, one-dimensional spaces (Exercise 28.4), and established a duality theorem between linearly compact vector spaces and discrete vector spaces that extended the ordinary duality for finite-dimensional vector spaces (an alternative presentation was provided by Dieudonné [1949a]).

Results of further investigations into linear compactness were not published, however, until the 1950s. Lefschetz [1942], Dieudonné [1949a], and Zelinsky [1952] derived the basic elementary properties of linearly compact vector spaces and modules (28.3-7); in particular, Zelinsky extended Lefschetz's observation that a discrete linearly compact vector space is finitedimensional by showing that a discrete linearly compact module cannot contain a direct sum of infinitely many nonzero submodules (cf. 28.21).

Zelinsky and Leptin are primarily responsible for the progress made in the theory of linearly compact rings and modules during the 1950s. Extending theorems of Kaplansky [1946] (32.6 and 34.23), Zelinsky [1952] showed that an ideally topologized (or bounded), linearly compact, semisimple ring is the cartesian product of matric rings over division rings (29.9), and [1949] that a strictly linearly compact commutative ring is the direct sum of a strictly linearly compact radical ring and the cartesian product of strictly linearly compact local rings (34.6) (Dikranjan and Orsatti [1984a] gave the algebraic argument needed to extend the result to arbitrary linearly compact rings). Zelinsky [1952] also showed that a complete local noetherian ring is linearly compact for the discrete topology (cf. 36.35) and that a valuation is maximal if and only if its valuation ring is linearly compact (Topological

Fields, 31.21).
Leptin's earliest work on linear compactness [1954a] concerned linearly compact abelian groups ( $\mathbb{Z}$-modules). He determined the structure of discret, linearly compact abelian groups (30.10) and characterized the largest divisible subgroup of a linearly compact topological p-primary group (cf. 36.24). His fundamental contributions to the general theory of linearly compact modules and rings begin with his demonstration [1954e] that of all the Hausdorff linear topologies on a module weaker than a linear compact topology $\mathcal{T}$, there is a weakest $\mathcal{T}_{*}$, called here the Leptin topology associated to $\mathcal{T}$ (33.8), characterized it (38.5-8), and established the preservation, under the replacement of $\mathcal{T}$ by $\mathcal{T}_{*}$, of important properties (35.9-11). He also demonstrated the useful fact that, under a continuous homomorphism from one linearly compact module to another, the image of the adherence of a filter base of cosets of submodules is the adherence of the image of the filter base (28.20). Leptin also introduced strict linear compactness, gave criteria for a linear topology to be strictly linear compact $(28.15,33.18)$, established that a strictly linearly compact topology is a minimal Hausdorff linear topology (28.13), and proved basic properties of permanence (28.11, 28.16-17).

Leptin also [1954e] established general properties of linearly compact rings ( $29.3-5,29.15$ ), proved that the radical of a linearly compact ring is closed (29.12), and generalized Zelinsky's theorem for ideally topologized, linearly compact semisimple rings by showing that a linearly compact semisimple ring is the cartesian product of rings, each the ring of all linear operators on a discrete vector space, furnished with the topology of pointwise convergence (29.7). The Wedderburn-Artin theorem for semisimple artinian rings (27.14) is simply the discrete special case of this theorem.

Leptin [1956] also showed that a linearly compact module over a strictly linearly compact ring is strictly linearly compact (33.19), a fact he needed in his demonstration that the Leptin topology associated to a linearly compact ring topology is strictly linearly compact if and only if the radical of the ring is transfinitely nilpotent (33.24). For ideally topologized (or bounded) linearly compact rings, Leptin showed that the radical $R$ is transfinitely nilpotent if and only if $\bigcap_{n=1}^{\infty} R^{n}=\{0\}$ (33.25).

If $A$ is a ring with radical $R$ and if $A / R$ is topologically isomorphic to the cartesian product of a family $\left(A_{\lambda}^{\prime}\right)_{\lambda \in L}$ of (semisimple) topological rings, any attempt to identify $A$ with the cartesian product of a family $\left(A_{\lambda}\right)_{\lambda \in L}$ of rings such that for all $\lambda \in L, A_{\lambda} / R_{\lambda}$ is topologically isomorphic to $A_{\lambda}^{\prime}$ where $R_{\lambda}$ is the radical of $A_{\lambda}$, leads to the problem of lifting an orthogonal family of idempotents from $A / R$ to $A$. For linearly compact rings, lifting a single idempotent is always possible (34.1), as shown by Zelinsky [1952] in the
commutative case and Leptin [1956] in general (the proof given here, due to Widiger [1987], incorporates ideas from both proofs). In the commutative case, lifting an idempotent can be done in only one way (34.2). Leptin also showed that any family $\left(e_{\lambda}\right)_{\lambda \in L}$ of idempotents of $A$ determining an orthogonal family of idempotents in $A / R$ with sum 1 effects a decomposition of the $A$-module $A$ into the cartesian product of the left ideals $\left(A e_{\lambda}\right)_{\lambda \in L}$ (34.3). Leptin erred in stating that if $A$ is strictly linearly compact, any family of idempotents in $A$ lifting an orthogonal family of idempotents in $A / R$ is summable (see 34.7), but Widiger $[1972,1987]$ did establish that a summable, orthogonal family of idempotents in $A / R$ may be lifted to a summable, orthogonal family of idempotents in $A$ (34.4-5). One consequence of these lifting theorems is that a strictly linearly compact ring with identity which modulo its radical is the ring of all $n$ by $n$ matrices over a division ring $K$ is the ring of all $n$ by $n$ matrices over a strictly linear compact ring that modulo its radical is isomorphic to $K$ (34.9). This was established by Kaplansky [1946] for compact rings (34.24) and by Leptin [1956] in general.

A significant extension of Leptin's structure theorem for linearly compact semisimple rings is Ryan's structure theorem [1980] for semisimple linearly topologized rings possessing an open left ideal that is linearly compact for its induced topology (31.8). Crucial to her proof is Wiegandt's theorem [1966a] that such a ring possesses a minimal left ideal (31.2); the proof given here is Ryan's amplification of Wiegandt's original argument. Among the consequences of Ryan's theorem is Kaplansky's earlier [1952a] description of right bounded, locally compact semisimple rings (cf. 32.9).

Extending Kaplansky's earlier theorem [1946] on compact local rings, Numakura [1955b, 1981], Jans [1957] and the author [1971b] have all obtained special cases of the theorem that the topology of a strictly linearly compact ring with identity and radical $R$ is the radical topology if that topology is Hausdorff and the closure of $R^{2}$ is open (36.27).

A natural inquiry is to determine the nature of linearly compact rings whose closed ideals are also linearly compact rings. Widiger [1972] showed that if $A$ is a bounded, linearly compact ring whose radical $R$ is a strictly linearly compact ring, then necessaily every closed ideal of $A$ is a strictly linearly compact ring, and he gave a structure theorem for such rings (34.18). In particular, in such a ring, the radical is strongly linearly compact, that is, any filter base of closed additive subgroups has a nonzero intersection (34.13). This led Phạm Ngọc Ánh [1976c, 1977b] to investigate linearly compact rings whose radical is strongly linearly compact; he obtained [1977b] a structure theorem (modified in 34.17 by the addition of a hypothesis) extending Widiger's original result. A more restrictive condition is that every closed subring of the ring be linearly compact. Ursul, in a series of pa-
pers (the earliest in collaboration with Andrunakevich and Arnautov) has investigated these rings.

Strictly linearly compact rings form a natural domain for extending theorems about artinian rings, simply because strictly linearly compact rings are projective limits of discrete artinian rings, and the discrete strictly linearly compact rings are precisely the artinian rings. Widiger's theorem mentioned above is an example of a theorem that was first obtained in the discrete case for artinian rings. The author [1976] undertook an investigation of a more restrictive class of rings, those linearly compact for the radical topology (such rings are necessarily strictly linearly compact (36.17)). In such rings the topological torsion ideal has a unique topological supplement (36.23) $S$, which is divisible and topologically torsionfree and has a left identity, a theorem yielding in the discrete case the classical decomposition of an artinian ring into the direct sum of its torsion ideal and a unique ideal $S$, which is divisible and torsionfree and has a left identity (36.4). The consequences of the lack of divisible primary torsion groups in an artinian ring (Exercise 36.6) are mirrored in rings linearly compact for the radical topology that lack both divisible primary torsion groups and copies of the topological additive groups of the $p$-adic number fields (such groups are called pathological here) (36.26).

The radical topology arises naturally in investigations into the nature of rings linearly compact for the discrete topology, for if the radical topology of such a ring $A$ is Hausdorff, then it is the Leptin topology associated to the discrete topology and hence is the weakest Hausdorff linear topology on $A$ (36.33). Zelinsky [1952] identified complete, semilocal noetherian rings (36.29) and valuation rings of maximal valuations (Topological Rings, 31.21 and 31.12 ) as rings linearly compact for the discrete topology, and the theorem just mentioned extends Chevalley's theorem [1943] that the natural topology of a complete semilocal ring is its weakest metrizable ring topology. A description of rings with identity whose radical topology is Hausdorff for which the discrete topology is linearly compact was undertaken by the author [1971b], and the results have been extended here by replacing the hypothesis that an identity exists with the weaker hypothesis that the additive group lacks pathological subgroups (36.33). Such rings are always (left) noetherian, and one consequence (Exercise 36.6) of their description is Hopkins' classical theorem [1939] that an artinian ring with a left identity element is noetherian. Of the equivalent conditions of 36.33 , Hinohara [1960] established, for rings with identity whose radical topology is Hausdorff, that $8^{\circ}$ implies $4^{\circ}$ and $1^{\circ}$, Kurke [1967] established, for commutative rings with identity, the equivalence of $1^{\circ}, 2^{\circ}, 7^{\circ}$, and $9^{\circ}$, and Phạm Ngọc Ánh [1977a] established, for rings with identity, the equivalence of $2^{\circ}$
and $7^{\circ}$. The characterizations of linearly compact, commutative noetherian rings (36.37-38) and of compact, commutative noetherian rings (36.41) were given by the author [1967c, 1960a] for rings with identity.

Using Leptin's theorem that the radical of a strictly linearly compact ring is transfinitely nilpotent, the author [1972] characterized topological fields whose topologies are given by a complete discrete valuation as nondiscrete locally strictly linearly compact fields (41.6). The proof of the extension of this result to division rings (41.10), which generalizes Jacobson's earlier theorem [1935] that the topology of a totally disconnected locally compact division ring is given by a discrete valuation, depends on a theorem of Artin and Whaples [1942] (18.15), as did Kaplansky's earlier proof [1947a] that the topology of a locally compact division ring is given by an absolute value.

The author [1967a, 1968b] characterized finite products of finite-dimensional algebras with identity over nondiscrete locally compact fields (cf. 43.7). Earlier, Goldman and Sah [1965] had obtained a structure theorem for commutative locally compact semisimple rings with identity having no proper open ideals (Exercise 43.8), and later [1968] completed a thorough invesitagion of locally compact semisimple rings with identity having no proper open left ideals. The structure theory presented here (§43) for squarefree locally centrally linearly compact rings whose centers have no proper open ideals and their extensions by a connected locally compact ideal is due to Lucke and the author [1972].

## 46 Category, Duality, and Existence Theorems

The possibility of constructing duality theories for certain classes of topological modules, especially linearly topologized modules, to mirror the classical Pontrıâgin-van Kampen duality theory of commutative locally compact groups has attracted attention ever since topological rings and modules began to be investigated. Duality theory is not presented here, since it became clear at least by 1958 that categorical concepts beyond the scope of this book were essential to it. From the beginning, linear compactness has played an essential role. The first theory presented was Lefschetz's duality theory [1942] of linearly compact and discrete vector spaces, already mentioned. Kaplansky generalized this theory to a duality theory of linearly compact and discrete modules over a complete discrete valuation ring [1952b] and demonstrated its utility by deriving from it certain theorems of Krull [1940b] and Vilenkin [1946a,b,c] concerning topological modules over the $p$-adic integers. Schöneborn [1953b, 1956] and Leptin [1954b,c,d, 1956] also developed and extended somewhat Kaplansky's duality theory. Their results were placed in a common framework by Fleischer [1959] and later subsumed, together with Matlis's duality theorem [1958] concerning
noetherian and artinian modules over a complete local noetherian ring, by Macdonald [1962] in his duality theory of Hausdorff linearly topologized modules over a complete local noetherian ring $A$, furnished with its natural topology. If the injective envelope $A^{*}$ of the residue field of $A$ (regarded as an $A$-module) is given the discrete topology and if, for every Hausdorff linearly topologized $A$-module $M, M^{*}$ is the $A$-module of all continuous homomorphisms from $M$ to $A^{*}$, furnished with the linear topology having as a fundamental system of neighborhoods of zero the annihilators of the submodules of $M$ that are linearly compact for the induced topology and Hausdorff for the natural topology, then the evaluation homomorphism $e$ from $M$ to $M^{* *}$ (defined by $e(x)\left(y^{*}\right)=y^{*}(x)$ for all $x \in M, y^{*} \in M^{*}$ ) is an open isomorphism and is, furthermore, a topological isomorphism if and only if a submodule $U$ of $M$ is open whenever every submodule of $M / U$ is closed for the quotient topology and the natural topology of every finitely generated submodule of $M / U$ is discrete. In particular, this establishes a duality between linearly compact $A$-modules and linearly topologized Hausdorff $A$-modules $M$ for which a submodule $U$ is open whenever the natural topology of every finitely generated submodule of $M / U$ is discrete.

In clarifying work, Müller [1970] observed that all duality theories for linearly topologized modules thus far constructed, when restricted to the class of discrete modules, were Morita dualities, and he showed that every Morita duality for rings (with identity) $A$ and $B$ (defined on full subcategories of (unitary) left $A$-modules and right $B$-modules that are closed under the formation of finite direct sums, submodules, and quotient modules and contain all finitely generated modules, and induced by a bimodule ${ }_{A} U_{B}$ having certain properties) may be extended to a duality for the categories $A$-top and top- $B$ of all Hausdorff, linearly topologized left $A$ - and right $B$ modules, Specifically, let ${ }_{A} U_{B}$ be given the discrete topology, and for each Hausdorff linearly topologized left $A$-module [right $B$-module] $M$, let $M^{*}$ be the right $B$-module [left $A$-module] of all continuous homomorphisms from $M$ to ${ }_{A} U_{B}$, furnished with the topology of pointwise convergence. Then the canonical evaluation homomorphism $e$ from $M$ to $M^{* *}$ is an isomorphism carrying the topology of $M$ to a topology stronger than but having the same closed submodules as that of $M^{* *}$. Conversely, Müller [1971] showed that if there is a duality between full subcategories of $A$-top and top- $B$, each containing all discrete modules, then $A$ and $B$ possess a Morita duality induced by a bimodule ${ }_{A} U_{B}$ such that for any $M$ in either category, the dual module assigned to $M$ by the given duality is the module $M^{*}$ defined above.

Earlier, Müller [1969] had shown that if $A$ has a Morita duality induced by a bimodule ${ }_{A} U_{B}$, then $A$ and ${ }_{A} U_{B}$ are necessarily $A$-linearly compact modules for the discrete topology, and the reflexive $A$-modules are precisely
those that are linearly compact for the discrete topology. Müller's criterion for the existence of a Morita duality, that $A$ be linearly compact for the discrete topology, strengthens Osofsky's earlier condition [1965] that $A / \operatorname{Rad}(A)$ be artinian and that each idempotent in $A / \operatorname{Rad}(A)$ arise from an idempotent in $A$, in view of Leptin's theorems (29.14, 34.1). Rings (with identity) linearly compact for the discrete topology and Hausdorff for the radical topology are necessarily noetherian (36.33), a fact yielding Müller's earlier [1968] theorem that a ring Hausdorff for the radical topology and having a Morita duality is necessarily noetherian.

A commutative ring (with identity) linearly compact for the discrete topology is necessarily the direct sum of finitely many local rings ( 34.6 and 28.21). The commutative rings (with identity) linearly compact for the discrete topology and Hausdorff for the radical topology are precisely the complete semilocal noetherian rings (36.35). As previously noted, Zelinsky [1952] showed that complete local noetherian rings and valuations rings of maximal valuations were linearly compact for the discrete topology. Other examples exist: Vámos [1976] has given an example of a non-noetherian local ring having proper zero-divisors that is linearly compact for the discrete topology, and Wiseman [1982] has constructed an integral domain $D$ linearly compact for the discrete topology whose quotient field, furnished with the discrete topology, is not a linearly compact $D$-module. A culminating result is Phạm Ngọc Anh's theorem [1989] that every commutative ring (with identity) that is linearly compact for the discrete topology has a Morita duality.

Further developments in duality theory build largely on the papers just discussed. For example, Menini and Orsatti [1981], Phạm Ngọc Ánh [1981b], and Dikranjan and Orsatti [1984a], generalized Müller's construction by allowing $A$ and $B$ to be linearly compact rings that are not necessarily discrete. Other contributors to the theory since 1971 include Abrams, Aragona, Baccella, Bazzoni, Gregorio, Hutchinson, Jansen, Lorenzini, Mader, Márki, Mazan, Onodera, Peters, Roselli, Sandomierski, Stöhr, Stoyanov, Vámos, Woodcock, and Zelmanowitz.

The use of categorical concepts in the investigation of linearly topologized rings and modules has proved fruitful not only in duality theory but elsewhere as well. New proofs of old theorems (such as the structure theorem for semisimple linearly compact rings with identity), new insights about old objects (such as the nature of a linearly compact module furnished with its Leptin topology), and new theorems not involving categorical concepts (see, for example, Menini [1983b] and Dikranjan and Orsatti [1984a]) have already been obtained.

Categorical concepts have also been decisive in generalizing the notion of
the quotient field of an integral domain. A central construction in the modern theory of rings of quotients depends on a certain type of filter of left (or right) ideals, called a Gabriel filter, which actually is a fundamental system of neighborhoods of zero for a linear ring topology, called a Gabriel topology (cf. Stenström [1975]) (Exercise 28.5). Thus topological rings play an accessory role in the algebraic theory of rings of quotients. A natural problem is that of determining conditions under which a subring of a generalized ring of quotients of a Hausdorff ring admits a Hausdorff ring topology inducing on $A$ a topology weaker than or identical with its given topology. The earliest theorem, that if $A$ is a Hausdorff integral domain for which multiplication by any nonzero element is an open mapping, then its quotient field admits a Hausdorff field topology inducing on $A$ a topology weaker than its given topology (cf. 11.2), is due to Gelbaum, Kalish, and Olmsted [1950]. In particular, for every Hausdorff ring topology on a field, there is a weaker Hausdorff field topology (11.3). Correl [1958] showed that if $K$ is a topological field whose completion is a locally compact ring, there is a weaker Hausdorff field topology on $K$ the completion of which is a locally compact field (Exercise 26.7). Using the same argument, Mutylin [1967] showed that if the invertible elements in the completion of a field $K$ for a metrizable ring topology form an open set, there is a weaker metrizable field topology on $K$ whose completion is a field (Topological Fields, 14.14). Other contributors to this problem include Anthony [1970], Arnautov [1978], Carini [1976, 1978], Davison [1969], Eckstein [1973], Endo [1963, 1964], Facchini [1979], Gomez Pardo [1982], Halter-Koch [1971], Jebli [1974], R. L. Johnson [1967], Koh [1967b], Luedeman [1969a,b, 1978], A. O. Nazarov [1982], Schiffels and Stenzel [1983], Vizitei [1978], and the author [1961, 1971a].

Hinrichs' construction [1963] of Hausdorff, additively generated ring topologies (that is, ring topologies for which no proper additive subgroup is open) on $\mathbb{Z}$ inspired research in two directions: First, Mutylin [1965] exhibited the plenitude of ring topologies on $\mathbb{Q}$ by constructing an additively generated ring topology that is not stronger than the usual archimedean topology, and in particular is not locally bounded.

Second, motivated by Hinrichs' work, Kiltinen answered affirmatively [1967] the question: Does every infinite field admit a nondiscrete Hausdorff field topology? Only algebraic extensions of finite fields need be considered, for as noted by Nagata, Nakayama and Tuzuku [1953] and later by Kiltinen [1967] and Mutylin [1968], every other infinite field admits a proper valuation. Kiltinen proved that every countable integral domain admits a nondiscrete Hausdorff ring topology; hence by the theorem of Gelbaum, Kalish, and Olmsted, every countable field and hence every infinite field admits a nondiscrete Hausdorff field topology. In a parallel development,

Arnautov [1968a] constructed Hausdorff additively generated ring topologies on $\mathbb{Z}$, then [1969e] proved that every countable ring admits a nondiscrete Hausdorff ring topology. From this, Mutylin [1968] concluded that every infinite field admits a nondiscrete Hausdorff field topology.

Extending further the techniques of Hinrichs and Kiltinen, Zobel [1972] defined a class of ring topologies on $\mathbb{Q}$ he called "direct", some of which had unusual completions, such as an integral domain that is not a field (Topological Fields, Exercises 13.2-13.14) and contains no nonzero topological nilpotents. Recently, Heckmanns [1989] constructed a much simpler example of Hausdorff topological field whose completion is an integral domain that is not a field.

The results of Kiltinen and Arnautov made possible the determination of the number of field topologies on an infinite field $K$. The maximum number of topologies on $K$ is $2^{2^{\text {casd(K) }} \text {. Podewski [1972a] showed that that is, }}$ in fact, the number of field topologies if $K$ is denumerable, and Kiltinen [1972] showed that in general there are $2^{2^{\operatorname{card}(K)}}$ field topologies on $K$, no two of which are topologically isomorphic, and none of which is the supremum of a family of locally bounded ring topologies. Independently, Heine [1971, 1972] established the analogous result for ring topologies on $K$. In another direction, Mutylin [1967] established the existence of at least a continuum of metrizable, non-locally bounded field topologies on $\mathbb{Q}$ for which the completion of $\mathbb{Q}$ is a topological field.

A natural sequel to Kiltinen's and Arnautov's work is the question: Does every infinite commutative ring admit a nondiscrete Hausdorff ring topology? Hochster [1968] gave criteria for a commutative ring with identity to admit a nondiscrete Hausdorff ideal topology and showed, in particular, that a commutative noetherian ring with identity admits a nondiscrete, Hausdorff ideal topology if and only if it is not artinian (Exercises 33.911). Hochster and Kiltinen [1969] showed that any infinite commutative ring with identity admitted a nondiscrete Hausdorff ring topology, and Arnautov [1969d] obtained the same answer for arbitrary infinite commutative rings, a result also independently obtained by Hagglund [1972]. All these solutions built on Kiltinen's earlier theorem establishing the existence of nondiscrete Hausdorff field topologies on infinite fields.
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## ERRATA

In addition to occasional typographical errors, which readers will readily recognize, four significant errors in Topological Fields have come to light since its publication in 1989.

First, the proof of (3) of Theorem 24.13 on pages 229-230 of Topological Fields is incorrect and should be replaced by the proof of Theorem 15.14 on pages 118-119 of this book.

Second, Ulrich Heckmanns has persuaded me that the proof of Theorem 31.10 is incorrect. It should be replaced by the proof of Theorem 28.7 on page 234 of this book.

Professor Sibylla Priess-Crampe of the University of Munich has kindly offered a correction of the statement "No examples of straight or even minimally topologized division rings are currently known other than locally retrobounded division rings" on page 225, lines 2-3. In the statement, both occurrences of "division rings" should be replaced by "fields". Indeed, let $V$ be a valuation ring of a division ring $K$ (that is, a subring of $K$ such that for all $x \in K^{*}$, either $x \in K$ or $x^{-1} \in K$ ) such that $\left\{V a: A \in V^{*}\right\}$ is not a fundamental system of neighborhoods of zero for a ring topology. Schröder [1987] and Hartmann [1987] independently showed that $\left\{a V b: a, b \in V^{*}\right\}$ (or equivalently, $\left\{c V c: c \in V^{*}\right\}$, since $(a b) V(a b) \subseteq a V b$ ) is a fundamental system of neighborhoods of zero for a Hausdorff division ring topology on $K$, and Hartmann showed that it was a minimal Hausdorff ring topology on $K$. Mathiak [1989] and Liepold [1990] independently gave examples showing that the completion of such a topological division ring could have exactly two maximal ideals and thus not be a division ring. Such examples are therefore neither locally retrobounded by Theorem 13.9 nor straight by Theorem 13.4. They also show that the statement of Kowalsky's theorem, the completion of a field for a minimal Hausdorff ring topology is a field (Exercise 24.13, page 235 of Topological Fields), no longer holds if "field" is replaced by "division ring".

Lastly, in the final preparation of the text of Topological Fields, the following entries intended for the bibliography were lost:

Cohn, Paul Moritz. [1953] An invariant characterization of pseudovaluations on a field. Cambridge Philos. Soc. Proc. 50 (1954), 159-177. [1953] (with K. Mahler) On the composition of pseudo-valuations. Nieuw Arch. Wisk. (3) 1 (1953), 161-198. [1980] (with M. Mahdavi-Hezavehi) Extension of valuations on skew fields. Ring Theory Antwerp 1980, pp. 28-41. Lecture Notes in Math. 825, Springer, Berline-Heidelberg New York, 1980. [1981] On extending valuations in division algebras. Magyar Tudomanyos Akademia. Studia Sci. Math. Hungar. 16 (1981), 65-70.
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Lorenzen, Paul [1953] Über die Komplettierung in der Bewertungstheorie. Math. Z. 59 (1953), 84-87.
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## Index of Symbols and Definitions

$A^{*}, 1$
$A^{\times}, 1$
$A^{a}, x^{a}, 82$
$A_{P}, 363$
$A\left[\left[X_{1}, X_{2}, \ldots, X_{m}\right]\right], 195$



Ann, 206, 210, 241, 292
$\mathbb{C}, \mathbb{H}, \mathrm{N}, \mathbb{Q}, \mathbb{R}, \mathbb{R}_{>0}, \mathbb{Z}, 1$
$\mathfrak{C}(\mathcal{T}), 285$
$\operatorname{card}(X)$,
$D(H), 346$
diam, 69
$\operatorname{dim}(A), 371$
D(J), 217
$\operatorname{End}_{K}(E), 207$
$\operatorname{End}(E), 206$
$e\left(v^{\prime} / v\right), 156$
$f\left(v^{\prime} / v\right), 156$
$\widehat{G}, 50,56,62$
ht(P), 368, 371
IJ, 170
$J$-topology, 197
$J_{*}, 289$
$K((X)), K[[X]], 148$
[ $L: K$ ], 154
$\varliminf_{\lambda \in L} E_{\lambda}, 39$
$\varliminf_{J \in \mathcal{J}}(A / J), 41$
$N_{D / K}, 127$
(N 1)-(N 5), 2
$|n|, 196$
n. $x, 11$
ord, 147, 152
(PF), 39
$P(J), 217$
$Q(A), 81$
$Q_{\text {top }}(A), 376$
$\mathbb{R}_{\infty}, 134$
$\operatorname{rad}(J), 364$
$S\left[A, \mathbb{N}^{m}\right], 194$
$S(K, G), 151$
$S(K, \mathbb{Z}), 147$
$S^{-1} A, 81$
$\sigma_{K}\left(E, E^{\prime}\right), 119$
$\oplus_{\lambda \in L} M_{\lambda}, 112-13$
$\sum_{\alpha \in A} x_{\alpha}, 72$
$\mathfrak{S}_{\lambda \in L} A_{\lambda}, 334$
$\operatorname{Tr}_{L / K}(a), 392$
$\tau^{*}, 294$
$\mathcal{T}_{*}, 284$
(TG 1)-(TG 2), 13
(TGB 1)-(TGB 2), 20
(TGN 1)-(TGN 2), 19, 22
(TGN 3), 22
(TM 1)-(TM 3), 11
(TM 4)-(TM 6), 17
(TMN 1)-(TMN 3), 22
(TR 1)-(TR 3), 1
(TR 4)-(TR 5), 17
(TRN 1)-(TRN 2), 21
$\operatorname{vdim}(A), 373$
$\mathbb{Z}\left(p^{\infty}\right), 254$
Absolute value, 5
Absolute value of a real valuation, 136
Absolute value to base $c, 136$
Adherence of a filter base, 55
Adherent point, 55
Adherent point (net), 71
Adverse, 82

Advertible (left, right), 82
Advertible (left, right) ideal, 222
Advertibly complete, 86
Advertibly open, 83
Algebra, 12
Algebra norm, 12
Algebra of formal power series, 147
Algebra topology, 12
Algebraic supplement, 114
Algebraically dense subring, 263
Almost integral element, 388
Annihilator, 206, 210, 241, 292, 332
Approximation theorem, 98
Archimedean absolute value, 7
Archimedean-ordered group, 140
Artin-Wedderburn Theorem, 229
Artinian algebra, 226
Artinian module, 226
Artinian ring, 226
Ascending Chain Condition, 167
Baire space, 69
Basic divisible $p$-primary group, 254
Bijection, 32
Bijective function, 32
Bilinear function, 16
Biregular ring, 327
Boolean ring, 314
Bounded (left, right) ring, 91
Bounded (left, right) subset of ring, 89
Bounded module, 91
Bounded subset of module, 88
Bounded (left, right) topology, 91
Canonical embedding in an inductive limit, 276
Canonical embedding of residue field, 156

Canonical epimorphism to a quotient group, 33
Canonical homomorphism to a projective limit, 41
Canonical surjection to a quotient space, 32
Cauchy filter (base), 55
Cauchy net, 71
Cauchy's Condition, 72
Central idempotent, 327
Centrally linearly compact ring, 398
Character of a locally compact group, 267
Circle composition, 82
Circulation, 82
Closed linear filter base, 232
Cluster point, 55
Codimension, 189
Cohen algebra, 408
Cohen ring, 174
Cohen subring (subfield), 174
Compact space, 3
Complete local ring, 174
Complete metrizable commutative group, 50
Complete norm, 2
Complete real valuation, 138
Complete semilocal ring, 202
Complete subset of a Hausdorff commutative group, 56
Complete topological module, 64
Complete topological ring, 64
Completely integrally closed integral domain, 388
Completion of a Hausdorff commutative group, 56
Completion of a metrizable commutative group, 50
Completion of a topological ring,

64
Condensation point, 132
Conditionally simple topological ring, 329
Constant formal power series, 192
Constant term of formal power series, 192
Converges (filter base), 55
Converges (net), 71
Core, 102
Dense ring of linear operators, 206
Density Theorem, 208
Descending Chain Condition, 230
Development, 144
Diameter, 69
Dimension of a local noetherian ring, 371
Direct sum of submodules, 112
Direct sum of subrings, 112-13
Directed set, 38
Direction, 38
Discrete central idempotent, 328
Discrete valuation, 141
Divisible group, ring, ideal, 251. 331
Division ring topology, 12
Eisenstein exension relative to a valuation, 189
Eisenstein extension, 386
Eisenstein polynomial, 186
Eisenstein polynomial relative to a valuation, 187
Epimorphism, 32
Equicharacteristic, 174
Equivalent absolute values, 6
Equivalent real valuation, 137
Extension Theorem, 126

Faithful module, 211
Family of projections, 112
Field topology, 12
Filter, 18
Filter base, 18
Filter base associated to a sequence, 55
Filter base generated by a net, 71
Finite length, 359
First Baire category subset, 69
Formal power series, 147, 192
Fundamental sequence of bounded sets, 93
Fundamental system of neighborhoods, 18

Gabriel topology, 241
Gel'fand ring, 226
Group topology, 13
Hausdorff group, 24
Hausdorff module, 24
Hausdorff ring, 24
Height of a prime ideal, 368
Height of an ideal, 371
Hyperplane, 115
Ideal supplement of torsion ideal, 333
Ideal topological supplement, 346
Ideal topology, 22
Improper absolute value, 6
Improper valuation, 137
Indecomposable ring (algebra), 408
Inductive limit, 276
Injection, 32
Injective function, 32
Integral closure, 379
Integral element, 377
Integral over, 379

Integrally closed integral domain, 387
Integrally closed subring, 379
Invariant metric, 48
Isomorphism, 32
Japanese integral domain, 391
Jordan-Hölder sequence, 359
Krull dimension, 371
Largest divisible ideal, 332
Left invariant metric, 48
Length of a decreasing sequence of submodules, 359
Length of a module, 360
Leptin topology, 284
Linear filter (base), 232
Linear form, 114
Linear operator, 112
Linear topology, 232
Linear transformation, 112
Linearly compact module, 232
Linearly compact ring, 234
Linearly compact topology, 232
Linearly topologized module, 232
Local direct sum, 262
Local direct sum topology, 262-3
Local domain, 172
Local ring, 172
Localization, 364
Locally (left, right) bounded ring, 91
Locally bounded module, 91
Locally bounded topology, 91
Locally centrally linearly compact ring, 398
Locally compact space, 3
Locally metacompact ring, 313

Locally retrobounded division ring (field), 95
Locally retrobounded topology, 95
Locally strictly linearly compact ring, 398
Locally without central idempotents, 328

Maximal ideal of valuation subring, 140
Maximal linear filter, 233
Maximal linearly compact topology, 294
Maximal regular left (right) ideal, 216
Meager subset, 69
Metacompact ring, 313
Minimal central idempotent, 327
Minimal Hausdorff linear topology, 235
Minimal left (right) ideal, 212
Minimal prime ideal, 362
Minimal prime ideal over an ideal, 362
Minimum Condition, 230
Module, 11
Module topology, 11
Monomorphism, 32
Multilinear function, 118
Multiplicative set, 81
$n$-fold transitive, 206
Natural topology of a semilocal ring, 202
Natural topology of local ring, 172
Neighborhood, 15
Net, 71
Nil (left, right) ideal, 220
Nil ideal, 177

Nil ideal of bounded index, 177
Nil ideal of index $r, 177$
Nilpotent ring of index $n, 174$
Nilpotent ring or ideal, 174
Noetherian module, 166
Noetherian ring, 166
Nonarchimedean absolute value, 7
Nondiscrete central idempotent, 328
Norm on a ring, 2
Norm on a vector space, 12
Norm on an algebra, 12
Norm on commutative group, 49
Norm-bounded subset, 102
Normable ring, 3
Normed algebra, 12
Normed ring, 3
Normed space, 12
Nowhere dense subset, 69
Open function, 33
Opposite ring, 213
Order, 147, 152
Order topology, 148, 152
Order valuation, 148
Orthogonal family of idempotents, 297
Outer direct sum of modules, 112
$p$-adic absolute value, 8,146
$p$-adic development, 150
$p$-adic number field, 146
$p$-adic topology, 8
$p$-adic valuation, 8
Pairwise relative prime ideals, 200
Pathological subgroup, 338
Perfect subset, 132
Pointwise convergence, 241
Primary component, 252
Primary group, ring, ideal, 252, 331

Prime ideal, 169,405
Primitive (left, right) ideal, 216
Primitive (left, right) ring, 211
Primitive ring of endomorphisms, 206
Principal Ideal Theorem, 367
Principal prime, 368
Projection, 114
Projective family of sets, 39
Projective limit, 39
Proper absolute value, 6
Proper subset, 25
Proper valuation, 137
Proper zero-divisor, 5
Quotient ring, 81
Quotient topology, 33
Radical ideal, 364
Radical of a ring, 219
Radical of an ideal, 364
Radical ring, 219
Radical topology, 330
Ramification index, 156
Ramified nonequicharacteristic local ring, 384
Rankfree, 111
Rare subset, 69
Real valuation, 134
Regular (left, right) ideal, 216
Regular local ring, 373
Regular maximal left (right) ideal, 216
Regular topological space, 21
Relatively compact subset, 93
Relatively prime ideals, 200
Representative set, 142
Residue class degree, 156
Residue division ring (field), 136

Residue field of local ring, 172
Retrobounded set, 95
Right invariant metric, 48
Ring, 1
Ring of $p$-adic numbers, 146
Ring of formal power series, 147, 194
Ring topology, 1
Ring with continuous adversion, 82
Ring with continuous inversion, 80
Ring with identity, 1
Semilocal ring, 202
Seminorm, 111
Semisimple module, 286
Semisimple ring, 219
Sequentially retrobounded, 101
Shelter of a module, 283
Shelter of an ideal, 292
Sheltered ideal, 292
Sheltered submodule, 283
Simple convergence, 241
Simple module, 211, 286
Simple ring (algebra), 328
Small set, 55
Spectral norm, 105
Squarefree ring, 414
Standard basis, 115
Stem field, 186
Straight division ring or field, 94
Straight topological vector space, 94
Strictly biregular subring, 327
Strictly linearly compact, 235
Strongly linearly compact module, 251
Strongly regular ring, 329
Sum, 71
Summable, 71

Supplement, 114
Support, 151
Surjection, 32
Surjective function, 32
Symmetric subset of a group, 14
Topological algebra, 12
Topological direct sum, 113
Topological division ring, 12
Topological epimorphism, 35
Topological field, 12
Topological group, 13
Topological homomorphism, 35
Topological isomorphism, 35
Topological module, 11
Topological nilpotent, 6
Topological monomorphism, 35
Topological $p$-primary component, 334
Topological $p$-primary group, ring, 334
Topological quotient ring, 376
Topological ring, 1
Topological supplement, 114
Topological torsion group, subgroup ring, ideal, 334
Topological vector space, 12
Topologically minimal central idempotent, 329
Topology defined by a norm, 49
Topology defined by a valuation, 137
Topology of pointwise convergence, 241
Topology of simple convergence, 241
Torsion group, ring, ideal, 252, 331
Torsionfree group, ring, ideal, 267, 331
Total quotient ring, 80

Total subspace, 119
Totally disconnected space, 25
Trace, 392
Transfinite index, 289
Transfinitely nilpotent ideal, 289
Trivial module, 11
Trivial ring, 1
Ultrametric, 48
Ultranorm on a ring, 49
Ultranorm on a commutative group, 49
Uniform topology, 334
Uniformizer, 141
Uniformly continuous function, 59
Unitary module, 11
Unramified nonequicharacteristic local ring, 384

Valuation ideal, 136
Valuation ring, 136
Valuation subring, 140
Value group, 136
Vector dimension of a local noetherian ring, 373
Vector topology, 11
von Neuman regular ring, 251
Zariski module topology, 240
Zariski ring topology, 205
Zero ring, 1

